On a multiscale approach to the transient Stokes problem. Dynamic subscales and anisotropic space-time discretization
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Abstract

In this article we analyze some residual-based stabilization techniques for the transient Stokes problem when considering anisotropic time-space discretizations. We define an anisotropic time-space discretization as a family of time-space partitions that does not satisfy the condition \( h^2 \leq C \delta t \) with \( C \) uniform with respect to \( h \) and \( \delta t \). Standard residual-based stabilization techniques are motivated by a multiscale approach, approximating the effect of the subscales onto the large scales. One of the approximations is to consider the subscales quasi-static (neglecting their time derivative). It is well known that these techniques are unstable for anisotropic time-space discretizations. We show that the use of dynamic subscales (where the subscales time derivatives are not neglected) solves the problem, and prove optimal convergence and stability results that are valid for anisotropic time-space discretizations. Also the improvements related to the use of orthogonal subscales are addressed.
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1. Introduction

The Stokes system is a well-posed mixed problem by virtue of the so-called inf-sup condition, which ensures pressure stability. At the fully discrete level, the main question is: does the velocity-pressure pair of finite-dimensional spaces satisfy the discrete inf-sup condition? In general, as it is widely known, the answer is not. Unfortunately, condition (12) below does not hold for simple cases, such as equal order velocity-pressure interpolation. Stable pairs, that is to say, pairs satisfying the discrete inf-sup condition (12) are called div-stable in the terminology of [6]. These pairs must be composed of different interpolation spaces for the velocity and pressure. The design of div-stable elements satisfying the discrete inf-sup condition has motivated a large amount of research (see [9]).

At the continuous level, the steady Stokes problem is well-posed due to the celebrated LBB inf-sup condition, that provides optimal pressure stability for the steady-state problem (see [23, 8, 1]). The well-posedness of the transient Stokes problem is more delicate; we refer to [5] for a discussion about this topic.

At the discrete level, an alternative approach to the satisfaction of the discrete inf-sup condition relies on the perturbation (stabilization) of the formulation in a consistent way. This approach is particularly appealing because allows to use the same finite element spaces for velocity and pressure interpolation. This idea was initially suggested in [21].
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An abstract framework for the motivation and design of stabilization methods based on a multiscale decomposition of the solution was proposed in [19, 20]. The idea is to split the continuous solution of our problem into coarse (or finite element) and fine (or subgrid) scales. In order to get a feasible numerical method, a cheap approximation of the subgrid scales equations is required. This is the frame we consider herein.

Residual-based stabilized methods were initially motivated for the steady-state case. The extension to the transient problem has been at least involved. Initially, space-time finite element approximations were used (see [25]). Usually, the time derivative of the subgrid component at the subgrid equation is approximated by a source-like term, in order to justify a dependence of the subgrid component with the time step size $\delta t$. This approach, that we call quasi-static subscales, is not consistent because it implies a steady-state solution (in case of being reached) time step dependent. In any case, this approach is unstable for anisotropic time-space discretizations, as pointed out in [4]. We define as anisotropic time-space discretization a family of time-space partitions such that $\delta t$ and the characteristic mesh size $h$ do not satisfy

$$h^2 \leq C\delta t$$

for a constant $C$ uniform with respect to $h$ and $\delta t$. Roughly speaking, residual-based methods become unstable when the time step size $\delta t$ is reduced without remeshing. In fact, all the existing numerical analyses of residual-based stabilization methods need to assume condition (1).

In the present work we analyze a new approach in which the subgrid component of the solution is tracked in time and the subgrid time derivative taken into consideration. This new method has been called dynamic subscales, in comparison to the classical quasi-static subscales, where this time derivative is neglected. The motivation of the method and implementation aspects can be found in [15]. In this reference, there is a first stability analysis that shows that this approach is stable, regardless of the time step size. The pressure stability was proved in a very weak dual norm (see Th. 2 therein). However, there was an open question: Are we able to get stronger pressure stability (not in dual norms)? In particular, can we prove the same pressure stability for the transient problem (using dynamic subscales) as we get for the steady state problem? The proof of these results is much more involved, but we have been able to answer this question affirmatively in this work.

The main contributions of this article are:

- To prove stronger pressure stability for the transient Stokes problem stabilized with dynamic subscales, for time-space not relying on (1). We want to show that we get the same control over the pressure that we have for the steady case.

- To prove the first convergence results of a residual-based stabilization method for the transient Stokes problem that do not rely on condition (1).

- To show that considering orthogonal subscales is another way to circumvent condition (1).

In the following, we analyze the stability properties of the Stokes system for div-stable elements and stabilized formulations with dynamic and quasi-static subscales. We start by considering elements that satisfy the inf-sup condition. This analysis motivates the one for dynamic subscales, where consistent pressure stability can be proved. After that, we analyze quasi-static subscales in order to show how neglecting the time evolution of the subscale deteriorates the stability properties of the method. A complete convergence analysis has been carried out for the new method, dynamic subscales.

Let us give the outline of the paper. The transient Stokes problem is introduced in Section 2, together with notation. Section 3 is devoted to the multiscale stabilization of this mixed problem. Section 4 contains the stability analysis of the Stokes problem for the numerical schemes listed above. Error estimates have been proved in Section 5. We end by summarizing the main results of the article and drawing some conclusions in Section 6.
2. The Stokes problem

2.1. The continuous level

The Stokes system over a domain \( \Omega \) of \( \mathbb{R}^d \) (\( d = 2 \) or 3 being the space dimension) consists of finding a velocity \( \mathbf{u} \) and a pressure \( p \) such that

\[
\begin{align*}
-\nu \Delta \mathbf{u} + \nabla p &= \mathbf{f} \quad \text{in } \Omega, \quad \text{(2a)} \\
\nabla \cdot \mathbf{u} &= 0 \quad \text{in } \Omega, \quad \text{(2b)}
\end{align*}
\]

where \( \mathbf{f} \) is the force vector and \( \nu \) is the kinematic viscosity. The equation set (2) has to be supplemented with appropriate boundary conditions in order to have a well-posed system. The boundary \( \Gamma \equiv \partial \Omega \) is a \((d-1)\)-dimensional manifold assumed locally Lipschitz (i.e., smooth enough). For the sake of simplicity we have adopted the homogeneous boundary condition:

\[
\mathbf{u} = 0 \quad \text{on } \Gamma
\]

for the following stability and convergence analyses.

In order to obtain the weak form of problem (2) we need to introduce some notation. We denote by \( L^p(\Omega) \), \( 1 \leq p < \infty \), the space of real functions defined on \( \Omega \) with the \( p \)-th power absolutely integrable with respect to the Lebesgue measure. The space \( L^\infty(\Omega) \) consists of essentially bounded functions in \( \Omega \). The case \( p = 2 \) is of special interest; \( L^2(\Omega) \) is a Hilbert space endowed with the scalar product \( \langle \cdot, \cdot \rangle \) and its induced norm \( \| \cdot \|_0 \). The Hilbert space \( H^m(\Omega) \) is the space of functions in \( L^2(\Omega) \) whose weak derivatives of order less than or equal to \( m \) belong to \( L^2(\Omega) \), \( m \) being an integer and \( 1 \leq p \leq \infty \). This space is endowed with a scalar product and its associated norm \( \| \cdot \|_m \). Furthermore, we denote by \( H^1_0(\Omega) \) the space of functions of \( H^1(\Omega) \) vanishing on \( \Gamma \) and by \( H^{-1}(\Omega) \) its dual space. In general, duality pairings will be denoted with the symbol \( \langle \cdot, \cdot \rangle \). Given a function \( u \in H^1_0(\Omega) \) the Poincaré inequality:

\[
\|u\|_1^2 \leq C_\Omega \|
abla u\|_0^2
\]

holds for \( \Omega \) with Lipschitz continuous boundary. Therefore, the seminorm \( |u|_1 = \| \nabla u \|_0 \) in \( H^1(\Omega) \) is a norm in \( H^1_0(\Omega) \).

We shall often consider \( d \)-dimensional vector functions with components in one of these spaces. We shall indicate them by boldface letters, for instance \( \mathbf{H}^m(\Omega) = (H^m(\Omega))^d \). In the following, we will not distinguish between scalar products or norms for scalar or vector-valued functions.

Let \( \mathcal{V} \equiv H^1(\Omega) \), \( \mathcal{V}_0 \equiv H^1_0(\Omega) \) and \( \mathcal{Q} \equiv L^2(\Omega)/\mathbb{R} \) denote the real Hilbert spaces for velocity and pressure, respectively, with associated norms \( \| \mathbf{v} \|_\mathcal{V} \) and \( \| q \|_\mathcal{Q} \), and let \( \mathbf{f} \in \mathcal{V} \). Let us define the form related to the viscous term,

\[
a(u, v) := \nu \langle \nabla u, \nabla v \rangle, \quad \forall u, v \in \mathcal{V}.
\]

This is a bilinear continuous form on \( \mathbf{H}^1_0(\Omega) \) which is coercive with respect to \( \| \cdot \|_1 \). The next form is used for the pressure gradient and the incompressibility constraint,

\[
b(v, q) := -\langle q, \nabla \cdot v \rangle, \quad \forall v \in \mathcal{V}_0, \quad \forall q \in \mathcal{Q},
\]

which is also continuous with respect to the norms \( \| q \|_0 \) and \( \| \mathbf{v} \|_1 \).

Then, the weak form of (2) consist of finding \( \mathbf{u} \in \mathcal{V}_0 \) and \( p \in \mathcal{Q} \) such that:

\[
\begin{align*}
a(u, v) + b(v, p) &= \langle f, v \rangle, \quad \forall v \in \mathcal{V}_0, \quad \text{(7a)} \\
b(u, q) &= 0, \quad \forall q \in \mathcal{Q}. \quad \text{(7b)}
\end{align*}
\]

The requirement in order for (7) to be well posed reads as follows: there exists a constant \( \tilde{\beta} \) such that,

\[
\inf_{q \in \mathcal{Q}} \sup_{v \in \mathcal{V}_0} \frac{b(v, q)}{\| \mathbf{v} \|_\mathcal{V} \| q \|_\mathcal{Q}} \geq \tilde{\beta} > 0,
\]

\[3\]
in which case existence of the solution can be proved.

The evolutionary equations for a fluid moving in a domain \( \Omega \) in a time interval \([0, T]\) consists of finding a velocity \( u \) and pressure \( p \) such that

\[
\begin{align*}
\partial_t u - \nu \Delta u + \nabla p &= f & \text{ in } \Omega \times (0, T), \\
\nabla \cdot u &= 0 & \text{ in } \Omega \times (0, T).
\end{align*}
\]

(9a) (9b)

The equation set (9) has to be supplemented with appropriate boundary and initial conditions in order to have a well-posed system. Again, we consider homogeneous boundary conditions.

For the treatment of evolutionary problems, we require the following notation. Given \( T > 0, 1 \leq p < \infty \) and \( X \) a Banach space with norm \( \| \cdot \|_X \), let \( L^p(0, T; X) \) be the space of functions \( f : (0, T) \rightarrow X \) such that

\[
\| f \|_{L^p(0, T; X)} = \left( \int_0^T \| f(s) \|_X^p \, ds \right)^{1/p} < \infty.
\]

In the case of \( p = \infty \), we demand the property \( \sup_{0 \leq t \leq T} \| f(s) \|_X \leq \infty \).

The spaces \( (\mathcal{V}_0)_{\ell} \equiv L^2(0, T; H^1_0(\Omega)) \) and \( Q_{\ell} \equiv D'(0, T; L^2(\Omega)/\mathbb{R}) \) denote the spaces for velocity and pressure respectively (\( D' \) is the space of distributions). Then, the weak form of (9) consists of finding \( u \in (\mathcal{V}_0)_{\ell} \) and \( p \in Q_{\ell} \) such that:

\[
\begin{align*}
\left( \partial_t u, v \right) + a(u, v) + b(v, p) &= \left( f, v \right), & \forall v \in \mathcal{V}_0, \quad (10a) \\
b(u, q) &= 0, & \forall q \in Q, \quad (10b)
\end{align*}
\]

\[ \text{2.2. The discrete approach} \]

We now consider the approximation of the weak form (7) using the finite element approximation theory. Let \( \mathcal{V}_h,0 \) and \( Q_h \) be finite dimensional subspaces approximating \( \mathcal{V}_0 \) and \( Q \) respectively, where the index \( h \) refers to the mesh size. The discrete version of system (7) consists of finding \( u_h \in \mathcal{V}_h,0 \) and \( p_h \in Q_h \) such that

\[
\begin{align*}
a(u_h, v_h) + b(v_h, p_h) &= \left( f, v_h \right), & \forall v_h \in \mathcal{V}_h,0, \quad (11a) \\
b(u_h, q_h) &= 0, & \forall q_h \in Q_h, \quad (11b)
\end{align*}
\]

The equivalent version of the inf-sup condition at the discrete level holds if there exists a constant \( \beta \), independent of the mesh size \( h \), such that

\[
\inf_{q_h \in Q_h} \sup_{v_h \in \mathcal{V}_h,0} \frac{b(v_h, q_h)}{\| v_h \|_V \| q_h \|_Q} \geq \beta > 0,
\]

(12)

in which case stability can be proved.

The space discretization of the evolutionary system (10) consists of finding \( u_h \in (\mathcal{V}_h,0)_{\ell} \) and \( p_h \in (Q_h)_{\ell} \) such that:

\[
\begin{align*}
\left( \partial_t u_h, v_h \right) + a(u_h, v_h) + b(v_h, p_h) &= \left( f, v_h \right), & \forall v_h \in \mathcal{V}_h,0, \quad (13a) \\
b(u_h, q_h) &= 0, & \forall q_h \in Q_h, \quad (13b)
\end{align*}
\]

being \( (\mathcal{V}_h,0)_{\ell} \equiv L^2(0, T; \mathcal{V}_h) \) and \( (Q_h)_{\ell} \equiv L^2(0, T; Q_h) \). Existence and uniqueness of the semi-discrete system (13) are known.

In order to consider the time discretization of system (13) some extra notation is needed. Given a Banach space \( X \) equipped with \( \| \cdot \|_X \), a continuous function \( f : [0, T] \rightarrow X \) and two real numbers \( 1 \leq p < \infty \) and \( \alpha > 0 \), for a time step size \( \delta t > 0 \), let \( t^n = n \delta t \) for \( n = 0, \ldots, N = [T/\delta t] \). Let \( \ell^p(X) \) be the space of sequences \( \{ f^{n+1} \}_{n=0}^{N-1} \) such that \( \left( \sum_{n=0}^{N-1} \delta t \| f^{n+1} \|_X^p \right)^{1/p} < \infty \), and \( \ell^\infty(X) \) the space of sequences such that \( \sup_{n=0,\ldots,N-1} \| f^{n+1} \|_X < \infty \). From here onwards we denote by \( N = [T/\delta t] - 1 \). We also define the difference operators:

\[
\delta f^{n+1} = f^{n+1} - f^n, \quad \delta t f^{n+1} = \frac{1}{\delta t} \delta f^{n+1}.
\]

For the time discretization of (13) we consider a backward Euler scheme. Nevertheless, we will discuss the extension of the numerical analyses to second order backward differentic (BDF2) and Crank-Nicholson time integrators.
3. The Variational Multiscale approach

3.1. The stationary Stokes problem

In this section we recall the variational multiscale approach to stabilized methods initially suggested by Hughes in [19, 20]. This framework is useful for the motivation of the dynamic subscales method analyzed in this article.

Let us start rewriting the stationary Stokes system (7) in the following abstract form: find \( U \in \mathcal{W} \) such that

\[
B(U, V) = L(V) \quad \forall V \in \mathcal{W}
\]

(14)

where \( U = [u, p] \) is the solution of the continuous problem, involving velocity and pressure, and \( V = [v, q] \) the vector of test functions whose components are the test functions of the momentum and mass conservation equation respectively. The functional space is \( \mathcal{W} = \mathcal{V}_0 \times \mathcal{Q} \).

The key idea of the multiscale approach is to split the continuous solution into a coarse (or FEM) and a fine (or subgrid) scale

\[
U = U_h + \tilde{U}
\]

where \( U_h \in \mathcal{W}_h = \mathcal{V}_{h,0} \times \mathcal{Q}_h \) and \( \tilde{U} \in \tilde{\mathcal{W}} \), the subgrid space. In order to have a unique decomposition, we assume that \( \mathcal{W} = \mathcal{W}_h \oplus \tilde{\mathcal{W}} \). Invoking this decomposition in (14) for the continuous solution \( U \) and test functions \( V \), we get the following system:

\[
B(U_h + \tilde{U}, V_h) = L(V_h) \quad \forall V_h \in \mathcal{W}_h, \tag{15a}
\]

\[
B(U_h + \tilde{U}, \tilde{V}) = L(\tilde{V}) \quad \forall \tilde{V} \in \tilde{\mathcal{W}}. \tag{15b}
\]

To solve this problem is as difficult as the original one. At this point, further simplification are required, in order to get a computationally feasible numerical method. From the subgrid equation (15b), we motivate a simplified expression for the subgrid component in terms of the finite element component, \( \tilde{U} \simeq \tilde{U}(U_h) \). This approximation is known as the **modelling for the subscales**. In order to motivate this subgrid model, we integrate by parts some terms of the subgrid equation (15b) and neglect inter-element jumps terms, getting:

\[
\langle \mathcal{L}(\tilde{U}), \tilde{V} \rangle = \langle F - \mathcal{L}(U_h), \tilde{V} \rangle \tag{16}
\]

where \( \mathcal{L} \) is the Stokes differential operator

\[
\mathcal{L}(U) = \left( \begin{array}{c}
-\nu \Delta u + \nabla p \\
\nabla \cdot u
\end{array} \right).
\]

We can rewrite (16) as

\[
\Pi_{\tilde{\mathcal{W}}} (\mathcal{L}(\tilde{U})) = \Pi_{\tilde{\mathcal{W}}} (F - \mathcal{L}(U_h)) \tag{17}
\]

where \( \Pi_{\tilde{\mathcal{W}}} \) is the \( L^2 \)-projection onto \( \tilde{\mathcal{W}} \) and the residual of the finite element component is at the right hand side of (17). This kind of methods are known as **residual-based**.

In order to get a feasible numerical method, some approximations are made. The subgrid component is localized to the element by replacing the Stokes operator by the element-by-element Stokes operator \( \mathcal{L}_h \) where the Laplacian \( \Delta \) is replaced by the differential operator \( \Delta_h \), used to indicate that the Laplacian is only evaluated on the interior of finite elements (not considering inter-element jumps). Furthermore, the inverse of \( \Pi_{\tilde{\mathcal{W}}} \circ \mathcal{L}_h \) is approximated by an algebraic operator \( \tau \), justified by Fourier Analysis in [11]:

\[
\tau = \text{diag}\{\tau I, \tau_p\} = \left( \begin{array}{cc}
C_s \frac{h^2}{\nu} I & 0 \\
0 & \nu
\end{array} \right)
\]
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where $I$ is the identity matrix of dimension $d$ and $C_\tau$ is an algorithmic constant. The subgrid projection in the LHS of (17) is also approximated by the projection operator $P(\cdot)$. After these three approximations, we end up with the following model for the subscales:

$$\tau^{-1}\tilde{U} = P(F - L_h(U_h)).$$

The operator $P(\cdot)$ varies with the stabilized method chosen. For ASGS this operator is the $L^2$-identity, denoted by $I(\cdot)$ (see e.g. [19]). On the other hand, if we consider the orthogonal subscales stabilization (OSS) developed e.g. in [11], the $L^2$ orthogonal projection onto the finite element space for the velocity is used:

$$P(\cdot) = \Pi_h^\perp(\cdot) = I(\cdot) - \Pi_h(\cdot)$$

where $\Pi_h(\cdot)$ denotes the $L^2$ projection onto the finite element space $V_h$.

**Remark 3.1.** Using OSS we satisfy $\tilde{W} \cap W_h = \{0\}$ but not with ASGS. The violation of this property makes ASGS more diffusive and affects negatively the stability properties of the finite element component, as proved in the next section. We refer to [15] for numerical experiments that evidence this behavior.

Invoking the expression for the subgrid component at the finite element equation (15a) and integrating by parts those terms related to the subgrid component we get:

$$B(U_h + \tilde{U}(U_h), V_h) \simeq B(U_h, V_h) + \langle \tilde{U}(U_h), L_h^*(V_h) \rangle := B_h(U_h, V_h),$$

where again we neglect inter-element jumps. $L_h^*$ is the formal adjoint of the Stokes operator evaluated elementwise. Therefore, we have obtained a modified bilinear form $B_h$ only in terms of the finite element component. The point is to check that the inf-sup condition for the stabilized problem

$$\inf_{U_h \in W_h} \sup_{V_h \in W_h} \frac{B_h(U_h, V_h)}{|||U_h||| |||V_h|||} \geq \beta > 0 \quad (18)$$

is satisfied for equal $u$-$p$ interpolation and an appropriate norm $||| \cdot |||$. At this point, let us neglect the subgrid pressure component $\tilde{p}$. In fact, we can prove (18) only with the subgrid velocity component. The multiscale stabilized Stokes problem consists of: find $u_h \in V_h$ and $p_h \in Q_h$ such that,

$$a(u_h, v_h) + b(p_h, v_h) = \langle f, v_h \rangle, \quad (19a)$$

$$-b(q_h, u_h) - \langle \tilde{u}, \nabla q_h \rangle = 0, \quad (19b)$$

where the subgrid component is obtained from the following equation:

$$\tau^{-1}\tilde{u} = P(f + \nu \Delta_h u_h - \nabla p_h). \quad (20)$$

**Remark 3.2.** It is clear that $\nu \Delta_h u_h$ is identically zero for linear elements. On the other hand, this term is needed in order to keep optimal convergence when using high order finite elements and ASGS. Nevertheless, for OSS this term can be neglected in any case without losing order of convergence, as proved in Section 5.

**Remark 3.3.** The orthogonal subscales method can also be considered non-residual based due to the fact that it keeps optimal convergence even taking out finite element terms in (20) (under appropriate regularity properties) that do not play a key role on stabilization, like the diffusive or force terms.

---

2This is a reasonable simplification because the pressure subgrid scale only gives stability over the velocity. This stability is not needed since the velocity is already controlled by the Galerkin terms. We refer to [11] for the obtention of the subgrid pressure stabilization terms. It is interesting to note that in other problems in which velocity stabilization is needed too, like Darcy flow, this pressure subscale plays an important role (see [2]).
3.2. The transient Stokes problem

Let us start writing the transient Stokes problem in an abstract setting:

\[(D_t U, V) + B(U, V) = L(V), \quad \forall V \in \mathcal{W},\]

where \(D_t U = [\partial_t u, 0].\) Now, \(U(t) = [u(t), p(t)]\) belongs to \(\mathcal{W}_t = (\mathcal{V}_0)_t \times \mathcal{Q}_t.\) Again, we decompose this solution into \(U_h \in (\mathcal{W}_h)_t \equiv (\mathcal{V}_h)_t \times (\mathcal{Q}_h)_t\) and \(\tilde{U} \in \mathcal{W}_t,\) such that \(\mathcal{W}_t = (\mathcal{W}_h)_t \oplus \mathcal{W}_h.\) Invoking this decomposition in (21), we get:

\[(D_t U_h, V_h) + (D_t \tilde{U}, V_h) + B(U_h, V_h) + B(\tilde{U}, V_h) = L(V_h),\quad \text{(22a)}
\]

\[(D_t \tilde{U}, \tilde{V}) + (D_t U_h, \tilde{V}) + B(\tilde{U}, \tilde{V}) + B(U_h, \tilde{V}) = L(\tilde{V}).\quad \text{(22b)}
\]

Following the procedure used for the stationary case, that is, integrating by parts, neglecting inter-element jump terms and localizing the subgrid equation to the element level in (22), we obtain:

\[(D_t U_h, V_h) + (D_t \tilde{U}, V_h) + B(U_h, V_h) + \langle \tilde{U}, \mathcal{L}_h^\tau(V_h) \rangle = L(V_h),\quad \text{(23a)}
\]

\[(D_t \tilde{U}, \tilde{V}) + (D_t U_h, \tilde{V}) + \langle \mathcal{L}_h(\tilde{U}), \tilde{V} \rangle + \langle \mathcal{L}_h(U_h), \tilde{V} \rangle = L(\tilde{V}).\quad \text{(23b)}
\]

As for the stationary case, we approximate the Stokes differential operator by an algebraic operator \(\tau\) and replace the subgrid projection by the identity (for ASGS) or the orthogonal projection onto the finite element space (for OSS). Nevertheless, in (23b) it does appear a new term, the time derivative of the subgrid component, that is considered as such, getting the following ordinary differential equation:

\[D_t \tilde{U} + \tau^{-1} \tilde{U} = \mathcal{P}(F - \mathcal{L}_h(U_h) - D_t U_h).\]

This new methodology, coined in [15] as dynamic subscales, turns out to have much better stability properties than the quasi-static approximation, as proved in the next section.

The tracking of the subscales in time is not standard at all. The standard quasi-static methodology used for stabilizing the transient problem is based on the following subgrid model:

\[\tau^{-1} \tilde{U} = \mathcal{P}(F - \mathcal{L}_h(U_h) - D_t U_h).\quad \text{(24)}
\]

The straightforward expression for the stabilization parameter is to take \(\tau = \tau_q,\) motivated by neglecting the subgrid time derivative in (23b) (by the quasi-static assumption) and approximating \(\mathcal{L}_h\) as above. Another approach is to approximate the time derivative term in (23b) by a reaction-like term (with a zero order derivative) that introduces a factor \(1/\delta t\) in the stabilization parameter (see [22, 17]):

\[\tau_q = \left(\frac{1}{\delta t} + \frac{1}{\tau}\right)^{-1},\quad \text{(25)}\]

\[\tau_q = \text{diag}\{\tau_q, 1, \tau_p\}.
\]

This approach is inconsistent because the steady state-solution (in case of being reached) depends on the time step size. Furthermore, as pointed out in [4], when considering ASGS, system (23a)-(24) becomes unstable for anisotropic time-space discretization. To adopt (25) does not change the situation.

We prove in the next section that using dynamic subscales stability can always be proved. Furthermore, when considering OSS for the subgrid scale model, stability is kept even for quasi-static subscales, using as stabilization term \(\tau_q,\) under mild regularity assumptions over the data.

The nice features of dynamic subscales are:

- The steady-state case does not depend on \(\delta t\) anymore.
- We can prove stability without any condition over the time-space discretization and minimum regularity assumptions over the data.
Both ASGS and OSS subscale choices for the projection lead to stable methods.

Neglecting the subgrid pressure again, we can write the multiscale stabilized transient Stokes system. We introduce the parameter $\gamma$ that takes the value 1 for dynamic subscales and 0 for quasi-static subscales. The problem reads as: find $u_h(t) \in L^2(0,T;V_h)$ and $p_h(t) \in L^2(0,T;\mathbb{Q}_h)$ such that:

$$
\begin{aligned}
(\partial_t u_h(t), v_h) + \nu (\nabla u_h(t), \nabla v_h) &- (p_h(t), \nabla \cdot v_h) + \gamma (\partial_t \tilde{u}(t), v_h) = \langle f(t), v_h \rangle, \\
(q_h, \nabla \cdot u_h(t)) - (\tilde{u}(t), \nabla q_h) &= 0,
\end{aligned}
$$

(26a)

where the subgrid component is obtained from the following equation:

$$
\gamma \partial_t \tilde{u}(t) + \tau^{-1} \tilde{u}(t) = P(f(t) - \nabla p_h(t) - \partial_t u_h(t)).
$$

(27)

This system is initialized with $u_0^h = \Pi_R(u^0)$ (where $\Pi_R$ is the Riesz projector used in [10]) and $\tilde{u}^0 = 0$. Using the Riesz projector, $u_0^h$ satisfies (26b) at $t = 0$, a property that is needed in the following numerical analysis (see Remark 4.8). We neglect the Laplacian term in (27) for the sake of simplicity. How the introduction of this term affects the results is explained in Remark 4.7. This term must be introduced for high order elements together with ASGS in order to keep the appropriate order of convergence.

Let us summarize the different stabilization methods considered in this article:

- $\gamma = 1$ and $P = \Pi_R^h$: Dynamic orthogonal subscales (D-OSS).
- $\gamma = 1$ and $P = I$: Dynamic algebraic subscales (D-ASGS).
- $\gamma = 0$ and $P = \Pi_R^h$: Quasi-static orthogonal subscales (Q-OSS).
- $\gamma = 0$ and $P = I$: Quasi-static algebraic subscales (Q-ASGS).

In Table 1 we provide the reader with a road map for the subsequent analysis.

<table>
<thead>
<tr>
<th>Method</th>
<th>Main result</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-OSS</td>
<td>Stability (semi-discrete)</td>
<td>Theorem 4.2</td>
</tr>
<tr>
<td></td>
<td>Stability (fully discrete)</td>
<td>Corollary 4.2</td>
</tr>
<tr>
<td></td>
<td>Convergence</td>
<td>Theorem 5.1</td>
</tr>
<tr>
<td>D-ASGS</td>
<td>Stability (semi-discrete)</td>
<td>Theorem 4.2</td>
</tr>
<tr>
<td></td>
<td>Stability (fully discrete)</td>
<td>Corollary 4.2</td>
</tr>
<tr>
<td>Q-OSS</td>
<td>Stability (semi-discrete)</td>
<td>Theorem 4.3</td>
</tr>
<tr>
<td></td>
<td>Stability (fully discrete)</td>
<td>Corollary 4.3</td>
</tr>
<tr>
<td>Q-ASGS</td>
<td>Stability (fully discrete)</td>
<td>Theorem 4.4</td>
</tr>
</tbody>
</table>

**Remark 3.4.** In this work, we will show the superiority (for ASGS) of dynamic subscales with respect to quasi-static subscales using stability arguments. However, the benefits of using dynamic subscales are not restricted to stability arguments; they have advantages from the point of view of the time integration, solve the conflict about the design of the stabilization terms for time dependent problems (either at the semi-discrete or the fully discrete level) and the numerical experiments show that the gain with respect to quasi-static subscales is notorious (see [15]). Furthermore, it has been proved in [24] that dynamic subscales stabilization behaves as a turbulence model that allows backscatter (not possible for quasi-static subscales).
4. Stability results for the transient Stokes problem

4.1. Galerkin approximation

In this section we consider the Galerkin approximation of the transient Stokes problem using stable pairs. Along this section we assume that a discrete inf-sup condition holds.

Asumption 1. The pair of finite element spaces for the velocity and pressure satisfy:

\[
\inf_{q_h \in Q_h} \sup_{v_h \in \mathcal{V}_h} \frac{b(v_h, q_h)}{\|v_h\|_{\mathcal{V}} \|q_h\|_{\mathcal{Q}}} \geq \beta > 0,
\]

with \(\beta\) uniform with respect to the mesh size \(h\).

Let us consider the semi-discrete (in space) Stokes problem in its weak form: find \(u_h(t) \in L^2(0, T; \mathcal{V}_h)\) and \(p_h(t) \in L^2(0, T; \mathcal{Q}_h)\) such that,

\[
\begin{align*}
(\partial_t u_h(t), v_h) + \nu (\nabla u_h(t), \nabla v_h) - (p_h(t), \nabla \cdot v_h) &= \langle f(t), v_h \rangle, \\
(q_h, \nabla \cdot u_h(t)) &= 0
\end{align*}
\]

initialized with \(u_0^h = \Pi_R(u^0)\). This system is a differential-algebraic (DAE) system. Therefore, its solution \(\{u_h(t), p_h(t)\}\) does exist, is unique and continuous in time. The proof of the stability bounds stated in the next theorem can be found in [26]. In order to get these stability results, strong regularity assumptions over the data are needed; that is to say, more regularity than the one needed for the problem to be well-posed.

Theorem 4.1. Given a force vector \(f(t) \in L^2(0, T; L^2(\Omega))\) and initial condition \(u^0 \in H^1_0(\Omega)\), the solution \(\{u_h(t), p_h(t)\}\) of system (29) satisfies:

\[
\begin{align*}
\|u_h(t)\|_{L^\infty(0, T; L^2(\Omega))} \cap L^2(0, T; H^1_0(\Omega)) \\
\|\partial_t u_h(t)\|_{L^2(0, T; L^2(\Omega))} \\
\|p_h(t)\|_{L^2(0, T; L^2(\Omega))}
\end{align*}
\]

Remark 4.1. We can get a much weaker pressure stability result under minimum regularity assumptions over the force term and initial velocity (see [26]), which is

\[
\left\| \int_0^T p_h(s) \, ds \right\|_0 \leq C.
\]

Now we want to obtain similar results for the fully discretized version of (29). Let us write the fully discretized Stokes problem in its weak form. For the sake of simplicity, we consider the backward Euler time integration scheme. For a given time step value \(t^{n+1}\), the problem consists of finding \(u_h^{n+1} \in \mathcal{V}_h\) and \(p_h^{n+1} \in \mathcal{Q}_h\) such that\(^3\)

\[
\begin{align*}
(\partial_t u_h^{n+1}, v_h) + \nu (\nabla u_h^{n+1}, \nabla v_h) - (p_h^{n+1}, \nabla \cdot v_h) &= \langle f^{n+1}, v_h \rangle, \\
(q_h, \nabla \cdot u_h^{n+1}) &= 0
\end{align*}
\]

We summarize the stability for the discrete Stokes problem (30) in the following corollary. We omit the proof because it is analogous to the one for the semi-discrete problem.

---

\(^3\)If the body force \(f\) is not continuous in time, we simply define

\[f^{n+1} := \int_{t^n}^{t^{n+1}} f(t) dt.\]
Corollary 4.1. Given a force vector \( \{ f^{n+1} \}_{n=0}^{N-1} \in \ell^2(L^2(\Omega)) \) and initial condition \( u^0 \in H^1_0(\Omega) \), the sequence \( \{ u_h^{n+1}, p_h^{n+1} \}_{n=0}^{N-1} \) of solutions of system (29) satisfies:

\[
\begin{align*}
\{ u_h^{n+1} \}_{n=0}^{N-1} &\in \ell^\infty(\ell^2(\Omega)) \cap \ell^2(H^1_0(\Omega)), \\
\{ \delta u_h^{n+1} \}_{n=0}^{N-1} &\in \ell^2(L^2(\Omega)), \\
\{ p_h^{n+1} \}_{n=0}^{N-1} &\in \ell^2(L^2(\Omega)).
\end{align*}
\]

Remark 4.2. The stability results in Corollary 4.1 have been obtained without taking benefit of the numerical dissipation of the time integration scheme, since we have pursued the proof for the semi-discrete problem. Therefore, these results are valid for any \( A \)-stable time integration scheme, like backward Euler, Crank-Nicholson and BDF2.

Remark 4.3. Again, we can get weaker stability bounds under minimum regularity assumptions, that is, \( \{ f^n \}_{n=0}^{N-1} \in \ell^2(H^{-1}(\Omega)) \) and \( u^0 \in L^2(\Omega) \), obtaining:

\[
\left\| \sum_{n=0}^{N-1} \delta t p_h^n \right\|_0 \leq C.
\]

4.2. Stabilized formulation using dynamic subscales

In this section we analyze the numerical approximation of the Stokes system using dynamic subscales. The semi-discrete (in time) stabilized problem consists of finding \( u_h \in L^2(0,T;V_h) \) and \( p_h \in L^2(0,T;Q_h) \) such that

\[
\begin{align*}
(\partial_t u_h(t), v_h) + \nu (\nabla u_h(t), \nabla v_h) \\
- (p_h(t), \nabla \cdot v_h) + (\partial_t \tilde{u}(t), v_h) = (f(t), v_h), \\
(q_h, \nabla \cdot u_h(t)) - (\tilde{u}(t), \nabla q_h) = 0,
\end{align*}
\]

(31a)

where the subgrid component is modelled by:

\[
\partial_t \tilde{u}(t) + \tau^{-1} \tilde{u}(t) = P(f(t) - \nabla p_h(t) - \partial_t u_h(t)).
\]

(32)

We have analyzed the semi-discrete (in time) and fully discrete versions.

Along this section the following assumption will be used.

Assumption 2. The family of finite element partitions \( \{ \Theta_h \}_{h>0} \) is quasi-uniform.

This assumption is needed because if it holds the following inverse estimate (see [7]) can be used: given \( v_h \in V_{h,0} \), there exists a constant \( C_h \) independent of the mesh size \( h \) such that

\[
\| v_h \|_1 \leq \frac{C_h}{h} \| v_h \|_0.
\]

(33)

The quasi-uniformity can be relaxed, assuming only non-degenerate finite element partitions (see [14]). The key idea is to replace (33) by local inverse inequalities.

The stabilized Stokes system, motivated from a multiscale approach, has already been stated in (26)-(27). Let us remark one important feature of this system. It is true that our finite element velocity \( u_h(t) \) is not divergence-free. However, from (26b), we can easily infer that \( u_h + \tilde{u} \) is solenoidal in a particular sense.

In the next theorem we state some stability bounds of system (31)-(32). The strategy of the proof is split into two parts. In a first step stability bounds have been obtained not only for the finite element velocity, but also the subgrid component. After that, we translate this subgrid stability in terms of pressure stability. This proof is non-standard. Standard stabilized methods are only written in terms of the finite element component because the subgrid component has a closed form in terms of the finite element component. We cannot use this approach for dynamic subscales because the subgrid equation is a differential equation.

We need to use extra notation. Given a functional space \( X \) and a mesh dependent scalar value \( \tau > 0 \), we will say that a function \( u \) belongs to \( \tau X \) if \( \tau u \) belongs to \( X \).
Theorem 4.2. Given a force vector sequence \( f(t) \in L^2(0,T; H^{-1}(\Omega)) \cap L^2(0,T; \tau^{1/2}L^2(\Omega)) \) and initial condition \( u^0 \in L^2(\Omega) \), the solution \( \{u_h(t), p_h(t)\} \) of system (31)-(32) with \( P(\cdot) = I(\cdot) \) satisfies:

\[
\begin{align*}
    u_h(t) & \in L^2(0,T; H_0^1(\Omega)), \\
    \nabla p_h(t) & \in L^2(0,T; \tau^{1/2}L^2(\Omega)).
\end{align*}
\]

Under the same hypothesis, with \( P(\cdot) = \Pi_h(\cdot) \), the stability results are:

\[
\begin{align*}
    u_h(t) & \in L^\infty(0,T; L^2(\Omega)) \cap L^2(0,T; H_0^1(\Omega)), \\
    \partial_t u_h(t) & \in L^2(0,T; \tau^{1/2}L^2(\Omega)), \\
    \nabla p_h(t) & \in L^2(0,T; \tau^{1/2}L^2(\Omega)).
\end{align*}
\]

Proof. Let us start rewriting (31a) and (32) in a more appropriate version for the subsequent analysis. Grouping time derivatives we have:

\[
\begin{align*}
(\partial_t (u_h + \tilde{u})(t), \nu_h(t)) + \nu (\nabla u_h(t), \nabla \nu_h) - (p_h(t), \nabla \cdot \nu_h) &= (f(t), \nu_h), \quad (34a) \\
\partial_t (P(u_h + \tilde{u})(t) + \tau^{-1} \tilde{u}(t)) &= P(f(t) - \nabla p_h(t)). \quad (34b)
\end{align*}
\]

We can obtain (FEM and subgrid) velocity bounds using the following strategy. First, we test (34a) and (31b) with \( \nu_h = u_h(t) \) and \( q_h = p_h(t) \), respectively, for every time instant \( t \in (0,T) \). After that, we multiply (34b) by \( \tilde{u}(t) \), and integrate over the domain \( \Omega \). Adding up these equations, and integrating over the whole time domain \( (0,T) \), we get

\[
\begin{align*}
\|u_h(T) + \tilde{u}(T)\|^2_0 + 2 & \int_0^T \|\nabla u_h(s)\|^2_0 ds + \int_0^T \|\tau^{-1/2} \tilde{u}(s)\|^2_0 ds \\
& \leq \frac{C_T}{\nu} \int_0^T \|f(s)\|^2_{H^{-1}} ds + \int_0^T \|\tau^{1/2} P(f(s))\|^2_0 ds + \|u^0\|^2_0. \quad (35)
\end{align*}
\]

These bounds are enough for the obtention of weak pressure stability in dual norms; this is the kind of stability we proved in Th. 2 in [15]. In order to get as strong pressure stability (in space) as for the stabilized steady problem, more work has to be done.\(^4\)

In the following we obtain bounds for the time derivative of the finite element and subgrid velocity. In fact, with these bounds we can improve the stability results in [15], making the translation process much more natural. We test (34a) with \( \nu_h = \partial_t u_h \), obtaining:

\[
\begin{align*}
(\partial_t (u_h + \tilde{u})(t), \partial_t u_h(t)) + \nu (\nabla u_h(t), \nabla \partial_t u_h(t)) \\
- (p_h(t), \nabla \cdot \partial_t u_h(t)) &= (f(t), \partial_t u_h(t)). \quad (36)
\end{align*}
\]

Now, in order to bound the last term of the left hand side, let us manipulate the subgrid equation. We multiply (32) by \( \partial_t \tilde{u} \) and integrate the result over the whole domain \( \Omega \), getting:

\[
\begin{align*}
(\partial_t (u_h + \tilde{u})(t), \partial_t \tilde{u}(t)) + (\tau^{-1} \tilde{u}(t), \partial_t \tilde{u}(t)) \\
= (P(f(t) - \nabla p_h(t)), \partial_t \tilde{u}). \quad (37)
\end{align*}
\]

Taking the time derivative of (31b), and evaluating the derived equation with \( q_h = p_h(t) \), we obtain:

\[
(p_h(t), \nabla \cdot \partial_t u_h(t)) - (\partial_t \tilde{u}(t), \nabla p_h(t)) = 0. \quad (38)
\]

\(^4\)This is the essence of this work, to obtain the same pressure stability (in space) for the stabilized transient problem as for the steady one without any assumption over the time time step size.
Adding up (36), (37) and (38), multiplying by \( \tau \) and integrating in time the resulting equation, we get:

\[
\int_0^T \left\| \tau^{1/2} \partial_t (u_h + \tilde{u})(s) \right\|_0^2 ds + \nu \int_0^T \left\| \tau^{1/2} \nabla u_h(T) \right\|_0^2 + \left\| \tilde{u}(T) \right\|_0^2 \\
\leq \int_0^T \left\| \tau^{1/2} f(s) \right\|_0^2 ds + C_h C_r \left\| u_h^0 \right\|_0^2 + \left\| u^0 \right\|_0^2,
\]

where we have used a classical inverse estimate and the definition of the stabilization parameter in the term related to the initial finite element velocity \( u_h^0 \). Let us point out that the subgrid term in (38) is canceled with the RHS of (37) due to the fact that \( (P(\nabla p_h(t)), \partial_t \tilde{u}) = (\nabla p_h(t), \partial_t \tilde{u}) \).

Now, we translate the subgrid stability in terms of finite element stability. Let us start by multiplying (34b) by \( \tau^{1/2} \) and taking its \( L^2(\Omega) \) norm. Integrating the resulting equation over the whole time domain we get:

\[
\frac{1}{3} \int_0^T \left\| \tau^{1/2} P(\nabla p_h(s)) \right\|_0^2 ds \leq \int_0^T \left\| \tau^{1/2} \partial_t (P(u_h) + \tilde{u})(s) \right\|_0^2 ds \\
+ \int_0^T \left\| \tau^{-1/2} \tilde{u}(s) \right\|_0^2 ds + \int_0^T \left\| \tau^{1/2} P(f(s)) \right\|_0^2 ds.
\]

At this point, we only have stability over the orthogonal projection of the pressure gradient \( \Pi_h(\nabla p_h) \). A further step is needed; we test (34a) for a given time instant \( t \) with \( v_h = \Pi_h(\nabla p_h(t)) \) and use a classical inverse inequality for the viscous term at the right hand side, obtaining:

\[
\left\| \Pi_h(\nabla p_h(t)) \right\|_0^2 \leq \left\| \Pi_h(\nabla p_h(t)) \right\|_0 \\
\times \left\{ \| u_h(t) \|_0 + \| \partial_t (u_h + \tilde{u})(t) \|_0 + \frac{C_h \nu}{h} \| \nabla u_h(t) \|_0 \right\}.
\]

Multiplying the previous equation by \( \tau \) and using its expression, squaring both terms of the resulting inequality and integrating in time, we get a bound for \( \Pi_h(\nabla p_h) \). Combining the previous bounds we get the stability over \( \nabla p_h \) in the theorem \( \Box \)

**Remark 4.4.** In order to simplify the exposition, we are assuming that \( \tau \) is constant in space. However, we could also consider \( \tau \) space dependent (see [12]).

**Remark 4.5.** In the previous theorem we can see the impact of \( P(\cdot) \) on the stability results. When using ASGS, the operator is \( P(\cdot) = I(\cdot) \). We are violating the fact that, without any approximation, finite element and subgrid spaces are complimentary. Even though optimal results are obtained over \( u_h + \tilde{u} \), we cannot recover some stability estimates over \( u_h \). However, with \( P(\cdot) = \Pi_h^1(\cdot) \) finite element component and subgrid component are orthogonal. Therefore, we know that \( \| u_h + \tilde{u} \|_0^2 = \| u_h \|_0^2 + \| \tilde{u} \|_0^2 \), and we can recover for the FEM component stability estimates similar to those obtained under the inf-sup condition. Nevertheless, even though we have not included this stability in the theorem thesis because it involves the subgrid component, we have also got \( u_h(t) + \tilde{u}(t) \in L^\infty(0, T; L^2(\Omega)) \) and \( \partial_t (u_h(t) + \tilde{u}(t)) \in L^2(0, T; \tau^{1/2} L^2(\Omega)) \).

**Remark 4.6.** The assumption over the force term can be simply reduced to \( f(t) \in L^2(0, T; H^{-1}(\Omega)) \) given \( f(t) \in V_h \) for all time instants. This can be proved using inverse estimates and the definition of the stabilization parameter. Using OSS and neglecting the force term in (32) (see Remark 3.3) we can also get these results under minimum regularity over the force term.

**Remark 4.7.** In case of considering the Laplacian of the subgrid component, some extra considerations must be addressed. In this case, the term

\[
- \sum_K \left( \tilde{u}, \Delta v_h \right)
\]
must be added to the left hand side of (31a) and
\[ + \mathcal{P}(\nu \Delta u_h) \]
to the right hand side of (32). In this case, for the obtention of (35) the following term must be controlled:
\[ - 2 \sum_{K} (\hat{u}, \nu \Delta u_h)_{K} \leq \frac{1}{2} \left\| \tau^{-1/2} \hat{u} \right\|_0^2 + 4C_h^2 C_t \nu \left\| \nabla u_h \right\|_0^2. \]
Similarly for the obtention of (39). Therefore, in order to recover the results of Theorem 4.2, the stabilization parameter constant \( C_t \) must satisfy:
\[ C_t \leq \frac{4}{\nu C_h^2}. \]
It can be checked that the same condition must be satisfied for the fully discrete problem and for quasi-static subscales.

From Theorem 4.2 it is seen we have recovered the same stability over the pressure than the one obtained using standard stabilization methods under the condition over the time step size (see Section 5.4). But now no conditions over time and space discretization are required. Thus, dynamic subscales deal well with anisotropic time-space discretizations. Let us remark that this is the first stability analysis of a residual-based stabilization technique obtained without relying on condition (1) that gives pressure stability in strong norms (those for the stabilized problem in the steady case). The stability analysis in [15] was also true for any time step size, but the pressure stability was in very weak negative norms.

The stability properties of the time discrete version of (31)-(32) are analogous. Using the format of system (34) and backward Euler for the time integration, the discrete problem is
\[ (\delta_t(u_h^{n+1} + \tilde{u}^{n+1}), v_h) + \nu (\nabla u_h^{n+1}, \nabla v_h) - (p_h^{n+1}, \nabla v_h) = (f^{n+1}, v_h) \quad (41a) \]
\[ (q_h, \nabla \cdot u_h^{n+1}) - (\tilde{u}^{n+1}, \nabla q_h) = 0 \quad (41b) \]
\[ \delta_t(\mathcal{P}(u_h^{n+1} + \tilde{u}^{n+1}) + \tau^{-1} u^{n+1}) = \mathcal{P}(f^{n+1} - \nabla p_h^{n+1}). \quad (41c) \]
The discrete counterpart of Theorem 4.2 can be proved in an analogous way. The stability properties of the stabilized discrete system when tracking the subscales in time are listed in the following corollary.

**Corollary 4.2.** Given a force vector sequence \( \{f^{n+1}\}_{n=0}^{N-1} \in \ell^2(H^{-1}(\Omega)) \cap \ell^2(\tau^{1/2}L^2(\Omega)) \) and initial condition \( u^0 \in L^2(\Omega) \), the sequence of solutions \( \{u_h^{n+1}, p_h^{n+1}\}_{n=0}^{N-1} \) of system (41) with \( \mathcal{P}(\cdot) = I(\cdot) \) satisfies:
\[
\{ u_h^{n+1} \}_{n=0}^{N-1} \in \ell^2(H_0^1(\Omega)), \\
\{ \nabla p_h^{n+1} \}_{n=0}^{N-1} \in \ell^2(\tau^{1/2}L^2(\Omega)).
\]
Under the same hypothesis, with \( \mathcal{P}(\cdot) = \Pi_h^\perp(\cdot) \), the stability results are:
\[
\{ u_h^{n+1} \}_{n=0}^{N-1} \in \ell^\infty(L^2(\Omega)) \cap \ell^2(H_0^1(\Omega)), \\
\{ \delta_t u_h^{n+1} \}_{n=0}^{N-1} \in \ell^2(\tau^{1/2}L^2(\Omega)), \\
\{ \nabla p_h^{n+1} \}_{n=0}^{N-1} \in \ell^2(\tau^{1/2}L^2(\Omega)).
\]
In fact, the stability results in Corollary 4.2 are not only restricted to the backward Euler scheme but are valid for any \( A \)-stable time integration (see Remark 4.2).

**Remark 4.8.** In order to satisfy the time discrete version of (38), \( u_h^0 + \tilde{u}^0 \) must satisfy (31b). Otherwise instabilities can appear, as pointed out in [10]. An admissible choice is to take \( u_h^0 \) as the Riesz projector of the initial exact solution (see [10]) and \( \tilde{u}^0 \) equal to zero.

**Remark 4.9.** We refer the reader to [15] for an explanation about how to implement dynamic subscales.
4.3. Stabilized formulation using quasi-static subscales

In this section we analyze the numerical approximation of the Stokes system using quasi-static subscales, in order to show how the stability properties are affected when the subgrid time derivative is neglected.

When using $\mathcal{P}(\cdot) = \mathcal{I}(\cdot)$, stability results can only be attained for the discrete problem using backward Euler for the time integration and assuming (1) is true. We analyze this case in Theorem 4.4.

We also prove that OSS is absolutely stable even for quasi-static subscales without any assumption over the time step size, both for the semi-discrete and fully discrete problems. Stability bounds for this case are obtained in Theorem 4.3 and Corollary 4.3.

4.3.1. Semi-discrete problem (in space)

When using quasi-static subscales we neglect the time derivative of the subscale, that is, $\partial_t \tilde{u} \equiv 0$. The problem consists of finding $u_h \in L^2(0,T;V_h)$ and $p_h \in L^2(0,T;Q_h)$ such that

\begin{align*}
(\partial_t u_h(t), v_h) + \nu (\nabla u_h(t), \nabla v_h) - (p_h(t), \nabla \cdot v_h) &= (f(t), v_h), \quad (42a) \\
(q_h, \nabla \cdot u_h(t)) - (\tilde{u}(t), \nabla q_h) &= 0, \quad (42b)
\end{align*}

where the subgrid component is modeled by:

$$
\tau^{-1} \tilde{u}(t) = \mathcal{P}(f(t) - \nabla p_h(t) - \partial_t u_h(t)).
$$

This is the standard methodology used for the stabilization of this mixed problem. However, as pointed out by Bochev and co-workers in [4], this method is unstable under anisotropic space-time discretization.

It is not the aim of this section to prove the instability of these methods, we refer to [4] for that. We will identify which are the main differences with respect to the dynamic subscales analyzed above. By numerical experimentation (see [4] and [15]), it has been shown that these small differences make the quasi-static approach unstable in the limit $\delta t \rightarrow 0$, whereas the dynamic subscales technique remains stable. The question we want to answer is: where the previous analysis fails when taking out $\partial_t \tilde{u}(t)$ in (26a) and (27)?

In what follows we want to stress the effect of the choice of the subgrid projection operator $\mathcal{P}(\cdot)$. First, let us consider $\mathcal{P}(\cdot) = \mathcal{I}(\cdot)$.

In order to obtain a first set of velocity bounds, we should test (42a) with $v_h = u_h(t)$ and (42b) with $q_h = p_h(t)$. Finally, we would multiply (43) by $\tilde{u}(t)$ and integrate over the whole domain. Doing that, we do not have control over the terms related to the time derivatives. At the left hand side we have:

$$
(\partial_t u_h(t), \tilde{u}(t)).
$$

There is no way to control

$$
\int_0^T \|\partial_t u_h(s)\|_0^2 \, ds.
$$

Thus, we cannot even recover velocity bounds! We could try to get first stability results over the time derivative, in order to control this term. We should take $v_h = \partial_t u_h(t)$ in (42a) and $q_h = p_h(t)$ at the time derivative of (42b). For the subgrid component, we should multiply (43) by $\partial_t \tilde{u}(t)$. Now the term:

$$
(f(t) - \partial_t u_h(t), \partial_t \tilde{u}(t))
$$

cannot be bounded because $\|\partial_t \tilde{u}(t)\|_0$ is not controlled.

The situation is better using OSS. Taking $\mathcal{P}(\cdot) = \Pi_h^\perp(\cdot)$, we have the following expression for the subgrid component:

$$
\tau^{-1} \tilde{u}(t) = \Pi_h^\perp (f(t) - \nabla p_h(t)).
$$

Let us introduce the following space of functions

$$
X = \left\{ f(t) | f(t) \in L^2(0,T; \tau^{1/2}L^2(\Omega)), f(t) \in L^\infty(0,T; L^2(\Omega)) \right\},
$$

(47)
and the norm:

\[ \| f(t) \|_X^2 = \int_0^1 \| \tau^{1/2} \partial_t f(s) \|_0^2 \, ds + \sup_{s \in [0,T]} \| f(s) \|_0^2 \]

used for the statement of the following theorem.

**Theorem 4.3.** Given a force vector sequence \( f(t) \in L^2(0,T;H^{-1}(\Omega)) \cap L^2(0,T;\tau^{1/2}L^2(\Omega)) \cap \tau X \) and initial condition \( u^0 \in L^2(\Omega) \), the solution \( \{u_h(t), p_h(t)\} \) of system (42)-(43) with \( P(\cdot) = \Pi^+_h(\cdot) \) satisfies:

\[
\begin{align*}
&u_h(t) \in L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;H^1(\Omega)), \\
&\partial_t u_h(t) \in L^2(0,T;\tau^{1/2}L^2(\Omega)), \\
&\nabla p_h(t) \in L^2(0,T;\tau^{1/2}L^2(\Omega)).
\end{align*}
\]

**Proof.** We follow the strategy commented above. The main difference is the fact that now \( \partial_t u_h \) does not appear in (43), due to the orthogonality property. We get

\[
\begin{align*}
\| u_h(T) \|_0^2 + \nu \int_0^T \| \nabla u_h(s) \|_0^2 \, ds + \int_0^T \| \tau^{-1/2} \bar{u}(s) \|_0^2 \, ds \\
\leq \frac{C_\Omega}{\nu} \int_0^T \| f(s) \|_{-1}^2 \, ds + \int_0^T \| \tau^{1/2} \Pi_h^+(f(s)) \|_0^2 \, ds + \| u_h^0 \|_0^2.
\end{align*}
\]

In order to get pressure bounds, we need to control the time derivative of the finite element velocity. Using the strategy pointed out above, we get

\[
\begin{align*}
&\int_0^T \| \tau^{1/2} \partial_t u_h(s) \|_0^2 \, ds + \nu \int_0^T \| \tau^{1/2} \nabla u_h(T) \|_0^2 + \| \bar{u}(T) \|_0^2 \\
\leq &\int_0^T \| \tau^{1/2} f(s) \|_0^2 \, ds + 2 \int_0^T \tau (f(s), \partial_t \bar{u}(s)) \, ds \\
&+ \nu \| \tau^{1/2} \nabla u_h(0) \|_0^2 + \| \bar{u}(0) \|_0^2.
\end{align*}
\]

Integrating by parts (in time) the last term and using Cauchy-Schwarz and Young’s inequalities we obtain:

\[
\begin{align*}
2 \int_0^T \tau (f(s), \partial_t \bar{u}(s)) \, ds \\
\leq &\int_0^T \| \tau^{3/2} \partial_t f(s) \|_0^2 \, ds + \int_0^T \| \tau^{-1/2} \bar{u}(s) \|_0^2 \, ds \\
&+ 2 \| \tau f(T) \|_0^2 + 2 \| \tau f(0) \|_0^2 + \frac{1}{2} \| \bar{u}(T) \|_0^2 + \frac{1}{2} \| \bar{u}(0) \|_0^2.
\end{align*}
\]

With these bounds, the pressure stability is obtained as in Theorem 4.2. \( \Box \)

**Remark 4.10.** Let us stress the fact that the stability bounds in Theorem 4.3 can only be proved for \( P(\cdot) = \Pi_h^+(\cdot) \). Therefore, OSS remains unconditionally stable (under mild regularity properties over the body force) whereas classical residual-based stabilization techniques (with \( P(\cdot) = \mathcal{I}(\cdot) \)) become unstable.

4.3.2. Fully discrete problem

The discretization in time of the stabilized system (42) leads to

\[
\begin{align*}
(\delta_t u_h^{n+1}, v_h) + \nu (\nabla u_h^{n+1}, \nabla v_h) - (p_h^{n+1}, \nabla \cdot v_h) &= (f^{n+1}, v_h) \tag{48a} \\
(q_h, \nabla \cdot u_h^{n+1}) - (\bar{u}_{n+1}, \nabla q_h) &= 0 \tag{48b} \\
\tau^{-1} \bar{u}_{n+1} &= \mathcal{P}(f^{n+1} - \nabla p_h^{n+1} - \delta_t u_h^{n+1}) \tag{48c}
\end{align*}
\]
In this section we show that the discrete problem for $\mathcal{P}(\cdot) = \mathcal{I}(\cdot)$ improves the stability properties of the continuous (in time) case. Using backward Euler, the discrete counterpart of the uncontrolled term (44)

$$\sum_{n=0}^{N-1} \delta t \left( \delta_t u_h, \tilde{u} \right)$$

(49)

can be controlled by the numerical dissipation of the time integration scheme under the following assumption over the time-space discretization:

$$\tau = \frac{C_{\delta t} h^2}{\nu} \leq C_{\delta t} \delta t$$

(50)

with $C_{\delta t}$ uniform with respect to the mesh size $h$ and time step size $\delta t$. Condition (50) implies that we cannot reduce the time step size without remeshing (in space). Therefore, for some anisotropic space-time discretization, we cannot prove stability results. In fact, as pointed out in [4], numerical experimentation shows that the stabilized method becomes unstable in these cases (see also [15]). It has to be remarked that for some stabilization methods the stabilization parameter is directly $\delta t$, thus making condition (50) meaningless [16]. However, for these methods stability deteriorates as $\delta t \to 0$.

This assumption over the time step size is useful together with backward Euler for the proof of stability results (see Theorem 4.4). Unfortunately, that is not enough for second order schemes. For BDF2, the numerical dissipation is not enough for controlling (49), and Crank-Nicholson does not introduce any numerical dissipation.

In the next theorems we prove stability for backward Euler, under assumption (50).

**Theorem 4.4.** Given a force vector sequence $\{ f^{n+1} \}_{n=0}^{N-1} \in \ell^2(\mathcal{H}^{-1}(\Omega)) \cap \ell^2(\tau/2 \mathcal{L}^2(\Omega))$, initial condition $u^0 \in \mathcal{L}^2(\Omega)$, a stabilization parameter satisfying (50) and a time step size such that $C_{\delta t}^{-} \leq 1$, the sequence $\{ u_h^{n+1}, p_h^{n+1} \}_{n=0}^{N-1}$ of solutions of system (48) with $\mathcal{P}(\cdot) = \mathcal{I}(\cdot)$ satisfies:

$$\begin{align*}
\{ u_h^{n+1} \}_{n=0}^{N-1} &\in \ell^\infty(\mathcal{L}^2(\Omega)) \cap \ell^2(\mathcal{H}^1(\Omega)), \\
\{ \nabla p_h^{n+1} \}_{n=0}^{N-1} &\in \ell^2(\tau/2 \mathcal{L}^2(\Omega)).
\end{align*}$$

**Proof.** We test (48a) with $v_h = u_h^{n+1}$, (48b) with $q_h = p_h^{n+1}$ and (48c) is multiplied by $\tilde{u}_h^{n+1}$ and integrated over $\Omega$. Adding up the resulting equations for all the time step values, $n = 0$ to $N-1$, we obtain:

$$\begin{align*}
\| u_h^N \|_0^2 + \sum_{n=0}^{N-1} &\| \delta u_h^{n+1} \|_0^2 + \nu \sum_{n=0}^{N-1} \delta t \left\| \nabla u_h^{n+1} \right\|_0^2 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{-1/2} u_h^{n+1} \right\|_0^2 \\
&\leq \frac{C_\Omega}{\nu} \sum_{n=0}^{N-1} \delta t \left\| f^{n+1} \right\|_{-1}^2 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} f^{n+1} \right\|_0^2 + \left\| u_0^0 \right\|_0^2 \\
&\quad + 2 \sum_{n=0}^{N-1} \delta t \left( \delta_t u_h^{n+1}, \tilde{u}_h^{n+1} \right).
\end{align*}$$

The key is how to control the last term in the right hand side. At this point, the numerical dissipation of backward Euler, $\sum_{n=0}^{N-1} \| \delta u_h^{n+1} \|_0^2$ is essential. We have:

$$\begin{align*}
2 \sum_{n=0}^{N-1} \delta t \left( \delta_t u_h^{n+1}, \tilde{u}_h^{n+1} \right) &\leq \sum_{n=0}^{N} \| \delta u_h^{n+1} \|_0^2 + C_{\delta t} \sum_{n=0}^{N-1} \delta t \left\| \tau^{-1/2} u_h^{n+1} \right\|_0^2,
\end{align*}$$

where we have used (50). We can only control the last term of the previous inequality if condition $C_{\delta t} \leq 1$ holds.
We can recover some pressure stability, even without control over the discrete time derivative. Multiplying (48c) by $\nabla p_h^{n+1}$, integrating over $\Omega$ and adding for all time steps, we obtain
\[
\frac{1}{3} \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \nabla p_h^{n+1} \right\|_0^2 
\leq C_{sl} \sum_{n=0}^{N-1} \delta t \left\| \delta u_h^{n+1} \right\|_0^2 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{-1/2} \tilde{u}^{n+1} \right\|_0^2 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} f^{n+1} \right\|_0^2.
\]
This result concludes the proof of the theorem. $\Box$

**Remark 4.11.** $\Delta_h u_h$ plays a role in this result. For high order finite elements, this term could be considered for obtaining the subgrid component (see Remark 3.3). We must add $\nu \Delta_h u_h$ to the right hand side of (43). However, using integration by parts in time, inverse estimates and the expression of the stabilization parameter, this term could also be controlled:
\[
2\nu \sum_{n=0}^{N-1} \delta t \tau (\Delta_h u_h^{n+1}, \partial_t \tilde{u}^{n+1}) 
\leq \frac{C_\nu^2 C_h^2}{4 \alpha_1} \left( \| u_h^N \|_0^2 + \| u_h^0 \|_0^2 \right) + \alpha_2 \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \delta u_h^{n+1} \right\|_0^2 
+ \alpha_1 \left( \| \tilde{u}^N \|_0^2 + \| \tilde{u}^0 \|_0^2 \right) + \frac{C_\nu^2 C_h^2}{4 \alpha_2} \sum_{n=0}^{N-1} \delta t \left\| \tau^{-1/2} \tilde{u}^{n+1} \right\|_0^2.
\]

Again, the stability properties of the stabilized system with $P(\cdot) = \Pi_h^\perp (\cdot)$ are much better. Even though condition (50) has been used for proving stability of OSS, the new result of the previous section says that this condition is not needed in this case. We state the stability results in the following Corollary. Again, the proof is analogous to the one for its semi-discrete counterpart. In this result we need the discrete version of (47), which is
\[
X_{sl} = \left\{ \{ f^n \} | \delta_t f^n \in \ell^2(\tau^{1/2} L^2(\Omega)), \{ f^n \} \in \ell^\infty(L^2(\Omega)) \right\}.
\]

**Corollary 4.3.** Given a force vector sequence $\{ f^{n+1} \}_{n=0}^{N-1} \in \ell^2(H^{-1}(\Omega)) \cap \ell^2(\tau^{1/2} L^2(\Omega)) \cap \tau X_{sl}$ and initial condition $u^0 \in L^2(\Omega)$, the sequence $\{ u_h^{n+1} \}_{n=0}^{N-1}$ solution of system (48) with $P(\cdot) = \Pi_h^\perp (\cdot)$ satisfies:
\[
\{ u_h^{n+1} \}_{n=0}^{N-1} \in \ell^\infty(L^2(\Omega)) \cap \ell^2(H^1_0(\Omega)),
\{ \delta_t u_h^{n+1} \}_{n=0}^{N-1} \in \ell^2(\tau^{1/2} L^2(\Omega)),
\{ \nabla p_h^{n+1} \}_{n=0}^{N-1} \in \ell^2(\tau^{1/2} L^2(\Omega)).
\]

**Remark 4.12.** The results in Corollary 4.3 can be easily extended to other $A$-stable time integration schemes, since the numerical dissipation of the backward Euler scheme has not been exploited. On the contrary, the stability properties obtained in Theorem 4.4 do not hold for other time integration schemes since the numerical dissipation of the Backward-Euler scheme has been used.

### 5. Error analysis for dynamic and orthogonal subscales

In this section we tackle the convergence analysis of the discrete Stokes problem (13) stabilized using dynamic orthogonal subscales. The convergence analysis for quasi-static orthogonal subscales can be found in [3] (for the nonlinear Navier-Stokes equations). It has to be pointed out that convergence using ASGS is considerably more involved and, as far as we are aware, it has been undertaken only using space-time...
finite elements (in [18], for example, also in the context of the Navier-Stokes equations). The analysis of other stabilized formulations that are not residual-based can be found in [10], where condition (50) is circumvented by using an appropriate projection of the initial condition (recall that we have proved stability for quasi-static orthogonal subscales without condition (50)).

Invoking the fact that the subscale is orthogonal to the finite element space, system (41) can be further simplified. This scheme reads as follows: given $u^n_h$, find $u^{n+1}_h \in V_h$ and $p^{n+1}_h \in Q_h$ such that

\[
\begin{align*}
    \delta_t u^{n+1}_h - \nu (\nabla v^{n+1}_h, \nabla u^{n+1}_h) + (f^{n+1}, v_h) &= 0, \\
    (q_h, \nabla \cdot u^{n+1}_h) - (\tilde{u}^{n+1}_h, \nabla q_h) &= 0,
\end{align*}
\]

initialized with $u^0_h = \Pi_R(u^0)$ (where $\Pi_R$ is the Riesz projector used in [10]). In the previous section strong stability bounds have been obtained for this scheme. In this section optimal a priori error estimates are proved. Instead of (41c), a non-residual version of the subgrid component is analyzed,

\[
\delta_t \tilde{u}^{n+1}_e + \tau^{-1} \tilde{u}^{n+1}_e = -\Pi^\perp_h (\nabla p^{n+1}_h).
\]

The subgrid component is initialized with $\tilde{u}^0_e = 0$. At the right hand side of the subgrid equation only the pressure term is considered, instead of the whole residual. Even in this case orthogonal subscales keep optimality, as proved below. In fact, that is possible because of the introduction of an orthogonal projection. Similar results can be obtained using the residual form.

Let us introduce the following error functions:

\[
\begin{align*}
    e^{n+1}_d &= u(t^{n+1}) - u^{n+1}_h, \\
    r^{n+1}_d &= p(t^{n+1}) - p^{n+1}_h, \\
    \tilde{e}^{n+1}_d &= \tilde{u}^{n+1}_e - \tilde{u}^{n+1}_e,
\end{align*}
\]

where $\tilde{u}^{n+1}_e$ is defined below. Subtracting the discrete system (51) to the continuous problem (10) evaluated at $t^{n+1}$ we get the error system:

\[
\begin{align*}
    \delta_t e^{n+1}_d - \nu (\nabla e^{n+1}_d, \nabla v_h) - (r^{n+1}_d, \nabla \cdot v_h) &= (\delta_t u(t^{n+1}) - \delta_t u^{n+1}_h, \nabla v_h), \\
    (q_h, \nabla \cdot e^{n+1}_d) - \left( \tilde{e}^{n+1}_d, \nabla q_h \right) &= (\tilde{u}^{n+1}_e, \nabla q_h),
\end{align*}
\]

where the exact subgrid velocity is defined by

\[
\delta_t \tilde{u}^{n+1}_e + \tau^{-1} \tilde{u}^{n+1}_e = -\Pi^\perp_h (\nabla p(t^{n+1}))
\]

and initialized with $\tilde{u}^0_e = 0$. Therefore, the subgrid error is governed by:

\[
\delta_t \tilde{e}^{n+1}_d + \tau^{-1} \tilde{e}^{n+1}_d = -\Pi^\perp_h (\nabla r^{n+1}_d).
\]

In order to state the convergence results of the following theorem in a compact way, let us introduce the following (squared) space interpolation error function:

\[
\mathcal{I}_h = \sum_{n=0}^{N-1} \delta t \left\{ \frac{1}{2} \left[ (r^{n+1/2})^2_0 + \nu \left\| \nabla i^{n+1} \right\|^2_0 + \nu^{-1} \left\| s^{n+1} \right\|^2_0 \right] \\
    + \frac{1}{2} \left[ (\nabla i^{n+1})^2_0 + (\nabla \cdot i^{n+1})^2_0 + \nu \left\| \nabla \cdot i^{n+1} \right\|^2_0 \right] \\
    + \frac{1}{2} \left[ \left\| \nabla (p(t^{n+1})) \right\|^2_0 + \left\| \tilde{u}^0 \right\|^2_0 + \nu \left\| \tau^{1/2} \nabla \tilde{u}^0 \right\|^2_0 \right]. \tag{56}
\]
with
\[ i^{n+1} = u(t^{n+1}) - \Pi_h (u(t^{n+1})) \in V_h, \]
\[ s^{n+1} = p(t^{n+1}) - \Pi_h (p(t^{n+1})) \in Q_h. \]

Let us also define the (squared) time interpolation error function:
\[ I_{\delta t} = \sum_{n=0}^{N-1} \delta t \nu^{-1} C_h^2 \| \delta_i u(t^{n+1}) - \partial_t u(t^{n+1}) \|_1^2 \]
\[ + \sum_{n=0}^{N-1} \delta t \tau^{1/2} (\delta_i u(t^{n+1}) - \partial_t u(t^{n+1})) \|_0^2 \]
\[ (57) \]

In the following lemma the order of accuracy with respect to the space and time discretization is analyzed. Let us introduce the following norm:
\[ \| f \|_{V}^2 = \| f \|_{-1}^2 + \| \tau^{1/2} f \|_0^2 + \| \tau \nabla f \|_0^2. \]
\[ (58) \]

**Lemma 5.1.** The space and time interpolation error functions defined in (56) and (57) satisfy:
\[ I_h + I_{\delta t} \leq C \sum_{n=0}^{N-1} \delta t \tau^{-1} h^{2(k+1)} \left\{ \| u(t^{n+1}) \|_{k+1}^2 + \nu^{-2} \| p(t^{n+1}) \|_k^2 \right\} \]
\[ + \nu^{-2} \| \partial_t u(t^{n+1}) \|_k^2 \}
\[ + C \delta t \int_0^T \| \partial_t u(s) \|_V^2 \ ds + C h^{2k} \| u^0 \|_k^2, \]
\[ k \text{ being the degree of interpolation of the finite element approximation, for equal order velocity-pressure approximations. Furthermore, if the inequality } \tau \leq C_{\delta t} \delta t \text{ holds with } C_{\delta t} \text{ uniform with respect to } h \text{ and } \delta t, \text{ these error functions satisfy:} \]
\[ I_h + I_{\delta t} \leq C \sum_{n=0}^{N-1} \delta t \tau^{-1} h^{2(k+1)} \left\{ \| u(t^{n+1}) \|_{k+1}^2 + \nu^{-2} \| p(t^{n+1}) \|_k^2 \right\} \]
\[ + C \delta t \int_0^T \| \partial_t u(s) \|_V^2 \ ds + C h^{2k} \| u^0 \|_k^2. \]

**Proof.** Using classical interpolation results and assuming regularity over the continuous velocity we can optimally bound some terms of the space error function:
\[ \sum_{n=0}^{N-1} \delta t \left\{ \| \tau^{1/2} i^{n+1} \|_0^2 + \nu \| \nabla i^{n+1} \|_0^2 + \nu^{-1} \| s^{n+1} \|_0^2 + \| \tau^{1/2} \nabla s^{n+1} \|_0^2 \right\} \]
\[ + \| \tau^{1/2} \Pi_h^i (\nabla p(t^{n+1})) \|_0^2 \] 
\[ + \| i^0 \|_0^2 + \nu \| \tau^{1/2} \nabla i^0 \|_0^2 \]
\[ \leq C \sum_{n=0}^{N-1} \delta t \tau^{-1} h^{2(k+1)} \left\{ \| u(t^{n+1}) \|_{k+1}^2 + \nu^{-2} \| p(t^{n+1}) \|_k^2 \right\} \]
\[ + C h^{2k} \| u^0 \|_k^2. \]
\[ (59) \]

The terms related to the time derivative can be easily handled under the condition } \tau \leq C_{\delta t}. \text{ But this assumption can be replaced by some extra regularity assumptions. First, let us bound the discrete time
derivatives in terms of continuous derivatives using the Taylor’s expansion with the residual in the integral form:

\[
\sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \delta_t \mathbf{i}^{n+1} \right\|_0^2 \\
\leq \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \partial_t \mathbf{i}^{n+1} \right\|_0^2 + C \delta t^2 \int_0^T \left\| \tau^{1/2} \partial_t \mathbf{u}(t)(s) \right\|^2_0 \, ds,
\]

\[
\sum_{n=0}^{N-1} \delta t \nu \left\| \tau \nabla \delta_t \mathbf{i}^{n+1} \right\|^2_0 \\
\leq \sum_{n=0}^{N-1} \delta t \nu \left\| \tau \nabla \partial_t \mathbf{i}^{n+1} \right\|^2_0 + C \delta t^2 \nu \int_0^T \left\| \tau \nabla \partial_t \mathbf{u}(t)(s) \right\|^2_0 \, ds.
\]

Again, from classical interpolation results, we can get:

\[
\tau^2 \nu \left\| \nabla \delta_t \mathbf{i}^{n+1} \right\|^2_0 + \tau \left\| \partial_t \mathbf{i}^{n+1} \right\|^2_0 \leq C \nu^{-2} \tau^{-1} h^{2(k+1)} \left\| \partial_t \mathbf{u}(t^{n+1}) \right\|^2_{-1}.
\]

The last term that must be considered is the one related to the time integration, that can be bounded using again Taylor’s expansions:

\[
\sum_{n=0}^{N-1} \delta t \nu^{-1} C_0^2 \left\| \partial_t \mathbf{u}(t^{n+1}) - \partial_t \mathbf{u}(t^{n+1}) \right\|^2_{-1} \\
+ \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} (\delta_t \mathbf{u}(t^{n+1}) - \partial_t \mathbf{u}(t^{n+1})) \right\|^2_0 \\
\leq C \delta t^2 \int_0^T \left( \nu^{-1} C_0^2 \left\| \partial_t \mathbf{u}(t)(s) \right\|^2_{-1} + \left\| \tau^{1/2} \partial_t \mathbf{u}(t)(s) \right\|^2_0 \right) \, ds.
\]

The lemma is easily proved combining the previous inequalities. \( \square \)

**Remark 5.1.** From the previous lemma we can infer that condition (50) allows to assume less regularity on the time derivative of the continuous velocity.

In the following theorem some convergence results have been obtained in terms of the error functions analyzed above. The proof of the finite element error contains a novel approach that involves error bounds for the subgrid component.

**Theorem 5.1.** The error functions \( \{ \mathbf{e}_d^{n+1}, r_d^{n+1}, \tilde{\mathbf{e}}_d^{n+1} \} \) determined by system (53) satisfy the following inequalities:

\[
\left\| \mathbf{e}_d^N \right\|^2_0 + \sum_{n=0}^{N-1} \delta t \nu \left\| \nabla \mathbf{e}_d^{n+1} \right\|^2_0 + \left\| \mathbf{e}_d^N \right\|^2_0 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{-1/2} \mathbf{e}_d^{n+1} \right\|^2_0 \\
+ \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \partial_t \mathbf{e}_d^{n+1} \right\|^2_0 + \nu \left\| \nabla \mathbf{e}_d^N \right\|^2_0 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \partial_t \tilde{\mathbf{e}}_d^{n+1} \right\|^2_0 \\
\leq C (\mathcal{I}_h + \mathcal{I}_{\delta t}),
\]

and

\[
\left\| \tau \nabla \mathbf{e}_d^{n+1} \right\|^2_0 \leq C(C_h) (\mathcal{I}_h + \mathcal{I}_{\delta t}),
\]

where \( C(C_h) \) is a positive constant depending on \( C_h \) (defined in (33)).
Proof. Let us start the proof of the theorem testing (53a) with the finite element function $v_h = \Pi_h (u(t^{n+1})) - u_h^{n+1} = e_d^{n+1} - i^{n+1}$ for $n = 0, ..., N - 1$. Adding up the resulting equations for all time steps, we finally get:

$$
\frac{1}{2} \left\| e_d^N \right\|_0^2 + \sum_{n=0}^{N-1} \delta t \nu \left\| \nabla e_d^{n+1} \right\|_0^2 - \delta t \left( i_d^{n+1}, \nabla \cdot e_d^{n+1} \right)
\leq \sum_{n=0}^{N-1} \delta t \left\{ (\delta_t e_d^{n+1}, i^{n+1}) + (\nabla e_d^{n+1}, \nabla i^{n+1}) + (\nabla r_d^{n+1}, i^{n+1}) 
+ (\delta_t u(t^{n+1}) - \partial_t u(t^{n+1}), e_d^{n+1} - i^{n+1}) \right\} + \frac{1}{2} \left\| i^0 \right\|_0^2.
$$

(63)

The pressure error term on the left hand side can be handled by using (53b) tested with $q_h = \Pi_h (p) - p_h = i_d^{n+1} - s^{n+1}$:

$$
\left( i_d^{n+1}, \nabla \cdot e_d^{n+1} \right) - (\tilde{e}_d^{n+1}, \nabla r_d^{n+1}) = (s^{n+1}, \nabla \cdot e_d^{n+1}) - (\tilde{e}_d^{n+1}, \nabla s^{n+1}) - (\tilde{u}_c^{n+1}, \nabla (r_d^{n+1} - s^{n+1})).
$$

(64)

In order to bound the subgrid term let us multiply the subgrid error equation (55) by $\tilde{e}_d^{n+1}$, integrate the result over $\Omega$ and add up for $n = 0, ..., N - 1$. We finally get:

$$
\frac{1}{2} \left\| e_d^N \right\|_0^2 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{-1/2} e_d^{n+1} \right\|_0^2
\leq - \sum_{n=0}^{N-1} \delta t \left( \tilde{e}_d^{n+1}, \nabla r_d^{n+1} \right) + \frac{1}{2} \left\| i^0 \right\|_0^2.
$$

(65)

Let us point out the fact that $\tilde{e}_d^0 = -i^0$. Adding (63) and (65) and using expression (64), we get the following inequality:

$$
\begin{align*}
\frac{1}{2} \left\| e_d^N \right\|_0^2 + & \sum_{n=0}^{N-1} \delta t \nu \left\| \nabla e_d^{n+1} \right\|_0^2 + \frac{1}{2} \left\| \tilde{e}_d^N \right\|_0^2 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{-1/2} e_d^{n+1} \right\|_0^2 \\
\leq & \sum_{n=0}^{N-1} \delta t \left\{ (\delta_t e_d^{n+1}, i^{n+1}) + (\nabla e_d^{n+1}, \nabla i^{n+1}) + (\nabla r_d^{n+1}, i^{n+1}) 
+ (s^{n+1}, \nabla \cdot e_d^{n+1}) - (\tilde{e}_d^{n+1}, \nabla s^{n+1}) - (\tilde{u}_c^{n+1}, \nabla (r_d^{n+1} - s^{n+1})) 
+ (\delta_t u(t^{n+1}) - \partial_t u(t^{n+1}), e_d^{n+1} - i^{n+1}) \right\} + \left\| i^0 \right\|_0^2 := \mathcal{RHS}_1.
\end{align*}
$$

(66)

Let us obtain an appropriate bound for $\mathcal{RHS}_1$. Using Cauchy-Schwarz and Young’s inequalities for every term of the right-hand side, we arrive to:

$$
\begin{align*}
\mathcal{RHS}_1 \\
\leq & \frac{\alpha}{2} \sum_{n=0}^{N-1} \delta t \left\{ \left\| \tau^{1/2} \delta_t e_d^{n+1} \right\|_0^2 + 3\nu \left\| \nabla e_d^{n+1} \right\|_0^2 + 2 \left\| \tau^{1/2} \Pi_h^o \left( \nabla r_d^{n+1} \right) \right\|_0^2 \\
& + \left\| \tau^{-1/2} e_d^{n+1} \right\|_0^2 \right\} + \frac{\alpha + 1}{2\alpha} \sum_{n=0}^{N-1} \delta t \left\{ 2 \left\| \tau^{-1/2} i^{n+1} \right\|_0^2 + \nu \left\| \nabla i^{n+1} \right\|_0^2 \\
& + \nu^{-1} \left\| s^{n+1} \right\|_0^2 + \nu \left\| \tau^{1/2} \nabla s^{n+1} \right\|_0^2 + \left\| \tau^{-1/2} \tilde{u}_c^{n+1} \right\|_0^2 \\
& + \nu^{-1} C_h^2 \left\| \delta_t u(t^{n+1}) - \partial_t u(t^{n+1}) \right\|_{-1}^2 \right\} + \left\| i^0 \right\|_0^2
\end{align*}
$$

(67)
where $\alpha$ is a positive scalar value that arises from Young's inequality. This $\alpha$ will be chosen below in order to absorb some terms by the left-hand side. Let us point out that (67) involves norms of $\delta_i e^{n+1}_d$. In order to bound these norms we test (53a) with $v_h = \tau \Pi_h (\delta_i e^{n+1}_d) = \tau \delta_i (e^{n+1}_d - i^{n+1})$ for $n = 0, ..., N - 1$. Adding up for all time steps and carrying out algebraic manipulations, we get

$$
\sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \delta_i e^{n+1}_d \right\|^2_0 + \frac{\nu}{2} \left\| \tau^{1/2} \nabla e^{n+1}_d \right\|^2_0 - \sum_{n=0}^{N-1} \delta t (\tau r^{n+1}_d, \nabla \cdot \delta_i e^{n+1}_d)
\leq \sum_{n=0}^{N-1} \delta t \left\{ (\tau \delta_i e^{n+1}_d, \delta_i i^{n+1}) + \nu (\tau \nabla e^{n+1}_d, \nabla \delta_i i^{n+1})
+ (\tau (\delta_i u^{n+1} - \partial_i u(t^{n+1})), \delta_i e^{n+1}_d - \delta_i i^{n+1})
+ (\tau \nabla r^{n+1}_d, \delta_i i^{n+1}) \right\} + \frac{\nu}{2} \left\| \tau^{1/2} \nabla \tilde{v} \right\|^2_0.
$$

Let us apply the operator $\delta_i$ over (53b) and test the resulting equation with $q_h = \tau (r^{n+1}_d - s^{n+1})$. It leads to the following equality:

$$
(\tau r^{n+1}_d, \nabla \delta_i e^{n+1}_d) - (\delta_i e^{n+1}_d, \tau \nabla r^{n+1}_d)
= (\tau s^{n+1}, \nabla \cdot \delta_i e^{n+1}_d) - (\delta_i e^{n+1}_d, \tau \nabla s^{n+1})
+ (\delta_i \tilde{u}^{n+1}_e, \tau \nabla (r^{n+1}_d - s^{n+1})).
$$

Finally, let us multiply (55) by $\tau \delta_i e^{n+1}_d$ for $n = 0, ..., N - 1$. We integrate the result over $\Omega$ and add up for all time steps. We obtain

$$
\sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \delta_i e^{n+1}_d \right\|^2_0 + \frac{1}{2} \left\| \tilde{e}^{n+1}_d \right\|^2_0
\leq - \sum_{n=0}^{N-1} \delta t (\delta_i e^{n+1}_d, \tau \nabla r^{n+1}_d) + \frac{1}{2} \left\| \tilde{v} \right\|^2_0.
$$

We add (68) and (70) in order to get bounds for $\delta_i e^{n+1}_d$:

$$
\sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \delta_i e^{n+1}_d \right\|^2_0 + \frac{\nu}{2} \left\| \tau^{1/2} \nabla e^{n+1}_d \right\|^2_0 + \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \delta_i e^{n+1}_d \right\|^2_0 + \frac{1}{2} \left\| \tilde{e}^{n+1}_d \right\|^2_0
\leq \sum_{n=0}^{N-1} \delta t \left\{ (\tau \delta_i e^{n+1}_d, \delta_i i^{n+1}) + \nu (\tau \nabla e^{n+1}_d, \nabla \delta_i i^{n+1})
+ (\tau s^{n+1}, \nabla \cdot \delta_i e^{n+1}_d) - (\delta_i e^{n+1}_d, \tau \nabla s^{n+1})
+ (\delta_i \tilde{u}^{n+1}_e, \tau \nabla (r^{n+1}_d - s^{n+1})) + (\tau \nabla r^{n+1}_d, \delta_i i^{n+1})
+ (\tau (\delta_i u^{n+1} - \partial_i u(t^{n+1})), \delta_i e^{n+1}_d - \delta_i i^{n+1}) \right\}
+ \frac{\nu}{2} \left\| \tau^{1/2} \nabla \tilde{v} \right\|^2_0 + \frac{1}{2} \left\| \tilde{v} \right\|^2_0 := \text{RHS}_2.
$$
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$\mathbf{RHS_2}$ can also be bounded using Cauchy-Schwarz and Young’s inequalities:

$$
\mathbf{RHS_2} \leq \frac{\beta}{2} \sum_{n=0}^{N-1} \delta t \left\{ 3 \left\| \tau^{1/2} \delta t \tilde{e}_{e}^{n+1} \right\|_0^2 + \nu \left\| \nabla e_{d}^{n+1} \right\|_0^2 
+ 2 \left\| \tau^{1/2} \Pi_{h}^{1} (\nabla r_{d}^{n+1}) \right\|_0^2 \right\}
\leq \frac{\beta + 1}{2\beta} \sum_{n=0}^{N-1} \delta t \left\{ 2 \left\| \tau^{1/2} \delta t \tilde{u}_{e}^{n+1} \right\|_0^2 + \nu \left\| \tau \nabla \delta t \tilde{u}_{e}^{n+1} \right\|_0^2 
+ \left\| \tau^{1/2} \nabla s_{n+1} \right\|_0^2 + \left\| \tau^{1/2} \delta t \tilde{u}_{e}^{n+1} \right\|_0^2 + \left\| \delta t u(t^{n+1}) - \partial_t u(t^{n+1}) \right\|_0^2 \right\}
+ \frac{\nu}{2} \left\| \tau^{1/2} \tilde{u}_{d}^{0} \right\|_0^2 + \frac{1}{2} \left\| \tilde{e}_{d}^{0} \right\|_0^2.
$$

Again, $\beta$ is a positive scalar value that will be selected in order to absorb some terms by the left-hand side. The pressure error terms in (67) and (72) must be absorbed by left-hand side terms. In fact, only the orthogonal projection $\Pi_{h}^{1} (\nabla r_{d}^{n+1})$ must be controlled. From (55), we can easily get:

$$
\left\| \tau^{1/2} \Pi_{h}^{1} (\nabla r_{d}^{n+1}) \right\|_0^2 \leq 2 \left\{ \left\| \tau^{-1/2} \tilde{e}_{d}^{n+1} \right\|_0^2 + \left\| \tau^{1/2} \delta t \tilde{e}_{d}^{n+1} \right\|_0^2 \right\}.
$$

The exact subgrid component $\tilde{u}_{e}^{n+1}$ can be bounded from (54). We multiply this equation by $\tilde{u}_{e}^{n+1}$, leading to:

$$
\sum_{n=0}^{N-1} \delta t \left\| \tau^{-1/2} \tilde{u}_{e}^{n+1} \right\|_0^2 \leq \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \Pi_{h}^{1} (\nabla p(t^{n+1})) \right\|_0^2.
$$

On the other hand, multiplying (52) by $\tau \delta t \tilde{u}_{e}^{n+1}$, we get:

$$
\sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \delta t \tilde{u}_{e}^{n+1} \right\|_0^2 \leq \sum_{n=0}^{N-1} \delta t \left\| \tau^{1/2} \Pi_{h}^{1} (\nabla p(t^{n+1})) \right\|_0^2.
$$

Let us combine (66) and (71) together with the right-hand side bounds (67) and (72) and inequalities (73), (74) and (75). We consider $\alpha$ and $\beta$ small enough in order to absorb some terms by the left-hand side. The rest of terms belong to the error functions $I_{h}$ and $I_{\delta t}$ defined in (56) and (57) respectively. Thus, the first part of the theorem is proved.

The pressure error requires a further step. We have got control over the orthogonal projection of $\nabla r_{d}^{n+1}$ in (73). The finite element component can be bounded taking $\mathbf{v}_{h} = \tau \Pi_{h} (\nabla r_{d}^{n+1})$ in (53a) and using inverse estimate (33):

$$
\left\| \tau^{1/2} \Pi_{h} (\nabla r_{d}^{n+1}) \right\|_0^2 \leq 3 \left\{ C_{h}^{2} \nu \left\| \nabla e_{d}^{n+1} \right\|_0^2 + \left\| \tau^{1/2} \delta t e_{d}^{n+1} \right\|_0^2 
+ \left\| \tau^{1/2} (\delta_t u(t^{n+1}) - \partial_t u(t^{n+1})) \right\|_0^2 \right\}.
$$

6. Summary and conclusions

In this work we have analyzed the stability properties of some numerical techniques for the approximation of the transient Stokes system. Let us summarize the most salient results of the paper:
1. **Theorem 4.1 and Corollary 4.1**
The use of div-stable elements allows us to obtain appropriate stability over the pressure for the stationary case. Unfortunately, for the transient problem the regularity of the pressure is not so clear. Under a discrete inf-sup condition, the time regularity of the pressure is not evident. Under strong regularity assumptions over the data (initial velocity \( u^0 \in H^1(\Omega) \)) strong pressure bounds can be proved. On the contrary, under minimum regularity assumptions the stability bounds over the pressure are very weak.

2. **Theorem 4.4**
For classical stabilized methods (like ASGS, Galerkin/least-squares or streamline upwind/Petrov-Galerkin) applied to the transient problem, where the subgrid component is not tracked in time (\emph{quasi-static subscales}), pressure stability is only attained when using the backward Euler scheme under the following restriction over the time step size:

\[
h^2 \leq C\delta t
\]

with \( C \) uniform with respect to \( \delta t \) and \( h \). In fact, if this condition is violated (anisotropic space-time discretizations), these stabilized methods become unstable. For BDF2 and Crank-Nicholson schemes, stability cannot be proved even under this assumption over the time step value.

3. **Theorem 4.2 and Corollary 4.2**
On the contrary, considering the tracking of the subscales in time (\emph{dynamic subscales}) the situation is much better. This approach exhibits improved stability properties, allowing to get appropriate stability bounds over the pressure without any assumption over the time step size.

4. **Theorem 4.3 and Corollary 4.3**
Using OSS we can recover stability without any approximation over the time step size even with quasi-static subscales. Only mild regularity assumptions over the force term are needed.

5. **Theorem 5.1**
For the fully discrete transient Stokes problem stabilized with dynamic and orthogonal subscales we have also proved optimal convergence results. Two different cases have been considered: under an assumption over the time step size and without any assumption over \( \delta t \) and slightly stronger regularity requirements.

We can conclude that it is worth to track the subscales in time in a variational multiscale approach to the Stokes problem. Dynamic subscales are naturally motivated from the multiscale concept and lead in a natural way to the correct behavior of the stabilization parameters while steady-state solutions do not depend on it. Furthermore, in this work we have proved using numerical analysis that dynamic subscales exhibit enhanced stability properties that are independent of the time-space discretization. Tracking the subscales in time even error estimates have been proved without any restriction over the time step size. We refer to [15] for a complete set of numerical experiments that support our analysis.
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