A METHOD FOR SELECTING TRAINING DATA AND ITS EFFECT ON AUTOMATED LAND COVER MAPPING OF LARGE AREAS
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ABSTRACT

Many remote sensing projects require the utilization of sample data for training a supervised classification algorithm. In almost all instances the correctness of training data is highly important for accurate image classification. While data obtained during field studies are suitable for many small scale studies and the classification of high and very high spatial resolution data, automated procedures are necessary to map large areas with medium to coarse resolution images. Most coarse resolution land cover classifications are based on previous studies and mapping efforts.

This study illustrates a procedure for training data selection of coarse resolution images if a high resolution map already exists. In a second step the paper analyzes the significance of training data selection parameters for classification accuracy.

Figure 1: Simplified examples of homogeneity measure.

Assuming a perfect geometric alignment between the high and coarse resolution data, the proportion of every class in each coarse resolution cell is calculated. In essence, this algorithm computes a fractional class estimation of the coarse cell based on a high spatial resolution map. This result is denoted as “homogeneity” and exemplarily illustrated in Figure 1. While Examples A and B indicate mixed coarse resolution cells with similar proportions of all classes, examples C and D are comparatively homogeneous with a clear majority belonging to one class. Pixels suitable as training data should belong to one land cover type; if not solely then at least mainly. Similar approaches have been successfully employed by [1, 2, 3].

However, a perfect overlay between datasets is commonly impossible. A more conservative estimate can be achieved if the area of analysis is enlarged into neighboring cells (see Figure 2). On the one hand this
procedure limits the sample candidates. On the other hand, the confidence in the selection of training pixels increases. Due to the inverse relation between available samples and higher certainty with increased neighborhoods, there is a critical cut-off value because a minimum number of samples should be available to draw a representative training data set. A very strict limitation of sampling may not sufficiently characterize multimodal frequency distributions of all classes in the feature space, resulting in lower classification accuracies.

Figure 2: Simplified example of homogeneity for extended neighborhoods.

The study is based on MODIS time series metrics and employs a set of decision trees. This classifier, similar to random forest, derives a fuzzy image classification. Tests in Germany and South Africa yielded on average a 10% increase in classification accuracy. Furthermore, the presented up-scaling algorithm results in a fuzzy reference map which can be employed for assessment of a fractional image classification; a difficult and less explored field in remote sensing [4]. Therefore this study presents both, conventional error matrix statistics as well as fuzzy error estimates to illustrate the importance for using high certainty training pixels.
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