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Abstract—In this paper we propose a deterministic method to obtain subsets from big data which are a good representative of the inherent structure in the data. We first convert the large scale dataset into a sparse undirected $k$-NN graph using a distributed network generation framework that we propose in this paper. After obtaining the $k$-NN graph we exploit the fast and unique representative subset (FURS) selection method [1], [2] to deterministically obtain a subset for this big data network. The FURS selection technique selects nodes from different dense regions in the graph retaining the natural community structure. We then locate the points in the original big data corresponding to the selected nodes and compare the obtained subset with subsets acquired from state-of-the-art subset selection techniques. We evaluate the quality of the selected subset on several synthetic and real-life datasets for different learning tasks including big data classification and big data clustering.

I. INTRODUCTION

In the modern era with the advent of new technologies and its widespread usage there is a huge proliferation of data. This immense wealth of data has resulted in massive datasets and has led to the emergence of the concept of Big Data. However, the choices for selecting a predictive model for Big Data learning is limited as only a few tools scale to large scale datasets. One way is to develop efficient learning algorithms which are fast, scalable and might use parallelization or distributed computing. Recently, a tool named Mahout [3] (http://www.manning.com/owen/) was built which implemented several machine learning techniques for big data using a distributed Hadoop [5] framework. The other direction is sampling [6] and [7]. There are several machine learning algorithms which build predictive models on a small representative subset of the data [2], [8]–[13] with out-of-sample extensions properties. This property allows inference for previously unseen part of the large scale data. The methods which belong to this class include kernel based methods, similarity based methods, prototype learning methods, instance based methods, manifold learning etc.

Sampling [14] is concerned with selection of points as a subset which can be used to estimate characteristics of the whole dataset. The main disadvantage of probabilistic sampling techniques is that every time the algorithm runs different subsets are obtained. It often results in large variations in the performance. Another disadvantage is that most probabilistic sampling techniques cannot capture some characteristic of the data like the inherent cluster structure unless the cluster information is available in advance. However, in case of real-life datasets this information is not known beforehand and is learnt by unsupervised learning techniques. In this paper we propose a framework to overcome these problems and select representative subsets that retain the natural cluster structure present in the data.

We first convert the big data into an undirected and weighted $k$-Nearest Neighbor ($k$-NN) [15], [16] graph where each node represents a data point and each edge represents the similarity between the data points. In this paper we propose a distributed environment to convert big data into this $k$-NN graph. After obtaining the $k$-NN graph we use the fast and unique representative subset (FURS) selection technique proposed in [1] and [2]. We propose a simple extension of FURS method to handle the case of weighted graphs. FURS selects nodes from different dense regions in the graph while retaining the inherent community structure. Finally, we map these selected nodes to the points in the original data. These points capture the intrinsic cluster structure present in the data.

We compare and evaluate the resulting subset with other sampling techniques like simple random sampling [6], stratified-random sampling [7] and a subset selection technique based on maximizing the Rènyi entropy criterion [17] and [8]. For classification, we use the subset to build a subsampled-dual least squares support vector machine (SD-LSSVM) model as proposed in [10] and use the out-of-sample extensions property to determine the class labels for points in the big data. For clustering we utilize the kernel spectral clustering (KSC) method proposed in [11]. We build the training model on the subset and again use the out-of-sample extension property of the model to infer cluster affiliation for the entire dataset. Figure I represents the flow chart of the steps undertaken.

II. DISTRIBUTED $k$-NN GRAPH GENERATION FRAMEWORK

In this section we describe a parallel approach for network generation from the kernel matrix. The kernel matrix is in general a full matrix and a full graph can be generated corresponding to the kernel matrix. However, most real-life datasets have underlying sparsity i.e. each point in the dataset is similar to only a few other points in the big data. Hence, we propose to use the $k$-NN graph [15] and [16] for representing the big data. Now, we will present a resilient way of handling big and massive datasets just by sequencing and distributing computations in a smart way.
A. Initial Setup

Our approach is based on an emerging Julia language (http://julialang.org/) and the model of the asynchronous management of co-routines [18]. To generate an undirected network where each point has connection with its top $k$ most similar points we need a $k$-NN graph. This $k$-NN graph is obtained by sorting columns of the corresponding kernel matrix. The kernel matrix consists of similarity values between every pair of points in the data. Calculation of the entire kernel matrix for big data is not feasible or might be prohibitively expensive on a single machine or a supercomputer with enough storage and RAM. To resolve this problem we address the computation via a cluster-based approach.

Before proceeding with the distributed computational model one has to select a proper bandwidth for the Radial-Basis function (RBF) kernel which we are using to precompute the entries of the kernel matrix. There are several methods which have been proposed to tune the bandwidth [19]–[21] most of which are computationally expensive. Since the structure of the original data is not known in advance, we choose the Silverman’s Rule of Thumb [22] which results in an approximate $k$-NN graph for the data. The bandwidth $\sigma \in \mathbb{R}^d$ used in the RBF kernel is computed as follows:

$$\sigma = \hat{\sigma} N^{-1/(d+4)}, \tag{1}$$

where $\hat{\sigma}$ is a mean standard deviation across all dimensions $d$ and $N$ is the total number of observations in dataset $D$.

B. Kernel Matrix Evaluations

The computation of the kernel matrix is quite straightforward after obtaining $\sigma$ and is given by:

$$\Omega = \begin{pmatrix} K(x_1,x_1) & \cdots & K(x_1,x_N) \\ \vdots & \ddots & \vdots \\ K(x_N,x_1) & \cdots & K(x_N,x_N) \end{pmatrix}, \tag{2}$$

where $K(x,y) = e^{-\frac{1}{\sigma^2} ||x-y||^2}$ is the Radial-Basis function. To compute $\Omega$ efficiently without loading the entire dataset one has to consider a batch cluster-based approach where for every node we load a batch subset $D_p \subset D$, $p \in \{1, \ldots, P\}$ of data such that $\bigcup_{p=1}^P D_p = D$. The corresponding matrix slice is $X_p$. $\mu_p \in \mathbb{R}^d$ and $Var_p \in \mathbb{R}^d$ are the mean vector and variance vector of the data in set $D_p$. We obtain an average $\mu_X = \frac{1}{P} \sum_{p=1}^P \mu_p$ and an average $Var_X = \frac{1}{P} \sum_{p=1}^P Var_p$, where $X$ is the matrix representation for the dataset $D$.

Finally, we obtain the dimension-wise standard deviation $\sigma_X = \sqrt{Var_X} \in \mathbb{R}^d$. To obtain $\hat{\sigma}$ we simply take an average across all dimensions $d$ of $\sigma_X$ as $\hat{\sigma} = \frac{1}{d} \sum_{i=1}^d \sigma_X^{(i)}$. The overall setup is a Map-Reduce and All-Reduce settings [4] and can be implemented using platforms like Hadoop [5] or Spark [23].

After obtaining $\sigma$ we proceed with the batch-computation of the kernel matrix where for every node in a cluster we assign a matrix slice $X_p$ over which we are performing calculations. For each batch $p$, we estimate $\Omega^{(p)}$ which consists of $\Omega^{(p)}_{ij}$, where $i \in \{1, \ldots, N\}$, $p \in \{1, \ldots, P\}$, $j \in \{m \times (p-1) + 1, \ldots, m \times p\}$ and $m$ is the batch size. To compute $\Omega^{(p)}$ we load the subset $X_p$ first and then feed chunks of the entire dataset to construct rows of $\Omega^{(p)}$ which span index $i \in \{1, \ldots, N\}$. After calculating the corresponding slice $\Omega^{(p)}$ of the kernel matrix we sort in ascending order the columns of $\Omega^{(p)}$ and pick indices corresponding to the top $k$ values. The reduction step is performed by joining indices $j \in \{m \times (p-1) + 1, \ldots, m \times p\}$ with the latter picked indices of $k$ nearest neighbors for each $j$. By aggregating the tuples $(j, k)$ and $(k, j)$ one can obtain the edge list for a $k$-NN graph. This concept is explained in Figure 2.

C. Sparsity & Analysis of $k$-NN graphs

We generate $k$-NN graphs for different numbers of neighbors $k$ as the amount of sparsity in data is not known in advance. In our experiments, we generate graphs $\forall k \in \{10, 100, 500\}$. For smaller values of $k$ we obtain graphs that are sparse representations of the data. For small $k$ fewer edges are obtained whereas for large values of $k$ we obtain dense graphs. Since the graph is undirected the total number of edges in a $k$-NN graph is equal to $2k \times N$ where $N$ is the total number of nodes in the network. The total number of connections in the densest graph would be $N \times (N-1)$ excluding
self edges. Hence, the amount of sparsity in the graph can be mathematically represented as: \( \text{Sparsity} = 1 - \frac{2k \times N}{N \times (N-1)} \).

We need to only create a k-NN graph for the largest value of \( k \). From this k-NN graph we can further obtain k-NN graphs for smaller values of \( k \). We use a notion based on median degree to determine whether a sparse or a dense k-NN graph is a better representation of the original data. We calculate the median degree \( (m_k) \) for each k-NN graph and determine the number of nodes with degree \( \geq m_k \). We choose \( m_k \) as it is central to the degree distribution and not influenced by outliers. The larger the number of nodes whose degree is greater than \( m_k \) for a k-NN graph the better is its representation for the big dataset. The rationale is that if a dataset has an underlying sparse representation then each point has fewer points in its vicinity. However, with large values of \( k \) in the k-NN graph we are enforcing additional connections between less similar points. As a result there will be more nodes with degrees smaller than \( m_k \). Hence, a k-NN graph with large values of \( k \) is not a good representative for a sparse dataset. We also illustrate this in section IV.

D. Complexity analysis

In the computational complexity of the distributed k-NN graph generation, the most expensive part is the construction of the kernel matrix. The latter inherits the complexity of \( O(N^2) \). After distributing the calculations we can achieve an almost linear speedup in terms of the number of corresponding nodes/workers in a cluster as \( O(N^2/p) \). The second important computationally expensive part is sorting of columns for \( \Omega(p) \) slices of the kernel matrix. Its complexity is \( O(N \log N) \) which corresponds to the complexity of the merge-sort [24] method as a default choice for sortperm operation in Julia (http://julia.readthedocs.org/en/latest/stdlib/#sorting-algorithms). After taking into account the total number of nodes \( p \) in a cluster and the total number of columns \( N \) we have to process the computational complexity grows as \( O(N^2 \log N) \). The final computational complexity is given as \( O(N^2(1 + \log N)/p) \).

E. Machine Configuration for Experiments

In our experiments for generation of the k-NN graph we use a computer with 64-bit, 132 Gb RAM, 2.2GHz processor and 40 cores. We utilize all these 40 cores for parallel computations. Once we have obtained the subset, the rest of the learning procedures like classification and clustering are performed on a PC machine with Intel Core i7 CPU and 8 GB RAM under Matlab 2013b. This is to showcase the power of model based techniques [2], [10], [11] for big data learning.

III. FURS for Weighted Graphs

Once we generate the k-NN graph \( G(V,E) \), where \( V \) represents the set of vertices and \( E \) represents the set of edges, we use it as a network where every connection is weighted according to the corresponding weight of the edge in the graph. The weights are obtained by selecting the top \( k \) values from \( \Omega(p) \). The degree of each node is calculated as the sum of the weight of all the edges to and from that node. The FURS selection technique can handle large scale networks as shown in [1], [2] for unweighted networks as long as the network can be stored on a single computer. All the operations involved in FURS selection method are performed on a single computer.

The problem of subset selection including nodes from different dense regions in the graph can be stated as:

\[
\begin{align*}
\max_B & \quad J(B) = \sum_{j=1}^{M} D(v_j) \\
\text{s.t.} & \quad v_j \in c_i, \\
& \quad c_i \in \{c_1, \ldots, c_{noc}\}
\end{align*}
\]

where \( D(v_j) \) represents the weighted degree centrality of the node \( v_j \), \( M \) is the size of the subset, \( c_i \) represents the \( i^{th} \) community and \( noc \) represents the number of communities in the network which cannot be determined explicitly beforehand.

The FURS selection technique is a greedy solution to the aforementioned problem and is given as:

\[
J(B) = 0
\]

While \( |B| < M \)

\[
\begin{align*}
\max_B & \quad J(B) := J(B) + \sum_{j=1}^{M'} D(v_j) \\
\text{s.t.} & \quad \text{Nbr}(v_j) \to \text{deactivated, iteration} t, \\
& \quad \text{Nbr}(v_j) \to \text{activated, iteration} t + 1,
\end{align*}
\]

where \( M' \) is the size of the set of nodes selected by FURS during iteration \( t \) and \( \text{Nbr}(v_j) \) represents the neighbors or the set of nodes to which node \( v_j \) is connected. A detailed description of the steps involved in FURS selection technique are mentioned in [1]. After obtaining the representative subset by FURS algorithm, we map the nodes in the selected subset back to the points of the original data.

IV. CLASSIFICATION EXPERIMENTS

There are several supervised learning techniques [8]–[10] which build a predictive model on a small representative subset of the data and use its out-of-sample extension property to obtain the required class information about the unseen part of the data. In this paper we showcase the effectiveness of representative subset selection for the subsampled-dual LSSVM (SD-LSSVM) model proposed in [10].

A. Experimental setup

We conduct experiments on 2 synthetic datasets. The first synthetic dataset (4G) comprises 4 Gaussians with 20,000, 5,000, 3,000 and 500 2-dimensional points respectively. The Gaussian with the smallest density is considered negative (−) class while the other 3 Gaussians form the positive (+) class. There is a small overlap between the positive and negative class. The second synthetic dataset (5G) consists of 3 Gaussians with 50,000, 20,000, 10,000 points. They form the + class. There are 2 separate Gaussian of 500 points which
form the – class. We also performed experiments on 3 real-life datasets obtained from the UCI repository [27]. Table I gives a summary of the datasets used in the experiments.

For each dataset we run the Map-Reduce procedure once and from a big $k$-NN graph obtain graphs for different values of $k$, i.e., $k \in \{10, 100, 500\}$. Since FURS is a deterministic algorithm, we run the subset selection only once on the $k$-NN graph emerged from Map-Reduce process. To leverage effects of the unbalanced datasets we perform all subset selections separately w.r.t. each class. We generate separate $k$-NN graphs for each class and select points from each of these classes. The total number of data points selected from each class by the different subset selection techniques is given in Table II. We compare the performance of the subset selected by FURS algorithm with stratified-random [7] and stratified-Rényi entropy-based [8] subset selection methodologies.

In all our experiments regarding classification and supervised learning we use a 2-step procedure for tuning the hyperparameters of the SD-LSSVM model [10], such as $\gamma$ and the bandwidth $\sigma$ of RBF kernel. This procedure consists of Coupled Simulated Annealing (CSA) [25] initialized with 5 random sets of parameters for the first step and the simplex method [26] for the second step. After CSA converges to some local minima we select the tuple of parameters that attains the lowest error and start the simplex procedure to refine our selection. On every iteration step for CSA and simplex method we perform a 10-fold cross-validation. We run SD-LSSVM model 50 times to leverage effects of randomizations and test the model on nearly test set for predictions. We average the error results and report it along with the standard deviations. Figure 3 depicts the results of different subset selection technique on the 4G synthetic dataset.

### TABLE I: Dataset description and usage.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$N_+$</th>
<th>$N_-$</th>
<th>$N_0$</th>
<th>$M_+$</th>
<th>$M_-$</th>
<th>$N_{+/-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>25,500</td>
<td>2</td>
<td>28,000</td>
<td>500</td>
<td>114</td>
<td>112</td>
</tr>
<tr>
<td>5G</td>
<td>81,000</td>
<td>2</td>
<td>80,000</td>
<td>1,000</td>
<td>324</td>
<td>320</td>
</tr>
<tr>
<td>Magic</td>
<td>19,020</td>
<td>11</td>
<td>12,363</td>
<td>6657</td>
<td>100</td>
<td>65</td>
</tr>
<tr>
<td>Shuttle</td>
<td>35,000</td>
<td>9</td>
<td>45,260</td>
<td>12,180</td>
<td>100</td>
<td>79</td>
</tr>
<tr>
<td>Skin</td>
<td>245,057</td>
<td>3</td>
<td>193,595</td>
<td>51,462</td>
<td>300</td>
<td>105</td>
</tr>
</tbody>
</table>

![Fig. 3: Generalization results using different subset selection techniques for the synthetic 4G dataset.](image-url)

### B. Numerical results

In this subsection we present the generalization errors obtained for several public and artificial datasets described in Table I. It can be observed from Table II that for most datasets FURS algorithm results in the improved classification rates and lower standard deviations. We can observe that for some difficult artificial datasets, like 4G and 5G stratified-random (SR) sampling and stratified-Rényi entropy (SRE) based subset selection techniques might fail because classes are highly unbalanced and selected subset may contain outliers or boundary cases. On the other hand for some datasets, like Magic, stratified-random sampling is performing best.

### TABLE II: Averaged generalization errors along with their standard deviations for SD-LSSVM model. Generalization errors are expressed as percentage. The best and second-best results are highlighted.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SR $k=10$</th>
<th>SRE $k=10$</th>
<th>FURS$_{k=10}$</th>
<th>FURS$_{k=100}$</th>
<th>FURS$_{k=500}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4G</td>
<td>2.35 ± 0.37</td>
<td>2.84 ± 0.37</td>
<td>2.52 ± 0.23</td>
<td>2.31 ± 0.06</td>
<td>0.41 ± 0.07</td>
</tr>
<tr>
<td>5G</td>
<td>2.56 ± 0.25</td>
<td>2.39 ± 0.14</td>
<td>2.81 ± 0.29</td>
<td>0.08 ± 0.06</td>
<td>0.09 ± 0.00</td>
</tr>
<tr>
<td>Magic</td>
<td>2.52 ± 0.35</td>
<td>2.49 ± 0.14</td>
<td>2.55 ± 0.29</td>
<td>0.08 ± 0.06</td>
<td>0.09 ± 0.00</td>
</tr>
<tr>
<td>Shuttle</td>
<td>2.56 ± 0.25</td>
<td>2.39 ± 0.14</td>
<td>2.81 ± 0.29</td>
<td>0.08 ± 0.06</td>
<td>0.09 ± 0.00</td>
</tr>
<tr>
<td>Skin</td>
<td>2.56 ± 0.25</td>
<td>2.39 ± 0.14</td>
<td>2.81 ± 0.29</td>
<td>0.08 ± 0.06</td>
<td>0.09 ± 0.00</td>
</tr>
</tbody>
</table>

The lowest error and start the simplex procedure to refine our selection. On every iteration step for CSA and simplex method we perform a 10-fold cross-validation. We run SD-LSSVM model 50 times to leverage effects of randomizations and test the model on nearly test set for predictions. We average the error results and report it along with the standard deviations. Figure 3 depicts the results of different subset selection technique on the 4G synthetic dataset.
of the Rényi entropy criterion which selects points uniformly from the dataset. Figure 2 shows the variations in the error estimations of the different subset selection methods for the Shuttle dataset. From Figure 4 we can observe that the FURS$_{k=10}$ performs worse indicating that a dense $k$-NN graph is better representative of the original dataset. We can also observe that the FURS selection method has lower standard deviations in the error estimations.

V. CLUSTERING EXPERIMENTS

A powerful model based clustering technique with out-of-sample extensions property is the kernel spectral clustering (KSC) [11] method. We use it in our clustering experiments.

A. Experimental Setup

We conducted clustering experiments on the 2 synthetic datasets (4G and 5G) which we also used for supervised learning. However, we generate the $k$-NN graph for the whole data in the unsupervised case followed by applying the FURS algorithm on the whole network. We also experimented on 5 real-life datasets, 3 (House, Mopsi Finland and KDDCupBio) of which are obtained from http://cs.joensuu.fi/sipu/datasets/ and others (Gas Sensory Array Drift (Batch) and Power Consumption (Power)) is obtained from UCI repository [27]. In our experiments the training set and validation set are obtained by the subset selection technique. We use the same size for the training and validation sets ($M$) and the same kernel parameter $\sigma$ for different subset selection technique. We generate $k$-NN graphs with different $k$ ($k \in \{10, 100, 500\}$).

We use the median degree ($m_k$) to estimate the nodes from which the representative set can be selected by FURS algorithm (section II-C). The idea of calculating the number of nodes whose degree is greater than $m_k$ helps to determine whether a sparse or dense representation is better for the $k$-NN graph as mentioned in section II-C and depicted in Table III. In Table III, $S_k$ represents the set containing nodes whose degree is greater than $m_k$. From Table III we observe that $|S_{k=10}|$, $|S_{k=100}|$ and $|S_{k=500}|$ represents the cardinality or the number of points whose degree is above median degree $m_k$ for the respective $k$-NN graph. Table III also provides a summary of the datasets.

![Error estimations for classification by different subset selection techniques on Shuttle dataset. FURS$_{k=100}$ results in the best mean performance with the lowest variance.](image)

### TABLE III: Dataset description and usage.

| Dataset      | $N$ | $M$ | $N_{\text{train}}$ | $|S_{k=10}|$ | $|S_{k=100}|$ | $|S_{k=500}|$ |
|--------------|-----|-----|---------------------|--------------|--------------|--------------|
| 4G           | 28,500 | 100 | 80,500 | 15,852 | 19,760 | 19,284 |
| 5G           | 81,000 | 2 | 81,000 | 45,328 | 51,304 | 47,156 |
| House        | 34,112 | 3 | 34,112 | 20,556 | 19,400 | 18,864 |
| Mopsi Finland | 13,467 | 7 | 13,467 | 7,202 | 7,388 | 6,231 |
| Batch        | 13,910 | 128 | 13,910 | 7,171 | 5,534 | 4,649 |
| KDDCupBio    | 145,751 | 74 | 145,751 | 64,034 | 50,307 | 35,700 |
| Power        | 1,096,668 | 2,049,280 | 1,096,668 | 1,083,454 | 139,103 | 135,842 |

We compare the FURS selection technique with simple random sampling and the Rényi entropy based selection method. We run FURS only once whereas we perform other subset selection methods 10 times. We compare clustering results based on several internal (Silhouette (SIL), Davies-Bouldin (DB)) [28] and external quality (ARI, VI) [28] metrics. Figure 5 reflects the clustering results for different subset selection technique on 4G synthetic dataset.

B. Results & Analysis

Table IV provides a detailed comparison of the FURS selection technique with other subset selection methods on various internal and external quality metrics. From Table IV we observe that the FURS algorithm completely outperforms other techniques on the two synthetic datasets. For the Batch dataset, FURS performs best w.r.t. internal quality metrics like SIL and DB while Rényi entropy based subset selection technique gives best results w.r.t. VI. Higher values of SIL criterion and lower values of DB index represent better quality clusters. From Table IV we observe that for the large scale real-world datasets (House and Mopsi Finland) where the ground truth is unknown, the FURS selection technique performs better than random sampling and Rényi entropy based subset. For big datasets (KDDCupBio and Power) we use the DB quality measure as the silhouette measure is computationally very expensive. Random sampling technique gives better results on KDDCupBio but it also shows large variations in the results.

### VI. CONCLUSION

We proposed a method to obtain representative subsets of the big data for model based learning techniques. We proposed to convert the big data into a $k$-NN graph using a distributed framework and then selected the required representative subset using the FURS algorithm. The selected subset retained the natural cluster structure of the data. We illustrated the effectiveness of this selected subset for big data learning.
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Fig. 5: Comparison of clustering performance of KSC model using the same kernel parameter ($\sigma = 0.188$) but different subsets for building the model. We can observe poor generalizations for random and Rényi entropy based selection techniques in $\text{SIL}$ and $\text{FURS}$. However, the FURS algorithm results in good generalization performance as depicted in $\text{SIL}$ and Table IV.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Random</th>
<th>$\text{ARI}$</th>
<th>$\text{VI}$</th>
<th>$\text{DB}$</th>
<th>$\text{SIL}$</th>
<th>$\text{Rényi entropy}$</th>
<th>$\text{FURS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\text{ARI}$</td>
<td>$\text{VI}$</td>
<td>$\text{DB}$</td>
<td>$\text{SIL}$</td>
<td>$\text{ARI}$</td>
<td>$\text{VI}$</td>
</tr>
<tr>
<td>4G</td>
<td></td>
<td>$0.743 \pm 0.157$</td>
<td>$0.485 \pm 0.213$</td>
<td>$0.804 \pm 0.167$</td>
<td>$0.667 \pm 0.059$</td>
<td>$0.402 \pm 0.236$</td>
<td>$0.223 \pm 0.412$</td>
</tr>
<tr>
<td>5G</td>
<td></td>
<td>$0.664 \pm 0.233$</td>
<td>$0.638 \pm 0.402$</td>
<td>$0.911 \pm 0.869$</td>
<td>$0.049$</td>
<td>$0.471 \pm 0.143$</td>
<td>$0.911 \pm 0.263$</td>
</tr>
<tr>
<td>Batch</td>
<td></td>
<td>$0.064 \pm 0.029$</td>
<td>$2.633 \pm 0.099$</td>
<td>$2.287 \pm 0.764$</td>
<td>$0.503 \pm 0.066$</td>
<td>$0.006 \pm 0.008$</td>
<td>$0.278 \pm 0.978 \pm 0.115$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{DB}$</td>
<td>$\text{SIL}$</td>
<td>$\text{DB}$</td>
<td>$\text{SIL}$</td>
<td>$\text{DB}$</td>
<td>$\text{SIL}$</td>
</tr>
<tr>
<td>House</td>
<td></td>
<td>$0.612 \pm 0.154$</td>
<td>$0.679 \pm 0.073$</td>
<td>$0.507 \pm 0.028$</td>
<td>$0.579 \pm 0.006$</td>
<td>$0.007$</td>
<td>$0.751$</td>
</tr>
<tr>
<td>Mopsi Finland</td>
<td>0.897 ± 0.935</td>
<td>0.824 ± 0.085</td>
<td>0.526 ± 0.223</td>
<td>0.886 ± 0.010</td>
<td>0.568</td>
<td>0.920</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\text{DB}$</td>
<td>$\text{SIL}$</td>
<td>$\text{DB}$</td>
<td>$\text{SIL}$</td>
<td>$\text{DB}$</td>
<td>$\text{SIL}$</td>
</tr>
<tr>
<td>KDDCupBio</td>
<td>2.932 ± 1.205</td>
<td>4.233 ± 1.82</td>
<td>3.883</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>2.558 ± 1.374</td>
<td>2.0619 ± 0.760</td>
<td>1.921</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV: Comparison of FURS algorithm with other subset selection technique w.r.t. various quality metrics.
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