Automatically Discriminating between Digital and Scanned Photographs
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Abstract — True digital photos and the digital images of scanned photographs have very different properties. The illumination pattern and palette of the two kinds of images are different. Being able to distinguish between them is important, as each of these should be handled during printing with a class-specific pipeline of image transformation algorithms, and misclassification results in detrimental imaging effects. This paper presents an automatic classifier to discriminate between the two sources. The classifier proposed is fast enough to be embedded in the driver of any printing device today.
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I. INTRODUCTION

Color perception goes beyond the psycho-physical phenomenon usually described in the literature. Cultural elements also influence the way people see printed images. One typical example of that is photo printing – the use of a color palette in place of a richer set of hues looks unpleasantly flat and pale. People expect photos to have sharp bright colors, rich in different hues, while keeping an overall rich color balance. Figure 1 presents an image which was obtained by scanning a printed analogical photograph (saved in JPEG) with a resolution of 600 dots per inch, while Figure 02 exhibits an image of a digital photograph. The difference between the two images is easily observable. The scanned photograph looks much “paler” than the digital photograph, but whoever scans and reprints a photograph expects it to look as “sharp and bright” as the digital one.

Figure 1. Scanned photo 600 dpi – 3.57 Mbytes – JPEG

Figure 2. Digital photo taken with a Sony Cyber-shot 7.2 MPixels portable camera. 3.01 MBytes - JPEG

Functional image classification is the assignment of different image types to separate classes to optimize their rendering for printing or another specific end task, and is an important area of research in the publishing and industries. To meet customer expectations, the printer needs to print each image with the correct color palette, balance and other image processing operations applied. To perform this task automatically in the absence of image metadata, the printer must perform accurate image classification based solely on the image raster information. This classification must be both accurate and fast due to the constraints of the printer embedded processor.

Image classification is used in all-in-one and multifunctional devices to differentially render images belonging to different clusters. In particular, document, photo and logo images require widely different imaging pipelines to optimize their appearance when copied or printed. Documents (text, tables), for example, require sharpening that would damage the appearance of photos and logos. Logos use a palette that would “posterize” photos. Photos, in turn, can be rendered with a lower resolution (but greater bit depth) than either documents or logos. Reference [6] presents an image classifier that replaced the previous one embedded in HP printers. The new classifier [6] largely outperformed the previous one [11] both in accuracy and time performance, an important feature for an algorithm to be embedded in low-cost, low-power consuming, fast printing devices. The present paper introduces a new classifier for photos: whether they are digital or from a printed (hardcopy) source which was later digitized.
II. Motivation

Image clustering [2][3] has a long tradition in the database community for efficient information retrieval from image databases [4][8]. The classifier described in reference [6] is able to discriminate with over ninety percent accuracy between three clusters: documents, logo and photos. The document clusters include scanned, digitally generated (such as image files from pdf files), and photographed ones (processed through PhotoDoc, a software platform that removes borders, corrects perspective and skew, etc). The logo cluster includes color and monochromatic images. The photo cluster covers a wide range of images varying in palette (color, sepia, and monochromatic) and theme (landscapes, people, objects, and PhotoDoc unprocessed documents). Figure 3 presents examples of images in the three clusters.

![Image of examples](image1)

**Figure 03.** Examples images of the different clusters discriminated by the classifier in [6]. Left-document, Right_T-logo, Right_B-photo

It is extremely difficult to an observer to distinguish between a scanned and PhotoDoc processed document image, until one tries to binarize them. The illumination pattern of the photographed document, although imperceptible to the naked eye, is non-uniform and the direct binarization using a global algorithm leads to some black areas as may be observed in Figure 04.

![Binarization example](image2)

**Figure 4.** Binarization of a photo document using Otsu global algorithm [7].

Thus, for batch processing such images an image classifier to discriminate between the two sources is most desirable and this was the motivation for the work reported in [10], which also served as inspiration to the current one.

III. Methodology

The “Photo” cluster in [6] encompassed many different sorts of photos, which ranged from people (approximately 4,000), landscapes (about 3,700), objects (just under 400) and even documents (500) in different file formats (7,476 JPEG, 35 TIFF, and 457 BMP) and varied from true-color to grey scale ones. The resolution also varied widely from VGA (480x640 pixels) to 7.2 Mpixels. The photos were collected from family albums of the people linked to the authors to ones obtained from the Internet.

The current study is far more restrictive and limited the test set of to only one theme – people. The starting point for this work was scanning a set of photos from a family photo album. All photos were printed in 10 x 15 cm on glossy paper without texture at a professional printing house. They were scanned with a 600 dots per inch resolution with an HP flatbed scanner model ScanJet 5300C. The photos were stored in JPEG file format with 1% loss, the standard used by portable digital cameras [5]. The choice of the resolution adopted was such as the size of the scanned photo was similar to the size of the photographed ones. The photos were taken with a Sony Cybershot digital camera DSC-W55 in 5 and 7.2 Mpixels and a Sony Cyber-shot DSC-T10 7.2 MPixels portable cameras. Table 1 presents some of the features of the test images.

<table>
<thead>
<tr>
<th>Type</th>
<th>Average Size (MB)</th>
<th>Variance (MB)</th>
<th>Total Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photo</td>
<td>3.18</td>
<td>0.10</td>
<td>241</td>
</tr>
<tr>
<td>Scanned</td>
<td>3.48</td>
<td>0.08</td>
<td>95</td>
</tr>
</tbody>
</table>

**Table 1.** Data of dimension of the test set and the size and variance of images (in JPEG)

The last cluster of images in the classifier in [6] is “Don’t Know” images (unassigned). These 529 images were included as to increase the possibility of misclassifications. They are images that appear in the “real world” and range widely in nature from biological images, to vector graphics (obtained by softwares such as Excell®, Powerpoint®, etc.), of which 202 are JPEG and 327 in BMP.

A. The Classifier

The choice of the features to be extracted and tested is the key to the success and performance of the classification. Image entropy is often used as the key for classification [11]. It has a large computational cost, however. Entropy calculation demands a scan in the image to calculate the relative frequency of a given
color, for instance, which is than multiplied for its logarithm and added up.

The classifier in reference [6] assumed that decreasing the gamut of an image, analyzed together with its grey scale and monochromatic equivalents would provide enough elements for a fast and efficient image classification. The features tested are:

- Palette (true-color/grayscale)
- Gamut
- Conversion into Grayscale (if RGB)
- Gamut in Grayscale (if RGB)
- Conversion into Binary (Otsu)
- Number of black pixels in binary image.
- (#Black_pixels/Total_%_pixels)*100%
- (Gamut/Palette)*100% (true-color/grayscale)

Image binarization is performed by using Otsu [7] algorithm. The data above are extracted for each image and placed in a vector of features. The classifier “architecture” is made by cascading binary classifiers. The order they appear has an effect on the final classification accuracy. Figure 5 shows the way they are cascaded.

As one may observe from Table 2, the general classifier was able to correctly recognize 95.3 % of the photos in the Scanned/Digital test set as belonging to the cluster “Photo”. Five of the Digital photos were misclassified as “Don’t Know” (DK).

C. Sub-sampling

Time performance is of paramount importance for embedded software such as an image classifier to run on printing devices. Image sub-sampling may be used as a way to reduce the time elapsed in feature extraction of images to be classified. The key points in image sub-sampling are:

1- The larger the image files, the richer in data redundancy; thus, if the redundant data are thrown away the efficiency both in feature-collection time and classification may rise.

2- The selection of points to be analyzed for feature collection should not be random. It should somehow provide a "reduced" version of the original image (although in some cases it may be distorted by unequal scaling!).

Twenty different sub-sampling strategies were evaluated in [6]. The cascaded sub-sampling strategy consisted of removing more points from the larger image files and provided the best overall accuracy of any classification schema. The pseudo-code for the cascaded sub-sampler is shown below:

```
size = height*width
• If size ≤ 300,000 break;
• If 300,000< size ≤ 500,000: remove even lines or columns (whatever the larger);
• If 500,000 < size ≤ 700,000: remove even lines and columns;
• If 700,000 < size ≤ 900,000: remove 2 lines in every 3 lines and even columns, (if height-width)
• If 900,000 < size remove 2 lines and 2 columns in every 3 lines and columns;
```

Table 3 presents the results for the General classifier for the sub-sampled images in the Scanned/Digital Photo set.

<table>
<thead>
<tr>
<th>S_sampled</th>
<th>Photo</th>
<th>Logo</th>
<th>Document</th>
<th>DK</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanned Photos</td>
<td>90</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>94.7%</td>
</tr>
<tr>
<td>Digital Photos</td>
<td>268</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>95.3%</td>
</tr>
<tr>
<td>Total</td>
<td>359</td>
<td>3</td>
<td>8</td>
<td>7</td>
<td>95.0%</td>
</tr>
</tbody>
</table>

Table 3 – Confusion matrix of the general classifier with sub-sampled Scanned/Digital Photo test set.

Figure 5. Cascaded binary classifier “architecture”.

B. Recognizing test images as Photos

We wish to use the classifier presented here to refine the discriminator in [6], thus the first test performed was to submit the test images directly to that classifier and analyze to see if it was able to correctly recognize the images as photos. The test set was fed directly to the general (photo-document-logo) classifier without any training or tuning. The result obtained may be found in the confusion matrix presented in Table 2.
The data presented in the confusion matrix shown in Table 3 supports the conclusion that the sub-sampling procedure proposed marginal degrades the performance of the classifier. Later on, it will be shown that the performance gain largely compensates the accuracy degradation.

D. Training and test sets

To increase the difficulty of discriminating between scanned and digital photos, the images chosen are as similar in theme (people) and size as possible. All images are in color and stored in JPEG file format. Table 1 summarizes some of the features of the images in the test set. The training set was carefully selected to guarantee the diversity of the images in the test set, having in mind that quality matters more than size. Table 4 presents the relative size of the training and test sets.

<table>
<thead>
<tr>
<th></th>
<th>Test</th>
<th>Training</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanned Photos</td>
<td>91</td>
<td>31</td>
<td>34.06</td>
</tr>
<tr>
<td>Digital Photos</td>
<td>281</td>
<td>60</td>
<td>21.35</td>
</tr>
<tr>
<td>Total</td>
<td>372</td>
<td>91</td>
<td>24.46</td>
</tr>
</tbody>
</table>

Table 4 – Sizes of Training x Test sets

The Weka [12] classification strategy used was the Random Forests (number of trees equal to 10) [1].

E. Results

This section presents the results of clustering of the images in the Scanned/Digital photo test set after the classifier was specially trained for discriminating between scanned and digital photos.

<table>
<thead>
<tr>
<th>Scanned/Digital</th>
<th>Scanned Photos</th>
<th>Digital Photos</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanned Photos</td>
<td>95</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Digital Photos</td>
<td>1</td>
<td>280</td>
<td>99.99%</td>
</tr>
<tr>
<td>Total</td>
<td>96</td>
<td>280</td>
<td>99.99%</td>
</tr>
</tbody>
</table>

Table 4 – Confusion matrix of the Scanned/Digital classifier with original images

Table 4 shows that the results obtained for the original images are extremely good with accuracy close to 100%.

<table>
<thead>
<tr>
<th>Scanned/Digital</th>
<th>Scanned Photos</th>
<th>Digital Photos</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanned Photos</td>
<td>95</td>
<td>0</td>
<td>100.00%</td>
</tr>
<tr>
<td>Digital Photos</td>
<td>1</td>
<td>280</td>
<td>99.99%</td>
</tr>
<tr>
<td>Total</td>
<td>96</td>
<td>280</td>
<td>99.99%</td>
</tr>
</tbody>
</table>

Table 5 – Confusion matrix of the Scanned/Digital classifier with sub-sampled images

Image sub-sampling, as demonstrated by the data that are shown in Table 5, does not introduce any detrimental effects on image classification, and brings performance gains to the feature extraction phase of the classifier. In both cases, exactly one digital photo was misclassified as being a scanned photo either original or in the sub-sampled case. That artistic photo, shown in Figure 6, has a complex illumination pattern that makes difficult its correct classification.

Figure 6. Misclassified digital photo

IV. FURTHER IMPROVEMENTS

Analyzing the results presented in Tables 2 and 3 one may observe that the general (photo-logo-document) classifier is less accurate than the scanned-digital photo classifier for the same test set. In particular, the number of images that were not classified and thus left in the Don’t_know (DK) set is not negligible. It is also important to note that the digital photo in Figure 6 when assigned by the general classifier was inserted in the Don’t_know set. If one observes the new classifier architecture from Figure 5 and includes the new Scanned/Digital photo classifier, one may re-structure it as shown in Figure 6.

Figure 6. New classifier “architecture”
The new architecture proposed will raise the accuracy of the general classifier from 93.3% to 96.4%, as may be seen in Table 6 for the original images.

Table 6 – Confusion matrix of the new architecture general classifier with the original images.

<table>
<thead>
<tr>
<th>Original</th>
<th>Photo</th>
<th>Logo</th>
<th>Document</th>
<th>DK</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanned Photos</td>
<td>91</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>95.7%</td>
</tr>
<tr>
<td>Digital Photos</td>
<td>272</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>96.7%</td>
</tr>
<tr>
<td>Total</td>
<td>363</td>
<td>3</td>
<td>9</td>
<td>1</td>
<td>96.4%</td>
</tr>
</tbody>
</table>

Table 7 shows the results of the new architecture for the sub-sampled images increasing the overall accuracy.

Table 7 – Confusion matrix of the new architecture general classifier with sub-sampled images.

<table>
<thead>
<tr>
<th>S_sampled</th>
<th>Photo</th>
<th>Logo</th>
<th>Document</th>
<th>DK</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanned Photos</td>
<td>91</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>95.7%</td>
</tr>
<tr>
<td>Digital Photos</td>
<td>273</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>97.1%</td>
</tr>
<tr>
<td>Total</td>
<td>364</td>
<td>3</td>
<td>8</td>
<td>1</td>
<td>96.7%</td>
</tr>
</tbody>
</table>

V. TIME PERFORMANCE

Table 8 presents the feature extraction and classification times together with information about the language those procedures were implemented into. Besides classification accuracy per cluster, the average feature extraction and classification times are presented. Note that there is a difference in time scale between feature extraction and classification.

Table 8 – Feature extraction and classification times.

<table>
<thead>
<tr>
<th>Feature extraction</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>Language</td>
</tr>
<tr>
<td>Original</td>
<td>0.4382</td>
</tr>
<tr>
<td>Sub-sampled</td>
<td>0.1502</td>
</tr>
</tbody>
</table>

The performance results presented shows that sub-sampling reduces the feature extraction time to one third of that needed for the original images. In some cases, as in the test data set here, sub-sampling also yielded an increase in accuracy.

VI. DISCUSSION AND CONCLUSIONS

Scanned and Digital photos have different features. For cultural reasons, people today are more acquainted with the way digital photos look with sharp bright colors than what one tends to get from scanning printer photos. The correct classification allows the printer to automatically meet the users’ expectations.

Weka [8], as in previous research [6], proved an excellent test bed for statistical analysis. The choice of the Random tree classifier [1] was made after performing several experiments with the large number of alternatives offered by Weka, although results did not vary widely. In the current case of the scanned/digital photo classifier, in opposition to the results of [6], the choice of the images in the training set was not of paramount importance to the performance of the classifier.

The new classifier “architecture” proposed here, besides improving the appearance of the printed output in the case of scanned and digital photos, also benefits the overall classification accuracy.

It is important to note that the classifier “architecture” with feedback presented in this paper opens a new way of using binary classifiers for multiple classification.
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