Evolutionary Image Analysis and Signal Processing
The publication of this book on evolutionary Image Analysis and Signal Processing (IASP) has two main goals. The first, occasional one is to celebrate the 10th edition of EvoIASP, the workshop which has been the only event specifically dedicated to this topic since 1999. The second, more important one is to give an overview of the opportunities offered by Evolutionary Computation (EC) techniques to computer vision, pattern recognition, and image and signal processing.

It is not possible to celebrate EvoIASP properly without first acknowledging EvoNET, the EU-funded network of excellence, which has made it possible for Europe to build a strong European research community on EC. Thanks to the success of the first, pioneering event organized by EvoNET, held in 1998 in Paris, it was possible to realize that not only was EC a fertile ground for basic research but also there were several application fields to which EC techniques could offer a valuable contribution. That was how the idea of creating a single event, EvoWorkshops, out of a collection of workshops dedicated to applications of EC, was born. Amongst the possible application fields for EC, IASP was selected almost accidentally, due to the occasional presence, within EvoNET, of less than a handful of researchers who were interested in it. I would lie if I stated that the event was a great success since its very start, but it was successful enough to survive healthily for a couple of years, before reaching its present size, relevance, and popularity.

The papers selected for inclusion in this book, mostly extended versions of papers presented at EvoIASP, have no pretence of setting milestones in the history of evolutionary IASP, but they do offer readers a panoramic view of what can be currently done using EC techniques in such applications. From this point of view, what could be seen as a defect of this book, at first sight, can even become a useful and peculiar feature. In fact, this rather unstructured collection of papers samples the space of Evolutionary IASP rather extensively, albeit possibly sparsely, along different axes. The most obvious one is related to applications in different areas of IASP, as the book describes a wide variety of applications in which
EC can fruitfully be employed. However, there are less obvious ones. Amongst these, let me mention and discuss what I believe is a very important one: the ‘degree of involvement’ of EC in IASP applications. The book describes applications in which EC techniques play very different roles in producing the final results. Differently from how EC is most commonly looked upon, or perceived, by non-EC researchers, EC techniques can actually represent more than an external optimization tool that can be used to tune or refine parameters or components of a mostly pre-defined solution. In fact, EC techniques can be embedded more intimately into IASP applications, up to situations where the solution itself is intrinsically evolutionary. This book provides examples that are positioned at both ends of this axis. Of course, that is not the only possible ordering criterion that can be used to create a taxonomy of Evolutionary IASP. In a recent paper, I mentioned at least two more criteria, perhaps the most natural ones out of many possible: EC-based, according to the evolutionary paradigm that is used, and application-based, according to the abstraction level of the task to which EC is applied.

Deciding the ordering criterion for the contributions in this book has been no easy task, as they were mostly extended versions of papers that have been presented at EvoIASP. Therefore, there is neither a pre-established logical structure underlying their choice, nor was it possible to find any ordering with respect to which they could appear to be uniformly distributed. Because of this, I decided not to subdivide the book into sections. Nevertheless, an application-based ordering criterion is implicitly followed, with some additional constraints which reflect the presence of more work dealing with topics and applications belonging to the computer vision domain. Contributions belonging to this larger group appear first, and are ordered according to the abstraction level of the task they describe. In the following smaller set of contributions, more general and basic tasks are tackled, which, with some extension of their context, can also find effective applications in computer vision. An implicit secondary EC-based indexing criterion has also been followed by trying to keep applications based on the same or similar EC paradigms close to one another.

From the point of view of the expected audience, even if the contents of this book are derived from a workshop that is addressed mainly to EC researchers, this book does not specifically address any category of readers. Knowledge of the most basic EC paradigms is given for granted, while, possibly, some more basic detail about the specific applications is given, which may be obvious to readers who are familiar with them. However, all authors have made their best efforts to keep their contributions as balanced as possible for the reading to be enjoyable for the widest possible audience. Any variations to the basic evolutionary algorithms or application-related functions are described in details. On the other hand, details about the specific applications are usually limited to the information that is essential for their understanding.
A common problem that occurs when techniques developed within a specific community are applied to a number of fields for which other well-established communities also exist is that members of each community tend to publicize their work within their ‘natural environment’. The result is that, first, similar work is often described very differently, as some authors focus mainly on applications, while others concentrate on methodology. Second, and more important, a lack of communication occurs by which researchers belonging to one community tend to keep a very partial view of the topics pertaining to the other communities. As a result, on the one hand, researchers in the application fields tend to consider basic methods to be well-established, ready-for-use, closed tools; on the other hand, those who do basic research often tend to consider application-related data as abstract benchmarks using which their results can be tested, neglecting their actual meaning in the real world. One of the most appealing features of books like this is being, in general, more universally visible and less community-specific than, for example, conference proceedings, besides, obviously, having a much narrower scope than the latter. In its first 10 years, EvoIASP has, hopefully with success, sowed the seeds for a new ‘multi-cultural’ community of researchers in evolutionary IASP. I do wish this book will further contribute to the widening of this community, both numerically and in terms of research interests, and that we will celebrate more successes, and the 20th edition of the workshop, 10 years from now.

Parma, January 2009

Stefano Cagnoni
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Evolutionary Image Analysis and Signal Processing
Abstract. This work presents the Interactive Evolutionary Segmentation algorithm, I-EvoSeg, an extension of the EvoSeg algorithm [18]. The proposed approach uses texture information as image features and identifies regions automatically using a homogeneity criterion. Furthermore, I-EvoSeg complements the chosen texture information with direct human interaction in the evolutionary optimization process. Interactive evolution helps to improve results by allowing the algorithm to adapt using the new external information based on user evaluation. Texture information is extracted from the Grey Level Co-occurrence Matrix (GLCM) using statistical descriptors. The fitness evaluation of the I-EvoSeg algorithm is twofold: (a) Internal fitness provided by the local and global minimum distance between regions and (b) External fitness that depends on the expertise of the user who participates during the evaluation process. We tested I-EvoSeg using texture images and compared it with the standard EvoSeg algorithm. Experimental results show that the interactive approach produces qualitatively better segmentation.

1 Introduction

Human vision is a complex process that is not yet completely understood despite several decades of research from the standpoint of natural science and artificial
intelligence. For example, the detection of a camouflaged chameleon in the desert is a perceptual task that can be achieved by some human observer; however, this task is more difficult for a computer system. The cause of failure is the difficulty in separating the reptile from the environmental background, a task that requires different types of information, e.g. surface brightness, shape, colour, texture and movements. In computer vision, the complex cognitive process of identifying colours, shapes, textures and automatically grouping them into separate objects within a scene is called image segmentation, which is still an open line of research despite years of formal inquiry.

Image segmentation is a process in which an input image is partitioned into regions that are homogeneous according to some group of characteristics, e.g. texture information. Formally, image segmentation could be defined as follows:

**Definition 1.** Segmentation of $I$ is a partition $P$ of $I$ into a set of $M$ regions $R_m$, $m = 1, 2, ..., M$, such that:

1) $\bigcup_{m=1}^{M} R_m = I$ with $R_m \cap R_n = \emptyset$, $m \neq n$

2) $H(R_m) = true \quad \forall \quad m$

3) $H(R_m \cup R_n) = false \quad \forall \quad R_m$ and $R_n$ adjacent

where $I$ is the image and $H$ is the predicate of homogeneity. Thus, each region in a segmented image needs to simultaneously satisfy the properties of homogeneity and connectivity [1]. A region is homogeneous if all of its pixels satisfy a homogeneity predicate defined over one or more pixel attributes such as intensity, texture or colour. Moreover, a region is said to be connected if a connected path exists between any two pixels within the region. The bibliography regarding image segmentation techniques is very extensive; therefore, we limit ourselves to a brief overview of the subject and the reader is directed to more substantial reviews, such as [2–4], for further information.

Segmentation methods can be classified as histogram based [5], graph based [6–8] or region based [9], to mention but a few general categories. The first category algorithms compute an image histogram and the regions are localized through its peaks and valleys. Thresholding techniques can obtain good segmentation, where images include two different regions because histograms disregard the spatial relationship of the image. Graph-based methods aim to extract the global image information by treating the segmentation process as a graph-partitioning problem. The region based scheme is based on the homogeneity criterion where adjacent pixels belong to the same region if they have similar features such as grey, colour or texture values. This approach is used in the proposed $I$-EvoSeg algorithm, and is described next. The split and merge method is widely used in this approach following a seeded region growing technique, where a set of initial seeds along the image are taken as input information in order to assemble the regions. The initial seeds represent the number of possible regions to be segmented. However, the problem of
automatically selecting the number and positions of the initial seeds is not a trivial task because is not known a priori how many regions exist on the image and where they are located. Hence, an optimization technique could be useful to define the number and the location of regions in the segmented image.

Nowadays, evolutionary algorithms are known as a powerful stochastic optimization technique and their application to image processing and computer vision has increased mainly due to the robustness of the approach [10]. In the evolutionary computer vision community, there are a number of works dealing with image segmentation [1, 11–13]. On the other hand, Interactive Evolutionary Computation (IEC) is a general term employed in methods of evolutionary computation that use human evaluation. The idea of IEC is to involve a human expert during the on-line evaluation of the evolutionary algorithm. Human evaluation is helpful when the fitness criterion cannot be formulated explicitly, it is not well defined or sometimes when it is necessary to escape a local optimum. Thus, the interactive approach allows a faster convergence towards the most promising individuals of the population. Recent advances in IEC have initiated many attractive works, such as [11, 14–16], where the basic goal is to allow a human user to tame and the adapt random behaviour of the system into a tractable problem [17].

This chapter presents a novel approach to region-based segmentation using IEC. Our approach to image segmentation is based on analyzing texture information extracted from the Grey-Level Co-occurrence Matrix (GLCM) and combining it with the user expertise. I-EvoSeg, the interactive evolutionary segmentation algorithm presented in this chapter, attempts to identify how many homogeneous regions exist in the scene while it adapts the evaluation criterion by considering user interaction and texture statistics.

The remainder of this chapter is organized as follows. Section 2 describes the GLCM and texture descriptors that are used for texture analysis. Section 3 introduces the I-EvoSeg algorithm giving emphasis to the explanation on how interactive evolution was applied to the segmentation problem. Section 4 shows the experimental results obtained using I-EvoSeg and compares them with the EvoSeg algorithm [18]. Finally, Sect. 5 gives some concluding remarks.

2 Texture Analysis

Texture analysis is an important and useful area of study in computer vision; it comprises problems like texture classification, texture segmentation, texture synthesis and shape from texture. A given application of texture analysis usually falls into more than one category; our work is focused on texture classification and texture segmentation. The difficulty of the problem can be related to the fact that real world textures are complex to model and analyze. However, researchers agree that texture images exhibit elementary patterns that are repeated periodically within a given region. These textures can be classified as rough or smooth textures, coarse or fine textures and many others.
For instance, Hawkins [19] proposed the following texture definition: "The notion of texture appears to depend upon three ingredients: (i) some local ‘order’ is repeated over a region which is large in comparison to the order’s size, (ii) the order consists in the nonrandom arrangement of elementary parts, and (iii) the parts are roughly uniform entities having approximately the same dimensions everywhere within the textured region”.

Historically, the most commonly used methods for describing texture information are statistical approaches, which include first-order, second-order and higher-order statistical methods. These methods analyze the distribution of specific image properties using every pixel contained in the image. We are interested in second-order statistical methods, which represent the joint probability density of the intensity values between two pixels separated by a given vector $\mathbf{V}$. This information is coded using the GLCM denoted by $M_{i,j}$.

Formally, the GLCM $M_{i,j}(\pi)$ defines a joint probability density function $f(i,j|\mathbf{V},\pi)$, where $i$ and $j$ are the grey levels of two pixels separated by a vector $\mathbf{V}$, and $\pi = \mathbf{V}, R$ is the parameter set for $M_{i,j}(\pi)$. The GLCM identifies how often pixels that define a vector $\mathbf{V}$ (d, $\theta$) and that differ by a certain amount of intensity value $\Delta = i - j$ appear in a region $R$ of a given image $I_{L \times L}$. Here, $\mathbf{V}$ defines the distance $d$ and orientation $\theta$ between the two pixels. The direction of $\mathbf{V}$ can or cannot be taken into account when computing the GLCM.

An example of GLCM is illustrated in Fig. 1, where the distance $d$ is set as 1 and the direction $\theta$ is set as $0^\circ$.

![GLCM Example](image)

Fig. 1 GLCM example

The GLCM presents a problem when the number of different grey levels in region $R$ increase, resulting in difficulty in handling or using directly due to the dimensions of the GLCM. Fortunately, the information encoded in the GLCM can be expressed by a varied set of statistically relevant numerical descriptors. Descriptors extracted from $M_{i,j}$ include the following: Entropy, Homogeneity, Local Homogeneity, Contrast, Moments, Inverse Moments, Uniformity, Maximum Probability, Correlation and Directivity [20, 21]. Such descriptors may be defined in the spatial domain, such as those extracted from the GLCM, or can be extracted in other frequency domains.
2.1 Texture Descriptors

Texture descriptors are computed directly from GLCM thereby reducing the dimensionality of the information that is extracted from the image $I$ of size $L \times L$ pixels. Extracting each descriptor effectively maps the intensity values of each pixel to a new dimension. Texture descriptors used in the I-EvoSeg algorithm are presented next, along with an example of its corresponding image:

- **Correlation.** Correlation is a measure of grey level linear dependence between the pixels at the specified positions relative to each other. Near pixels have more correlation than far pixels.

$$S = \frac{1}{N_c} \sigma_x \sigma_y \left| \sum_{i} \sum_{j} (i - m_x)(j - m_y)M(i, j) \right|$$

where

$$m_x = \frac{1}{N_c} \sum_{i} \sum_{j} iM(i, j)$$

$$m_y = \frac{1}{N_c} \sum_{i} \sum_{j} jM(i, j)$$

$$\sigma_x^2 = \frac{1}{N_c} \sum_{i} \sum_{j} (i - m_x)^2M(i, j)$$

$$\sigma_y^2 = \frac{1}{N_c} \sum_{i} \sum_{j} (j - m_y)^2M(i, j)$$

$N_c$ is the number of occurrences in $M$.

- **Entropy.** A term more commonly found in thermodynamics or statistical mechanics. Entropy is a measure of the level of disorder in a system. Images of highly homogeneous scenes have a low associated entropy, while inhomogeneous scenes pose a high entropy measure. The GLCM entropy is obtained with the following expression:

$$H = 1 - \frac{1}{N_c \ln(N_c)} \sum_{i} \sum_{j} M(i, j) \ln(M(i, j)).\delta$$

where $\delta = 1$ if $M(i, j) \neq 0$ and 0 otherwise.

- **Local Homogeneity.** This measure provides the local similarity of the image data using a weight factor that gives small values for non-homogeneous images when $i \neq j$.

$$G = \frac{1}{N_c} \sum_{i} \sum_{j} \frac{M(i, j)}{1 + (i - j)^2}$$

- **Contrast.** Opposite to homogeneity. It is a measure of the difference between intensity values of the neighbouring pixels.

$$C = \frac{1}{N_c (L - 1)^2} \sum_{k=0}^{L-1} k^2 \sum_{|i-j|=k} M(i, j)$$
- **Directivity.** This measure provides a bigger value when two pixels have the same grey level.

\[ D = \frac{1}{N_c} \sum_{i}^{L-1} M(i, i) \]

- **Moments.** It is a measure of homogeneity of an image. A homogeneous scene will contain only a few grey levels, giving a GLCM only a few but relatively high values of \( M(i, j) \). This descriptor increases when the majority of the values of \( M(i, j) \) are not on the diagonal. Second moment \((k = 1)\) is used in this figure.

\[ \text{Mom}_k = \sum_{i}^{L-1} \sum_{j}^{L-1} (i - j)^k M(i, j) \]

- **Maximum Probability.** Considering the GLCM as an approximation of the joint probability density between pixels, this operator extracts the most probable difference between grey scale value pixels.

\[ \max(M(i, j)) \]

3 **I-EvoSeg: Interactive Evolutionary Segmentation Algorithm**

IEC is an evolutionary technique where human evaluation is applied during the optimization process. When the fitness function can be defined numerically, a canonical evolutionary algorithm is preferable. However, there are many cases where evaluating a system’s performance is not trivial; in such a case, the intervention of human expertise during the selection process could be useful. This interactive approach has been explored in several research areas, such as graphic art[17], medical applications [11, 16] and image processing [22], to mention but a few. Human fatigue is a common problem in IEC that is usually solved by reducing the population size and the number of generations. In addition, a friendly graphical user interface (GUI) could also make the experience less exhaustive for the user [23].

**I-EvoSeg** extracts texture features from the input image in order to identify how many homogeneous regions exist while combining human evaluation and GA optimization. The idea of **I-EvoSeg** is to consider the user expertise in the GA optimization process, allowing the individual fitness to be modified on-line by the user’s input. Figure 2 shows a general scheme of our algorithm which has three general stages: (i) GLCM computation (ii) calculation of texture descriptors and (iii) the segmentation process that is included in the interactive GA. **I-EvoSeg** extracts GLCM from the input image from which texture descriptors are obtained. The interactive GA randomly selects the initial seeds for each individual; subsequently, a region-based segmentation process is performed. Then, the user interacts with the system through a GUI (see Fig. 3). On the one hand, the user has the privilege to increase the fitness value of an individual if there exists good segmentation inside the current population according to his judgement. On the other hand, the user could
penalize the entire population if he considers that there is not a *useful* individual in the current population. The idea of the interaction is to adapt the random behaviour of the system based on the user expertise. In this way, the algorithm is able to adapt and improve the evolutionary process.

**Fig. 2** *I-EvoSeg* general scheme where interaction process is included in the evaluation stage.

**Fig. 3** Graphical user interface of *I-EvoSeg*. This graphical interface shows 30 individuals as possible *good* segmentations out of 200 individuals.
3.1 Co-occurrence Matrix and Texture Descriptor’s Stage

GLCM’s texture descriptors are used as a way of obtaining representative compact data. A large number \( G \) of intensity levels implies storing a lot of temporary data i.e., a huge \( G \times G \) matrix. The GLCM is very sensitive to the size of the texture samples due to the large dimensionality of the matrix. We experimentally tested different windows sizes, directions and distances during the calculation of the GLCM using 256 grey levels. The use of small number of grey levels is equivalent to viewing the image on a coarse scale, whereas more levels reveal more image details, which requires an extra computational effort. In this way, the following parameters are used in the experiments presented in Sect. 4: the window size was set to \( 7 \times 7 \) pixels, the direction \( \theta = 0^\circ \) and the distance \( d = 1 \) pixel. The texture descriptors are computed from the GLCM producing a matrix for each descriptor, which is equal in size to the original image. Different texture descriptors could be used in the segmentation process as explained earlier.

3.2 Segmentation Process Embedded in an Interactive Genetic Algorithm

The segmentation process is a region-based approach where local and global similarity is taken into account in order to grow and merge regions using the texture features. The initialization of the segmentation process consists of random selection of the initial seeds, which change during the grow and merge steps; in this work, the seeds are managed as region centroids. The growing step consists of expanding each initial region using a similarity criterion based on texture information contained in the descriptor matrices. Then, the merging step is performed based on the spatial location of the regions within the image plane. The algorithm \( I\text{-EvoSeg} \) is explained next:

1. **Genome encoding and genetic operators.** The chromosome is represented by the position of the centroids in the image plane. Each chromosome array contains \( M \) elements that represent the possible region centroids denoted by \( C_i \), where \( i = 1,...,M \). This array is updated within the segmentation process indicating the best positions of the centroids. Default parameters and operators are set, allowing an efficient exploration of the search space. The tournament selection method is used with a value of \( k = 2 \). The crossover is accomplished with a probability of 90%, while the mutation rate used was 10%.

2. **Segmentation process.** The segmentation process starts from the region centroids in order to classify the pixels into regions. The classification method is based on the growing and merging technique; it uses texture and spatial information in order to group pixels in possible regions. Suppose we have a set \( P = \{x_1,x_2,...,x_N\} \) of \( N \) pixels, where \( N \) is the total amount of pixels. Suppose we also have \( M \) disjoint subsets \( R_1,R_2,...,R_M \) where each subset represents a region with an associated centroid \( C_i \). Moreover, we have a set \( D_T = \{d_{T1},d_{T2},...,d_{TN}\} \) of \( N \) descriptor values and let \( T \) be the number of texture descriptors used in the algorithm. The segmentation process is performed as follows:
a. The descriptor value \( s_{C_i} \) is calculated for each initial centroid given by the mean of the descriptor \( d_{pj} \) within a \( 5 \times 5 \) neighbourhood around the centroid.

b. The initial class-map is formed as a template of integer numbers that represent the regions to which each pixel belongs. This class-map is created using nearest neighbour classification. Two distance measures\(^1\) are defined in the similarity step, \( \Delta \) and \( \delta \). The distance in the descriptor space is determined by \( \Delta \), whereas \( \delta \) is the distance within the image plane. Thus, a pixel \( x_j \) is assigned to a region \( R_i \) if the following two conditions are true: (1) \( \Delta(d_{pj}, s_{C_i}) < \Delta(d_{pj}, s_{C_q}) \quad \forall q \) and (2) \( \delta(x_j, C_i) < t \), where \( t \) is a threshold and \( q = 1, \ldots, M \) with \( q \neq i \).

c. The class-map is rearranged using a second nearest neighbour classification in order to decrease classification errors.

d. Two regions \( R_i \) and \( R_m \) are merged if they satisfy a similarity criterion based on the median of each region while considering their physical space on the image plane. Furthermore, the centroids are updated during the segmentation process when an element is added into a region. The following expression is used to update the centroids:

\[
\text{centroid}(x,y) = \left( \frac{\sum_{I \in R_i} x_j}{|R_i|}, \frac{\sum_{I \in R_i} y_j}{|R_i|} \right),
\]

where \((x,y)\) are the pixel coordinates and \(|R_i|\) is the number of elements in region \( R_i \). In this way, the genetic information of the chromosome is adjusted to facilitate the classification of image pixels.

3. Fitness Evaluation. The fitness function used by I-EvoSeg is made of two parts: internal fitness and external fitness.

- **Internal Fitness.** It depends only on local and global minimum distances computed between regions as follows:

\[
\rho = \frac{\sum_{i=1}^{c} \sqrt{\sum_{i=1}^{c} \sum_{k=1}^{n_i} (D_k - m_i)^2}}{\sum_{i=1}^{c} \sqrt{\sum_{i=1}^{c} (m_i - m)^2}},
\]

where \( c \) is the number of regions, \( D_k \) represents the sum of the descriptors \( d_{pj} \) of the \( i \)th region, \( m_i \) represents the median of each region, \( m \) is the total median and \( n_i \) is the number of elements in the \( i \)th region.

The internal fitness function indicates that the distances between the medians of different regions should be maximized in order to maintain the uniqueness between regions. Moreover, the distances between elements within a region should be minimized because the elements nearest to a centroid could belong to the same region.

\(^1\) All distances measures are Euclidean.
• **External Fitness.** *(user interaction).* It depends on the user decision, rewarding an individual or penalizing the current population. *I-EvoSeg* evolves a population which is displayed on a GUI for user evaluation (see Fig. 3). The two possible user decisions are as follows:

- **Reward an individual.** The user has the option to reward an individual by adding a weight \( \omega = [0, 1] \) to the internal fitness when he considers that it is worthy to survive onto the next generations. The weight represents how good the segmentation is for the individual according to the user criterion. Therefore, if the user decides to reward an individual, the final fitness is given by

\[
\psi = \rho \ast (1 + \omega),
\]

where \( \rho \) is the internal fitness (see Eq. 3).

- **Penalize the current population.** The user can penalize the entire population when it does not contain any worthy individuals. In such a case, \( \mu = [0, 1] \) is used as a penalization factor, which represents how bad the segmentation is within the current population according to the user expertise. Therefore, if the user decides to penalize the population, the fitness is given by

\[
\psi = \rho \ast (1 - \mu).
\]

The *I-EvoSeg* algorithm stops during the evaluation stage in order to allow interaction between the user and the system to take place. This stage helps the GA to converge towards better solutions.

4 Experimental Results

Experiments were carried out using texture images from the Brodatz database, where every image has a size of 128 × 128 pixels. The experiments are divided into four sets: Experiment I, II, III and IV. Experimental results from *I-EvoSeg* and *EvoSeg* algorithms are compared in order to analyse the benefits of IEC. The *I-EvoSeg* algorithm uses 30 generations and 30 individuals, whereas the *EvoSeg* algorithm uses 50 generations with the same population size. Each experiment details which texture descriptors have been used and how they were selected according to the input image. Thus, we tested different combinations of texture descriptors for each texture image and chose the one that generated the best results.

4.1 Experiment I

The input image used in this experiment is depicted in Fig. 4a which has three different regions: the background and two circles; these use the D15 and D34 textures from Brodatz. The texture descriptors employed by the algorithms were *Contrast, Local Homogeneity, Directivity* and \( \text{Moment}_{k=1} \). Examples of these descriptors applied to the input image are depicted in Fig. 4b–e. The *I-EvoSeg*
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Fig. 4 (a) Input image using the D14 and D34 Brodatz textures. (b–e) Examples of the texture descriptors applied to the input image
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Individuals selected by the user during the evaluation
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Fig. 5 (i–iv) Individuals selected by the user during the interactive process and (v) is the best segmented image using I-EvoSeg in Experiment I
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Evolution of some individuals without user interaction
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Fig. 6 (i–iv) show the evolution of EvoSeg algorithm and (v) represents the final segmented image

![Fitness plots](image10)

Fig. 7 I-EvoSeg and EvoSeg fitness plots corresponding to Experiment I

results are presented in Fig. 5, where some of the individuals rewarded by the user are shown, along with the final segmented image. On the other hand, Fig. 6 shows some examples of the EvoSeg algorithm’s evolution presenting more
oversegmentation in the individuals. The fitness plots for I-EvoSeg and EvoSeg are shown in Fig. 7. In these graphs, we can observe how the first good result occurred earlier in the evolutionary process when the user interaction is employed. The best individual was obtained with the I-EvoSeg algorithm in the seventh generation, whereas EvoSeg produced a comparable result only until generation 17. Therefore, these results suggest that interaction helps to guide the GA towards finding the best segmentation strategy in less generations.

4.2 Experiment II

The input image of the Experiment II has been used by Yoshimura and Oe [13] to illustrate works on texture image segmentation. The images depicted in Fig. 8b–h are the texture descriptors applied to the input image. Figure 9 shows how the evolution of the population is improving through the whole run. The best image segmentation using I-EvoSeg algorithm was obtained in the fifth generation, whereas the best segmentation using EvoSeg algorithm was not obtained until the 40th generation (see Fig. 11). The individual obtained in the fifth generation was used during the evolution as one of the parents. Nevertheless, no child was better than his parent in the 25 remaining generations. Examples of individuals selected by the user during

![Fig. 8](a) Input image for the I-EvoSeg and EvoSeg algorithms. (b–h) Examples of the texture descriptor images used to segment the input image

![Fig. 9](i–iv) Individuals selected by the user during the evolution process. (v) Final segmented image using I-EvoSeg in Experiment II
Fig. 10 (i–iv) Individuals obtained during the evolution using EvoSeg. (v) Illustrates the final segmented image.

Fig. 11 Fitness plots generated by I-EvoSeg and EvoSeg algorithms that correspond to the experiment II.

the interactive process are shown in Fig. 9i–iv. On the other hand, the EvoSeg algorithm’s results depicted in Fig. 10 present an oversegmentation of the images, in other words, several misclassified regions. In this way, we could appreciate the importance of knowing which image should be selected in the interactive process in order to recognize the value of this tool.

4.3 Experiments III and IV

Figure 12(a) is the image used by Yoshimura and Oe [13] and it was used in our Experiments III and IV as the input image for I-EvoSeg and EvoSeg algorithms. This image is interesting because it has four different Brodatz textures (D34,D84,D15,D9) distributed into five different regions (one circle and four semioclcluded squares). It is difficult to distinguish the five regions because they contain three similar texture patterns (D9,D84,D15). Experiments III and IV using the same input image can be differentiated based on the combination of texture descriptors applied in the algorithms. First, the texture descriptors used in Experiment III were LocalHomogeneity, moment$_{k=1}$ and moment$_{k=2}$ (see Fig. 12b–d). Second, the texture descriptor used in Experiment IV was moment$_{k=1}$. As we observed, the results obtained by both algorithms are similar to those obtained using three descriptors or just one (see Figs. 13, 16, 14 and 17). The fitness plots are presented in
Fig. 12  (a) Input image used by the I-EvoSeg and EvoSeg algorithm. (b–d) Texture descriptors used in the experiment III. (e) Descriptor used in Experiment IV.

Fig. 13  (i–iv) Individuals selected by the user in Experiment III and (v) shows the segmented image.

Fig. 14  (i–iv) Examples of individuals without the interaction process. (v) Segmented image obtained by the EvoSeg algorithm.

Fig. 15  Fitness plots obtained by the I-EvoSeg and EvoSeg algorithm that correspond to Experiment III.

Figs. 15 and 18. We believe that it is possible to get better results by adding more generations for this particular case because we observed good promising individuals in the search space using the I-EvoSeg algorithm.
### 5 Conclusions

This work has presented an Interactive Evolutionary Segmentation Algorithm, *I-EvoSeg*, where a significant improvement was achieved with respect to our previous work. The proposed approach uses a homogeneity criterion based on texture information, together with direct human interaction within the evolutionary loop. Interaction helps to identify the best image segmentation from multiple solutions using the user input as an external source of information in order to guide the GA towards qualitatively better solutions. We observed in the experimental results that one advantage of using the interactive process is that improvements on texture segmentation are achieved in earliest generations. The approach was based on GLCM information using statistical descriptors to propose an internal fitness where local
and global criteria have been considered and an external fitness that depends on the user expertise. We tested I-EvoSeg using well-known texture images and compared with the EvoSeg algorithm. Experimental results show that the interactive approach produces qualitatively better segmentation with a lower computational effort. In future research, it would be interesting to analyze which texture descriptors could represent the best combination of texture patterns to produce a better image segmentation.
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Detecting Scale-Invariant Regions Using Evolved Image Operators

Leonardo Trujillo and Gustavo Olague

Abstract. This chapter describes scale-invariant region detectors that are based on image operators synthesized through Genetic Programming (GP). Interesting or salient regions on an image are of considerable usefulness within a broad range of vision problems, including, but not limited to, stereo vision, object detection and recognition, image registration and content-based image retrieval. A GP-based framework is described where candidate image operators are synthesized by employing a fitness measure that promotes the detection of stable and dispersed image features, both of which are highly desirable properties. After a significant number of experimental runs, a plateau of maxima was identified within the search space that contained operators that are similar, in structure and/or functionality, to basic LoG or DoG filters. Two such operators with the simplest structure were selected and embedded within a linear scale space, thereby making scale-invariant feature detection a straightforward task. The proposed scale-invariant detectors exhibit a high performance on standard tests when compared with state-of-the-art techniques. The experimental results exhibit the ability of GP to construct highly reusable code for a well known and hard task when an appropriate optimization problem is framed.

1 Introduction

In the early years of computer vision research, recognition systems applied three sequential stages that were thought to be essential: feature extraction, perceptual grouping and model correspondence [1]. With time, however, researchers have recognized that perceptual grouping, or segmentation, represents an ill-posed mathematical problem [2]. Thence, since the late 1990s, many of the recognition
systems have adopted a simplified model for low-level vision processes [3]. Two such approaches have received emphasis, one is a holistic approach to image recognition [4–6] and the other employs a sparse representation based on locally prominent regions [7–10]. This work is concerned with image operations related to the latter (see Fig. 1).

The sparse approach, from a high-level view, includes two stages that are common to many machine-learning systems, one for training and another for testing. During training, regions are extracted from an image using stable and robust operators [3, 11–14] (see Fig. 2). These type of operators represent the main topic of discussion of the present chapter. Then, a representative descriptor is built for each of the extracted regions; such descriptors are expected to be distinctive and invariant [7, 14, 15]. Finally, the set of detected regions and corresponding descriptors are used to build a model for the imaged scene. During testing, the same process is repeated; however, the new set of extracted features is, in this case, compared with stored models, and when appropriate matching criteria are met, it is possible to recognize known scenes or objects.

Fig. 1 Simplified model for vision systems that are based on local features

Fig. 2 Detected interest regions taken from three images in the COIL-100 data set
Insofar as this approach relies on invariant region detection and description, it is considered to be robust to partial occlusions while avoiding the need for explicit image segmentation. Therefore, it is paramount to detect stable image features, also known as interest regions. In this chapter, these regions can refer to either single image pixels or larger image patches depending on the type of detection employed. The simplest description for interest regions is to regard them as image patches that exhibit a high level of variation or irregularity with respect to a particular local measure computed by a specific operator. Based on this informal definition, different region detectors define different operators that compute an interest measure for each image pixel [3, 12, 13]. Then, local extrema of this response, in both scale and location, are selected as interest regions. It is important to note that a detector refers to the complete algorithmic process that identifies interest regions; on the other hand, an operator is a function that extracts an interest measure.

Therefore, a system designer is left with an important decision: which detector is the most appropriate for a particular vision system? Answering this question is not trivial and careful consideration must be given before choosing appropriately. However, a widely accepted performance measure exists, which allows objective comparisons to be made between different detectors. The performance measure is called the \textit{repeatability rate} and it quantifies the stability of a detector under changes to imaging conditions [3]. These changes are modelled as image transformations, which include \textit{translation, illumination change, image rotation, scale change and projective transformations}. Detectors invariant to the first three types of image transformations are interest point detectors [11–13, 16], invariance to the first four is achieved by scale-invariant region detectors [17, 18] and affine covariant feature detectors are invariant to all [19].

Previous work by Trujillo and Olague [12, 13] proposed a novel approach to construct optimized interest point detectors using Genetic Programming (GP) [20, 21] as an optimization engine and the repeatability rate as part of the fitness function. That work provided a significant improvement over previous attempts to synthesize a competitive detector through GP [22, 23]. This chapter describes an extension of that research [18], where evolved operators are embedded into a linear scale space, thereby facilitating the detection of scale-invariant regions [24].

Several topics related to feature detection are explored throughout this chapter. A conceptual search space is described where different types of image operators reside, some of them useful for the described task. Furthermore, an interesting result of the evolutionary process is identified: the fact that it tends to converge to regions in search space where simple and well-known image operations lie. Finally, this chapter describes two scale-invariant region detectors based on GP-evolved operators [18], the algorithmic implementation of which is simpler than previous designs and achieves no worse than equal, and sometimes better, performance than the state-of-the-art in the field.

The remainder of the chapter is organized as follows. Section 2 introduces relevant theoretical background regarding interest region detection, performance criteria and a process by which GP is able to evolve image operators. Section 3 discusses what scale-invariant detection is and how it can be performed, reviews
relevant state-of-the-art and introduces the proposed detection algorithms. In Sect. 4, the experimental setup is described along with results of benchmark tests. Finally, concluding remarks are given in Sect. 5 along with an outline of possible future work.

2 Background

This section describes common interest operators and how GP can be used to automatically synthesize operators that are capable of detecting interesting image pixels.

2.1 Interest Operators

The following discussion centres on operators that were developed for interest point detection, the simplest type of interest region (see Fig. 3). However, these interest measures can also be used to construct scale-invariant region detectors using an appropriate problem modeling [17]. What is required is an analytical perspective that accounts for scale-related transformations, and this framework is provided by the concept of scale space; more on this topic is discussed in Sect. 3. Nevertheless, the concepts described and the desired traits presented for interest point detection can be extrapolated quite easily to the more general scale-invariant regions without any loss of generality [17].

Interest point detection resulted from research devoted to corner detection. A common taxonomy contains three principal classes: contour-based methods [25, 26], parametric model-based methods [27, 28] and intensity-based methods [11, 16, 29–33]. The class of corner detectors that operate directly on the intensity image are more appropriately referred to as interest point detectors. A measure of how interesting an image region is can be computed using a mapping $K : \mathbb{R}^+ \rightarrow \mathbb{R}$, or interest operator, where different region detectors employ a different $K$. Applying $K$ to an image $I$ yields what can be understood as an interest image $I^*$. Then, most detectors follow the same process: (1) non-maxima suppression that eliminates pixels that are not local maxima and (2) a thresholding step that obtains the final set of points; both of the final steps are tuned empirically and can be seen in Fig. 3.

![Fig. 3](image-url) A look at interest point detection: **Left**, an input image $I$; **Middle**, interest image $I^*$; **Right**, detected points after non-maximum suppression and thresholding superimposed on $I$.
To begin with, some operators base their interest measure $K$ on the local autocorrelation matrix $A$, which characterizes the gradient distribution around each pixel with

$$A(x, \sigma_I, \sigma_D) = \sigma_D^2 \cdot G_{\sigma_I} \ast \left[ \begin{array}{ccc} L_x^2(x, \sigma_D) & L_x(x, \sigma_D)L_y(x, \sigma_D) & L_y^2(x, \sigma_D) \\ L_x(x, \sigma_D)L_y(x, \sigma_D) & L_y^2(x, \sigma_D) & \end{array} \right] ,$$  

(1)

where $\sigma_D$ and $\sigma_I$ are the derivation and integration scales, respectively; $L_u(x, \sigma_D)$ is the Gaussian derivative in direction $u$ of image $I$ at point $x$ given by

$$L_u(x, \sigma_D) = \frac{\delta}{\delta u} G_{\sigma_D} \ast I(x) ,$$

$G_\sigma$ is a Gaussian smoothing function with standard deviation $\sigma$ ($\sigma_D = 1$ is used unless noted otherwise). Detectors based on $A$ include those proposed by Harris and Stephens [11], Förstner [32] and Shi and Tomasi [33], with:

$$K_{\text{Harris} \& \text{Stephens}}(x) = \det(A) - k \cdot \text{Tr}(A)^2 ,$$

$$K_{\text{Förstner}}(x) = \frac{\det(A)}{\text{Tr}(A)} ,$$

$$K_{\text{Shi} \& \text{Tomasi}}(x) = \min \{ \lambda_1, \lambda_2 \} ,$$

where $\lambda_1$ and $\lambda_2$ are the two eigenvalues of $A$. The definition of $A$ is as in [3], used with the so-called Improved Harris detector. Beaudet [16] proposed the determinant of the Hessian, which is proportional to the Gaussian curvature, as an interest measure

$$K_{\text{Beaudet}}(x) = I_{xx}(x) \cdot I_{yy}(x) - I_{xy}(x) ,$$

where $I_u(x)$ is the image derivative in direction $u$. Wang and Brady [31] characterized the curvature response using the Laplacian and the gradient magnitude,

$$K_{\text{Wang} \& \text{Brady}}(x) = (\nabla^2 I(x))^2 - s|\nabla I(x)|^2 .$$

Kitchen and Rosenfeld [30] presented an interest measure aimed at detecting image corners, which is given by the product between the gradient magnitude and the magnitude of the change of direction of the gradient,

$$K_{\text{Kitchen} \& \text{Rosenfeld}}(x) = \frac{I_{xx}(x)I_y^2(x) + I_{yy}(x)I_x^2(x) - 2I_{xy}(x)I_y(x)I_x(x)}{I_x^2(x) + I_y^2(x)} .$$

Smith and Brady [34] designed the SUSAN detector, which deviates from the detectors described up to now, in that it does not base its interest measure on a derivative-based image operator and instead employs a geometric criteria that explicitly searches for image corners. However, it has been reported to perform poorly in some comparative tests [35].
2.2 Performance Criteria

The main properties that interest points, and more generally interest regions, are expected to fulfil are that they must be invariant to image transformations and must represent a sparse sampling of the image, thus suggesting that they are unique and stable within an image. Therefore, before describing the GP approach used to synthesize interest operators, two measures are presented that quantify these properties and are, subsequently, used as the primary optimization criteria: the repeatability rate and the amount of point dispersion.

2.2.1 Repeatability Rate

The performance measure employed to evaluate an operator’s stability is the repeatability rate that captures how detection is independent of the imaging conditions [3]. An interest point $x_1$, detected in image $I_1$, is repeated in image $I_i$ if the corresponding point $x_i$ is detected in image $I_i$. In the case of planar scenes, a relation between points $x_1$ and $x_i$ can be established with the homography $H_{1,i}$, where

$$x_i = H_{1,i} x_1 .$$

The repeatability rate measures the number of repeated points between both images with respect to the total number of detected points. However, parts of image $I_1$ may not appear on the transformed image $I_i$. In order to account for this, repeated and detected points are only counted if they lie in the common parts of image $I_1$ and image $I_i$. Furthermore, a small amount of detection error needs to be taken into account, because exact localization is not paramount for all applications. A repeated point is said to be detected at pixel $x_i$ if it lies within a given neighbourhood of $x_i$ of size $\varepsilon$; all the experiments use $\varepsilon = 1.5$ pixels (see Fig. 4). The set of point pairs $(x_1^c, x_i^c)$ that lie in the common part of both images and correspond within an error $\varepsilon$ is defined by

$$R_{li}(\varepsilon) = \{(x_1^c, x_i^c) | dist(H_{1,i}x_1^c, x_i^c) < \varepsilon\} .$$
Thus, the repeatability rate $r_i(\varepsilon)$ of points extracted from image $I_i$ with respect to points from image $I_1$ is defined by the following equation:

$$r_i(\varepsilon) = \frac{|R_i(\varepsilon)|}{\min(|\gamma|, |\gamma_i|)},$$

where $\gamma_1 = |\{x_1^i\}|$ and $\gamma_i = |\{x_i^j\}|$ are the total number of points extracted from image $I_1$ and image $I_i$, respectively. The ratio $r_i$ employs the minimum of detected points because it is assumed that when the transformation $H_{1,i}$ causes $\gamma_1 \neq \gamma_i$, the minimum represents an upper bound on the total number of repeatable points. Results presented in [3] suggest that the Improved-Harris operator has the best stability, outperforming every other detector included in the survey. These results have contributed into making the Harris detector the most widely used in computer vision applications. However, the list of compared detectors is not exhaustive; for example, it leaves out [16] and [30].

### 2.2.2 Point Dispersion

Global separability between extracted points suggests that most images will have interest points that are not crowded together on isolated regions of the image plane. Furthermore, if interest points are spread out across the image, then it is more likely that said points will be determinately different amongst themselves and when compared with the rest of the image pixels. Obviously, this property is image dependent and requires a priori knowledge of the expected number of points and their distribution within the image plane. Nevertheless, it is a useful measure for how well an interest operator is able to sample the information contained within the image. When considering the property of global separability, a metric that quantifies the amount of point dispersion can be obtained using an entropy measure. Hence, entropy is computed from the partition $\{\mathcal{I}_j\}$ of the spatial dimensions of the image plane $I$. Therefore, $\mathcal{D}$ is the entropy value of the spatial distribution of detected interest points within the image plane, given by

$$\mathcal{D}(I,X) = -\sum P_j \cdot \log_2(P_j),$$

where $P_j$ is approximated by the 2D histogram of the position of points found in $I$. The image is divided into a 2D grid, where each bin has a size of $8 \times 8$ pixels. The probabilities are computed by $P_j = \frac{\Gamma(x,y)}{\gamma}$, where $\Gamma(x,y)$ is the number of interest points contained within bin $(x,y)$ and $\gamma$ is the total number of detected points.

### 2.3 Constructing Interest Operators with GP

Trujillo and Olague [12, 13, 36] presented a GP-based approach for the automatic synthesis of interest operators used for interest point detection. Defining an operator $K$ was formulated as an optimization problem where an aggregate objective function $f(K)$ promotes a high average repeatability rate $r_{K,J}(\varepsilon)$ on a training image
The training sequence \( J \) includes a reference image \( I_0 \) and \( m \) test images \( J = [I_0, I_1, \ldots, I_m] \). Furthermore, \( f(K) \) also promotes a high point dispersion \( \mathcal{D} \) on the reference image \( I_0 \). The Function and Terminal sets, \( F \) and \( T \) respectively, include primitive operations common in many interest operators (see Sect. 2.1) such that

\[
F = \{+, |, -, |, |I_{\text{out}}|, *, \div, I_{\text{out}}^2, \sqrt{I_{\text{out}}}, \log_2(I_{\text{out}}), EQ(I_{\text{out}}), k \cdot I_{\text{out}} \} \\
\cup \left\{ \frac{\delta}{\delta x} G_{\sigma D}, \frac{\delta}{\delta y} G_{\sigma D}, G_{\sigma = 1}, G_{\sigma = 2} \right\},
\]

\( T = \{I, L_x, L_{xx}, L_{xy}, L_{yy}, L_y\} \),

where \( I \) is the input image, and \( I_{\text{out}} \) can be any of the terminals in \( T \) as well as the output of any of the functions in \( F \); \( EQ(I) \) is an histogram normalization operation; \( L_u \) are Gaussian image derivatives along direction \( u \); \( G_\sigma \) are Gaussian smoothing filters; \( \frac{\delta}{\delta u} G_{\sigma D} \) represents the derivative of a Gaussian function and the constant \( k = 0.05 \). The aggregate objective function was defined as

\[
f(K) = r_{K,J}(\varepsilon) \cdot \phi_x^\alpha \cdot \phi_y^\beta \cdot N_{\gamma}^\gamma,
\]

where the exponential weights are set to: \( \alpha = 20, \beta = 20 \) and \( \gamma = 2 \). The terms \( \phi_u \) promote global separability; they behave like sigmoidal functions in a specified interval,

\[
\phi_u = \begin{cases} 
1 & \text{when } \mathcal{D}_u < \mathcal{D}_u^{\text{max}}, \\
\frac{1}{1 + e^{-a_u(\mathcal{D}_u - c_u)}} & \text{otherwise}.
\end{cases}
\]

\( \mathcal{D}_u \) is the dispersion along direction \( u \) on the reference image \( I_0 \). Values for \( \phi_u \) are thresholded in order to discourage individuals that exploit the separability term, with experimentally chosen values set for \( D_y^{\text{max}} = 5 \) and \( D_x^{\text{max}} = 5.9 \), and \( a_x = 7, c_x = 5.05, a_y = 6 \) and \( c_y = 4.3 \). The final term,

\[
N_{\gamma} = \left( \frac{\text{extracted points}}{\text{requested points}} \right)^\gamma,
\]

is a penalizing factor that reduces the fitness value for detectors that return less than the number of requested points, set to 500 for the training set employed.

### 2.4 Conceptual Search Space

Figure 5 presents a high-level view of the space \( \Omega \) of possible interest operators constructed with primitives from \( \{F \cup T\} \). This conceptual space can be a useful tool to comprehend what the GP process considers during its search by further partitioning \( \Omega \) into a reasonable set of easily identifiable subspaces. One possible subspace is \( \Omega_\delta \subset \Omega \), which contains operators that use image derivatives, taken from \( T \), to obtain an interest measure. Figure 5 also shows the subspace of operators that rely on measures based on the local autocorrelation matrix \( \Omega_A \); due to the manner in which \( A \) has been defined, the relation \( \Omega_A \subset \Omega_\delta \) is true. Both \( \Omega_A \) and \( \Omega_\delta \) group
operators are based on their structure and not their functionality, in other words, based on their genotype and not on their phenotype. On the other hand, a subspace $\Omega_\beta \subset \Omega$ contains operators that extract a measure related to surface curvature. In this case, $\Omega_\beta$ contains operators with similar functionality, and its intersection with other subspaces, those based on structure, may or may not be empty. When a one-to-one correspondence between structure and functionality cannot be expected [37], the distinction is essential. For example, consider function approximations, such as the response of a Laplacian-of-Gaussian (LoG) filter approximated by a Difference-of-Gaussian (DoG) filter, two operators that are quite different based on their genotype while at the same time have similar functionality.

2.5 Previous Results

Trujillo and Olague [12, 13] presented two operators synthesized with the GP search described above: $K_{IPGP1}$ and $K_{IPGP2}$; the acronym IPGP represents Interest Point detection with Genetic Programming. These operators outperformed or matched all previous manmade designs on standard tests [38], and are defined as

$$K_{IPGP1} = G_{\sigma=2} * (G_{\sigma=1} * I - I),$$  \hfill (10)

$$K_{IPGP2} = G_{\sigma=1} * (L_{xx}(x, \sigma_D = 1) \cdot L_{yy}(x, \sigma_D = 1) - L_{xy}^2(x, \sigma_D = 1)).$$  \hfill (11)

$K_{IPGP1}$ identifies corners, edges and blobs with salient low-intensity regions. Its additive inverse extracts salient high-intensity regions. $K_{IPGP2}$, on the other hand, is a modified version of the operator proposed by Beaudet [16]. Figure 6 presents sample points extracted with $K_{IPGP2}$, and shows how they can be used in the stereo correspondence problem.

Further experimental runs of the GP suggest that a plateau of local maxima exists within the neighbourhood of $K_{IPGP1}$ because several runs produced operators that are genetically similar to $K_{IPGP1}$. A total of 30 additional runs were carried out, from which 12 failed to converge to useful results, and the remaining 18 are shown in Ta-
Table 1 Evolved interest operators. The Table is divided into three subsets that group operators in accordance with their genetic material. In addition, the Table is made up of five columns: Name (the identification name for each operator); Operator (the mathematical expression); Run (the run numbers in which the operator was produced); Fitness (the fitness of the operator) and $r_J^\star$ (the average repeatability rate computed on the training sequence).

<table>
<thead>
<tr>
<th>Name</th>
<th>Operator</th>
<th>Run</th>
<th>Fitness</th>
<th>$r_J^\star$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPGP1</td>
<td>$G_2^*</td>
<td>I - G_2^*I</td>
<td>^2$</td>
<td>3, 28</td>
</tr>
<tr>
<td>IPGP3</td>
<td>$G_1^*G_1^*G_2^<em>G_2^</em>(G_1^*I - I)$</td>
<td>5</td>
<td>83.98</td>
<td>95.9</td>
</tr>
<tr>
<td>IPGP4</td>
<td>$G_2^*G_2^<em>G_2^</em>(G_2^*I - I)$</td>
<td>7</td>
<td>85.98</td>
<td>96.35</td>
</tr>
<tr>
<td>IPGP5</td>
<td>$G_1^<em>G_2^</em></td>
<td>I - G_1^*I</td>
<td>^2$</td>
<td>19</td>
</tr>
<tr>
<td>IPGP6</td>
<td>$G_2^*G_2^<em>G_1^</em>(I - G_2^*I)$</td>
<td>15</td>
<td>78.13</td>
<td>94.84</td>
</tr>
<tr>
<td>IPGP7</td>
<td>$G_2^*2\cdot L_{yy} + 2\cdot L_{xx}$</td>
<td>4, 9</td>
<td>78.33</td>
<td>94.92</td>
</tr>
<tr>
<td>IPGP8</td>
<td>$G_2^<em>[L_{xx} + 2\cdot G_2^</em>(L_{xx} + L_{yy})^2]$</td>
<td>11</td>
<td>73.86</td>
<td>90.54</td>
</tr>
<tr>
<td>IPGP9</td>
<td>$G_2^*G_2^*2\cdot L_{yy} + 2\cdot L_{xx} + L_{xy}$</td>
<td>16</td>
<td>80.3</td>
<td>93.44</td>
</tr>
<tr>
<td>IPGP10</td>
<td>$G_2^*[L_{yy} + L_{xx}]$</td>
<td>18, 20</td>
<td>77</td>
<td>92.81</td>
</tr>
<tr>
<td>IPGP11</td>
<td>$G_1^*\left(\frac{G_1^*I}{(G_1^*G_1^*I)^3}\right)$</td>
<td>21</td>
<td>78.23</td>
<td>92.44</td>
</tr>
<tr>
<td>IPGP12</td>
<td>$\frac{G_2^*I^2}{(G_1^*I)^2}$</td>
<td>22</td>
<td>72.67</td>
<td>91.91</td>
</tr>
<tr>
<td>IPGP13</td>
<td>$G_2^<em>G_2^</em>[G_2^*I(G_2^*G_1^*I - I)]$</td>
<td>6</td>
<td>85.72</td>
<td>96.37</td>
</tr>
<tr>
<td>IPGP14</td>
<td>$G_2^<em>G_2^</em>[G_2^*G_2^<em>G_2^</em>(G_2^*G_2^*I - I)]$</td>
<td>23</td>
<td>85.94</td>
<td>96.5</td>
</tr>
<tr>
<td>IPGP15</td>
<td>$G_2^*[G_2^<em>G_2^</em></td>
<td>I - G_1^*I - G_2^*G_2^*I</td>
<td>$</td>
<td>24</td>
</tr>
<tr>
<td>IPGP16</td>
<td>$G_2^<em>G_2^</em>[G_2^*G_2^*I^2 - I^2]$</td>
<td>30</td>
<td>84.63</td>
<td>96.8</td>
</tr>
</tbody>
</table>

* To obtain $r_J^\star$, the size of the neighbourhood $W$ for non-maximum suppression was set to $n = 2$.

![Fig. 6 A stereo pair taken at the EvoVisión Laboratory; notice how interest points can be used to compute the correspondence between both images, which are repeatable. Interest points are extracted with the $K_{IPGP2}$ operator [12, 13]](image)
Detecting Scale-Invariant Regions Using Evolved Image Operators

the first group contains operators similar to $K_{IPGP1}$; (2) the next group contains operators that employ image derivatives and specifically perform a Laplacian operation and the final group (3) contains a variety of unorthodox and structurally large operators. The first group is of interest here due to the simplicity and high performance scores. Furthermore, groups 1 and 2 can be taken to be functionally equivalent, emphasizing more the type of image operations preferred by the GP search process. From these, $K_{IPGP1^*}$ is chosen because it represents a close neighbour, both in the function space and fitness space, of $K_{IPGP1}$.

$$K_{IPGP1^*} = G_{\sigma=2} * |G_{\sigma=1} * I - I|^2.$$ (12)

$K_{IPGP1^*}$ identifies maxima related to both $K_{IPGP1}$ and its additive inverse.

**Proposition 1.** Both $K_{IPGP1}$ and $K_{IPGP1^*}$ are proportional to DoG (Difference-off-Gaussian) filters, if we assume that image $I$ is derived from an unknown image $\hat{I}$ blurred with a Gaussian of unknown standard deviation $\hat{\sigma}$ such that $I = G_{\hat{\sigma}} * \hat{I}$ and

$$G_{\sigma} * I - I = G_{\sigma} * G_{\hat{\sigma}} * \hat{I} - G_{\hat{\sigma}} * \hat{I} \propto G_{\sigma+\hat{\sigma}} * \hat{I} - G_{\hat{\sigma}} * \hat{I} = (G_{\sigma+\hat{\sigma}} - G_{\hat{\sigma}}) * \hat{I}.$$ (13)

Based on Proposition 1, $K_{IPGP1}$ and $K_{IPGP1^*}$ are approximations of the 2D LoG function or of the Mexican hat wavelet (see Fig. 7). In image processing, these type of operators are often used for edge detection. However, some authors have employed similar operators to detect interesting image regions [14, 24]. Furthermore, the methodology described in this chapter is meant to promote the discovery of operators that fulfill a certain set of performance criteria without any restrictions on how these operators have been used before. Thus, some of the operators presented in Table 1, for instance, may seem unorthodox or counter intuitive.

![Fig. 7 Proposed scale-invariant interest operators](image)

### 3 Scale-Invariant Region Detection

The discussion now turns to scale-invariant detection, how it is performed and how it is evaluated. The reader will note that it is a straightforward transition from interest point detection. However, the concept of scale and how it is employed to detect regions on an image must first be clarified, which is done next.


3.1 Scale Space

Lindeberg [24] provides a useful, if not formal, concept of scale in the following sentence¹:

The scale parameter should be interpreted only as an abstract scale parameter implying a weak ordering property of objects of different size without any direct mapping from its actual value to the size of features in a signal represented at that scale.

Scale space is as a multi-scale representation of image information, which is obtained by embedding an image within a family of derived signals that depend on a single parameter: the scale \( t \) [24].

**Definition 1.** Given a signal \( f : \mathbb{R}^D \rightarrow \mathbb{R} \), the linear scale space representation \( L : \mathbb{R}^D \times \mathbb{R} \rightarrow \mathbb{R} \) of \( f \) is given by the solution to the diffusion equation

\[
\delta_t L = \frac{1}{2} \nabla^2 L = \frac{1}{2} \sum_{i=1}^{D} \delta_{x_ix_i} L ,
\]

with the initial condition \( L(\cdot;0) = f(\cdot) \), for which the Green function solution is the Gaussian kernel. Equivalently, it is possible to define the scale space as the family of derived signals obtained by convolving a signal \( f \) with Gaussian filters at different scales \( t \) (standard deviation),

\[
L(\cdot;t) = G_t \ast f(\cdot) .
\]

The scale space representation has been cited as a canonical model for biological vision considering the results obtained in neurophysiological studies [39]. Lindeberg [40] defines a principle for scale selection that determines the scale at which image features should be analysed.

In the absence of other evidence, assume that a scale level, at which some (possibly non-linear) combination of normalized derivatives assumes a local maximum over scales, can be treated as reflecting a characteristic length of a corresponding structure in the data.

Scale-normalized derivatives are made to be constant over different scales [24], invariant to the scale at which a given feature, such as an edge or corner, is observed; a scale-normalized derivative \( D \) of order \( n \) is given by

\[
D_{i_1,\ldots,i_n}(x;t) = t^n L_{i_1,\ldots,i_n}(x;t) .
\]

Operators that employ scale-normalized derivatives are said to be scale normalized themselves. Nevertheless, according to Lindeberg, the principle for scale selection ... must be verified empirically, and with respect to the type of problem it is to be

---

¹ Lindeberg goes on to give a formal derivation of scale space; however, the concepts presented here are sufficient for the present discussion.
applied to. Hence, we can expect that a GP search is a valid approach to construct an interest operator from a possibly non-linear combination of normalized derivatives [24].

### 3.2 Characteristic Scale Selection

From an algorithmic perspective, selecting a characteristic scale for local image features is a process in which local extrema of a function response are found over different scales [40]. Given a function or interest operator $K(x, t_i)$ that computes an interest measure for each image pixel $x$ at different scales $t_i$, we can assume that the characteristic scale at $x$ is $t_n$ if

$$K(x, t_n) > \sup \{ K(x_W, t_n), K(x_W, t_{n-1})K(x_W, t_{n+1}) | \forall x_W \in W, x_W \neq x \}$$

$$\land K(x, t_n) > h$$

where $h$ is a filtering threshold and $W$ is a $n \times n$ neighbourhood around $x$. This process, similar to what is done for interest point detection, returns a set of local scale-invariant regions, each centred on an image pixel $x$ with an associated characteristic scale $t_n$. Scale invariance is achieved because $t_n$ will vary proportionally with the scale at which the scene feature is observed [17]. This can be observed by defining the size of a given interest region as linearly proportional to its characteristic scale; an example is shown in Fig. 8.

### 3.3 State-of-the-Art Scale-Invariant Detectors

A brief review of some of the most important literature on scale-invariant feature detection follows. To begin with, Lindeberg [40] presented a scale-adapted Laplacian operator for image feature extraction. Lowe [14] proposed a scale space pyramid where characteristic scale selection was carried out based on local extrema extracted from DoG filters. Mikolajczyk and Schmid [17] gave a comparison of different
scale-invariant detectors, including the DoG of Lowe [14] and Lindeberg’s [40] Laplacian, along with two detectors they termed the Harris–Laplace and Hessian–Laplace [17]. The Harris–Laplace and Hessian–Laplace schemes detect interest points at different scales, using the scale-adapted Harris and Beaudet operators, respectively, and identify extrema in scale space through a Laplacian operation. Mikolajczyk and Schmid showed, with some experimental results, that their two-stage process can detect regions in a more stable manner than the detectors proposed in [14, 40]. Nonetheless, all the aforementioned scale-invariant detectors work explicitly with the concept of scale space and follow the same basic process of extrema detection given the response of an interest operator, most of which have been used for interest point detection, with the added scale dimension.

Kadir and Brady [41] proposed another scale-invariant detector based on an entropy measure not derived from an explicit scale space analysis. For each image pixel, an intensity histogram is made in a circular region of radius $s$, the scale. The entropy is computed and local maxima are selected as candidate scales for each region.

The discussion now turns towards describing an implementation of scale-invariant region detectors that are based on the simplest designs found by the GP search described in Sect. 2.3. The operators employed are very compact, especially compared to some of the more elaborate techniques mentioned above, and obtain comparatively high performance scores on standard tests.

### 3.4 New Scale-Invariant Region Detectors

The choice was made to build two scale-invariant region detectors based on the $K_{IPGP1}$ and $K_{IPGP1}^*$ operators, for two reasons. First, both exhibit the simplest designs found by the GP search process, a feature that can be of important significance due to the additional computational complexity that is introduced with the added scale dimension [17]. Thus, these detectors avoid computationally costly image derivations. Operators with higher computational costs translate poorly to application domains that have strict time requirements, such as vision-based navigation on a mobile robot. Second, both operators gave some of the highest performance scores on interest point detection problems, showing stable and robust detection.

Moreover, as stated in Proposition 1, both operators apply DoG filtering, which is a known approximation of the Laplacian operation that is used by the four state-of-the-art detectors presented for comparison [14, 17, 40]. In addition, the additive inverse of $K_{IPGP1}$ is also included in the experimental comparison, hereafter called $-K_{IPGP1}$, with the intention of illustrating the complementary regions both extract, and how $K_{IPGP1}^*$ is related to both. Therefore, the scale-invariant operators, $K_{IPGP1}$, $-K_{IPGP1}$ and $K_{IPGP1}^*$, are embedded into the linear scale space representation, such that

$$K_{IPGP1_{ij}}(x;t) = G_{t_{ij}} \ast (G_{t_{ij}} \ast I(x) - I(x)),$$  
(18)

$$K_{IPGP1^*_{ij}}(x;t) = G_{t_{ij}} \ast |G_{t_{ij}} \ast I(x) - I(x)|,$$  
(19)
where \( j = 0, 1, \ldots, M \), and \( M \) represents the total number of scales to be analyzed. The operators presented above differ from the original measures presented in Sect. 2.5, for the following reasons. First, for \( K_{IPGP1} \), the two Gaussian’s are set to the same scale \( t_i \). It was unclear how to increment the scale parameter of each Gaussian separately in scale space; the important relation that the choice maintains is \( \sigma_1 > \sigma_2 \) in the DoG filter applied by \( K_{IPGP1} \). Second, for \( K_{IPGP1^*} \), the square of the absolute difference has been omitted because it was experimentally found that it behaved as an intron, lacking any associated fitness gain in scale-invariant detection.

The detection process for the proposed operators is carried out as follows. First, \( M = 20 \) scales are considered and the scale parameter is such that \( t_j = 1.2^j \), which implies a factor of 1.2 between adjacent scales. Therefore, the finest and coarsest scales are given by \( t_0 = 1 \) and \( t_M = 1.2^M \), respectively. However, interest regions are only extracted from scales between \( j = 1 \) and \( j = 20 \), because a finer and coarser scale is necessary for characteristic scale detection at scale \( t_j \) (see Eq. 17). Hence, the coarsest possible region will have an associated scale \( t_n = 38.33 \) while the scale of the finest regions will be \( t_n = 1.2 \).

As mentioned above, [14] also employs a DoG filtering process; nevertheless, important differences exist related to the manner in which scale space is used. In [14], DoG filters are applied between adjacent scales, \( t_j \) and \( t_{j+1} \), and each scale response is sub-sampled in order to construct a pyramid representation, which allows a constant size for their filter mask. On the other hand, the detectors implemented

![Fig. 9](image_url) Scale-invariant region detection with \( K_{IPGP1^*} \). (Left), An input image \( I \). (Middle), interest image \( I^* \) computed at each scale. (Right), Detected regions after characteristic scale selection. Regions are drawn with a circle of radius \( 3 \cdot t_n \).
here apply the interest operator using each scale $t_j$ and the initial image $I$ with $t = 0$, which lacks any additional Gaussian smoothing; furthermore, no sub-sampling takes place in scale space. The complete process is depicted graphically in Fig. 9.

### 3.5 Evaluating Scale-Invariant Region Detectors

Before experimental performance is discussed, a slightly modified repeatability rate must first be described, one that considers the scale change transformations. It is similar to the repeatability rate presented in Sect. 2.2, following the same basic principles with the added difference that now the compared regions will have different sizes as opposed to the constant size used for evaluation of interest points. For this reason, Eq. 3 needs to be augmented before obtaining a repeatability score $r_{Ii}(\varepsilon)$ between an image $I_1$ and a transformed image $I_i$. Now, two regions, $\lambda_1$ and $\lambda_i$, are said to correspond if Eq. 3 holds, where the centre of each region corresponds to $x_1$ and $x_i$, and the overlap error in the image area that is covered by the regions is below a certain threshold $\varepsilon_t$,

$$1 - s^2 \frac{\min(t_1^2, t_i^2)}{\max(t_1^2, t_i^2)} < \varepsilon_t ,$$

(20)

where $t_1$ and $t_i$ are the associated scales for regions $\lambda_1$ and $\lambda_i$, $s$ is the actual scale factor recovered from the homography $H_{1,i}$ between images $I_1$ and $I_i$ [17] and $\varepsilon_t = 0.4$.

---

**Fig. 10** The reference image (right) and a transformed image (left) for each testing sequence. (a) Boat ($N = 5$, rotation & scale), (b) Asterix ($N = 16$, scale), (c) Bip ($N = 8$, scale), (d) Laptop ($N = 20$, scale), and (e) Van Gogh ($N = 16$, scale)
4 Experimental Evaluation

Figure 11 is a qualitative comparison that shows interest regions extracted by each detector. It is possible to observe how $K_{IPGP1}$ and its additive inverse extract complementary regions while $K_{IPGP1^*}$ extracts a combination of maxima from both. Furthermore, all operators exhibit performance similarities. However, the detectors based on evolved operators are slightly better on most sequences. Figure 12 is a quantitative comparison of each detector; it presents the repeatability rate on five different image sequences (see Fig. 10). The performance graphics plot the images in the sequence and the repeatability rate with respect to the base image. Each

---

**Fig. 11** Sample image regions. Regions are shown with circles of radius $r = 3 \cdot t_n$ pixels, with $t_n$ the regions characteristic scale

**Fig. 12** Repeatability of each detector in the comparison for each test sequence
image in the sequence is progressively transformed. For example, the viewpoint of image 4 is closer to that of the base image than the viewpoint of image 10 in the BIP sequence [38].

5 Concluding Remarks and Future Work

This chapter presented scale-invariant detectors that are based on operators optimized through GP for high repeatability and global dispersion. The detectors were embedded into the linear scale space generated with a Gaussian kernel and compared with state-of-the-art detectors. Results show that the proposed detectors are, on average, better than state-of-the-art detectors based on the repeatability rate. In addition, the proposed operators maintain a simple structure, which is an advantage for real-time applications. This indicates that operators found by simulated evolution can outperform more elaborate manmade designs, a promising result that substantiates the belief that evolution will tend to find the simplest and most apt solution to a given problem. Successful evolution was made possible by correctly framing the search process with a fitness function that promotes the extraction of highly repeatable regions, a property that is useful in many vision applications. As possible future work, two extensions are suggested. First, employ an evolutionary search process that directly accounts for scale space analysis in its fitness evaluation. Special care would be required, however, in order to guarantee a computationally feasible implementation. Second, extend the use of evolved operators to extract affine covariant features, which is a much more challenging problem.
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Online Evolvable Pattern Recognition Hardware

Kyrre Glette, Jim Torresen, and Moritoshi Yasunaga

Abstract. We propose an evolvable hardware (EHW) architecture for pattern recognition. Compared to an earlier offline EHW pattern recognition approach, the proposed architecture is advantageous in its suitability for online adaptation while maintaining a very high recognition speed. With its support for virtual run-time reconfiguration, the architecture is suitable for implementation in an on-chip evolution system. Function level modules and data buses are employed in the architecture in order to reduce the search space. Furthermore, incremental evolution is applied, which shortens evolution time and allows for the evolution of a larger system. The use of incremental evolution also has the advantage of reducing the size of the evolution hardware in an on-chip evolution system. Variations in architecture parameters are explored, and it is found that the size of the system can be reduced at the cost of longer evolution time or lower recognition accuracy. The architecture is applied to a face image recognition task, for which a recognition accuracy of 96.25% is demonstrated. This result is better than the previously proposed offline EHW architectures.

1 Introduction

Pattern recognition systems requiring a low recognition latency or high throughput could benefit from a hardware implementation. Furthermore, if the systems are applied in time-varying environments, and thus need adaptability, online evolvable hardware (EHW) would seem to be a promising approach [1, 2].
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One approach to online reconfigurability is the virtual reconfigurable circuit (VRC)/virtual field programmable gate array (FPGA) method proposed by Sekanina and Ruzicka [3] and Haddow and Tufte [4]. This method does not change the bit-stream to the FPGA itself; rather, it changes the register values of a circuit already implemented on the FPGA, and obtains virtual reconfigurability. This approach has a speed advantage over reconfiguring the FPGA itself, and it is also more feasible because of proprietary formats preventing direct FPGA bitstream manipulation. However, the method requires considerable logic resources.

Experiments on image recognition by EHW were first reported by Iwata et al. [5]. A field programmable logic array (FPLA) device was utilized for recognition of three different patterns from black and white input images of 8×8 pixels. An EHW road image recognition system has been proposed in [6]. A gate array structure was used for categorizing black and white input images with a resolution of 8×4 pixels. Incremental evolution was applied in order to increase the evolvability.

A speed limit sign recognition system has been proposed in [7]. The architecture employed a column of AND gates followed by a column of OR gates, and then a selector unit. A maximum detector then made it possible to decide a speed limit from six categories. Incremental evolution was applied in two ways: each subsystem was first evolved separately, and then in a second step, the subsystems were assembled and the selector units were evolved. The input images were black and white and had a resolution of 7×5 pixels.

An EHW face image classifier system, Logic Design using Evolved Truth Tables (LoDETT), has been presented by Yasunaga et al. [8]. This system is capable of classifying large input vectors into several categories. It has also been successfully applied to sonar spectrum recognition and exon/intron boundary prediction in genome informatics [9]. For a face image recognition task, the input images have a resolution of 8×8 pixels of 8-bit greyscale values, belonging to 40 different categories. In this architecture, the classifier function is directly coded in large AND gates. The classification is based on detecting the category with the highest number of activated AND gates. Incremental evolution is utilized for this system too, where each module for detecting a category is evolved separately. The average recognition accuracy is 94.7% However, evolution is performed offline and the final system is synthesized. This approach provides rapid classification in a compact circuit, but lacks run-time reconfigurability.

The system we have developed earlier [10] addresses the reconfigurability by employing a VRC-like array of high-level functions. Online/on-chip evolution is attained, and therefore the system seems suited to applications with changes in the training set. However, the system is limited to recognizing 1 category out of 10 possible input categories. The system uses the same image database as [8] with the same input resolution.

The architecture proposed in this chapter expands to categorization of all 40 categories from the image database used in [8] while maintaining the online evolution features from [10]. The architecture has been changed to accommodate the
recognition of multiple categories. While a large number of inputs to the AND gates could be optimized away during circuit synthesis in LoDETT, the run-time reconfiguration aspect of the following architecture has led to a different approach employing fewer elements.

A large amount of literature exists on conventional face image recognition. A comprehensive survey can be found in [11]. Work on conventional hardware face recognition has been undertaken based on the modular PCA method [12]. However, the recognition speed (11 ms) is still inferior to the LoDETT system. Other topics for image processing have also been addressed using online EHW, such as image filters [13, 14] and image compression [15].

The next section introduces the architecture of the EHW system. Aspects of evolution are discussed in Sect. 3. Results from the experiments are given and discussed in Sects. 4 and 5. Finally, Sect. 6 concludes the chapter.

2 The EHW Architecture

The EHW architecture is implemented as a circuit whose behaviour and connections can be controlled through configuration registers. By writing the genome bitstream from the genetic algorithm (GA) to these registers, one obtains the phenotype circuit which can then be evaluated. This approach is related to the VRC technique as well as to the architectures in our previous works [10, 16].

![ONLINE EVOLVABLE SYSTEM TOP-LEVEL VIEW](image)

**Fig. 1** High-level system view. Classification is performed by the classification module while the CPU and the evaluation module perform evolution of better configurations.
2.1 Architecture Overview

A high-level view of the architecture can be seen in Fig. 1. The system consists of three main parts—the classification module, the evaluation module and the CPU. The classification module operates in stand-alone mode except for its reconfiguration, which is carried out by the CPU. In a real-world application, one would imagine some preprocessing module providing the input pattern and possibly some software interpretation of the classification result. The evaluation module operates in close cooperation with the CPU for the evolution of new configurations. The evaluation module accepts a configuration bitstring, also called genome, and calculates the fitness value of the phenotype circuit. This information is in turn used by the CPU for running the rest of the GA. By having a separate evaluation module for evaluation of phenotypes, the classification module can perform classification in parallel with the evolution process. When the entire system is implemented on an FPGA, the CPU will be an embedded processor, such as the PowerPC 405 core in Xilinx Virtex-II Pro or better FPGAs.

2.2 Classification Module Overview

The classifier system consists of $K$ category detection modules (CDMs), one for each category $C_i$ to be classified—see Fig. 2. The input data to be classified are presented to each CDM concurrently on a common input bus. The CDM with the highest output is detected by a maximum detector, and the number of this category will be output from the system. Alternatively, the system could also state the degree of certainty of a particular category by taking the output of the corresponding CDM and dividing by the maximum possible output. In this way, the system could also propose alternative categories in case of doubt.

Fig. 2 EHW classifier system view. The pattern to be classified is input to all of the category detection modules
2.3 Category Detection Module

Each CDM consists of $M$ “rules” or functional unit (FU) rows (see Fig. 3). Each FU row consists of $N$ FUs. The inputs to the circuit are passed on to the inputs of each FU. The 1-bit outputs from the FUs in a row are fed into an $N$-input AND gate. This means that all outputs from the FUs must be 1 for a rule to be activated. The outputs from the AND gates are connected to an input counter which counts the number of activated FU rows.

![Fig. 3 Category detection module. $N$ functional units are connected to an $N$-input AND gate. The output from $M$ AND gates are connected to an input counter](image)

2.4 Functional Unit

The FUs are the reconfigurable elements of the architecture. As seen in Fig. 4, each FU behaviour is controlled by configuration lines connected to the configuration registers. Each FU has all input bits to the system available at its inputs, but only one data element (e.g. one byte) of these bits is chosen. One data element is thus selected from the input bits depending on the configuration lines. This data is then fed to the available functions. The choice of functions for this application is detailed
in Sect. 2.5. In addition, the unit is configured with a constant value $C$. This value and the input byte are used by the function to compute the output from the unit.

The advantage of selecting which inputs to use is that one is not required to connect to all inputs. A direct implementation of the LoDETT system [8] would have required, in the image recognition case, $N = 64$ FUs in a row. Our system typically uses $N = 6$ units. The rationale is that not all of the inputs are necessary for pattern recognition. This is reflected in the don’t cares evolved in [8].

### 2.5 Face Image Recognition

The pattern recognition system has been applied to face image recognition. The fitness of the face recognition system is based on its ability to recognize the correct person from a range of different face images. The images are taken from the AT&T Database of Faces (formerly “The ORL Database of Faces”)\(^1\) which contains 400 images divided into 40 people with 10 images each. For each person, images are taken with variations such as different facial expressions and head tilt. The original resolutions of the images were $92 \times 112$ pixels, 8-bit greyscale. In our experiment, the images were preprocessed by downsampling to $8 \times 8$ pixels, 8-bit greyscale. This was done to reduce noise and the number of inputs to the system. The input pattern to the system is then 64 pixels of 8 bits each (512 bits in total) (see Fig. 5).

Based on the data elements of the input being 8-bit pixels, the functions available to the FU elements have been chosen as greater than and less than. Through experiments, these functions have been shown to work well, and intuitively, this allows for detecting dark and bright spots. Combined use of these functions for the same pixel makes it possible to define an intensity range. The constant is also 8 bits, and

\(^1\) [http://www.cl.cam.ac.uk/Research/DTG/attarchive/facedatabase.html](http://www.cl.cam.ac.uk/Research/DTG/attarchive/facedatabase.html)
Fig. 5 The original images are resampled to a resolution of $8 \times 8$ pixels before being fed to the inputs of the image recognition system.

The input is then compared to this value to give true or false as the output. This can be summarized as follows, with $I$ being the selected input value, $O$ the output and $C$ the constant value:

<table>
<thead>
<tr>
<th>$f$</th>
<th>Description</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Greater than</td>
<td>$O = 1$ if $I &gt; C$, else 0</td>
</tr>
<tr>
<td>1</td>
<td>Less than</td>
<td>$O = 1$ if $I &lt; C$, else 0</td>
</tr>
</tbody>
</table>

3 Evolution

This section describes the evolutionary process. The GA implemented for the experiments follows the Simple GA style [17]. The algorithm is written to be run on an embedded processor, such as the PowerPC 405 core [16]. Allowing the GA to run in software instead of implementing it in hardware gives an increased flexibility compared to a hardware implementation.

The GA associates a bit string (genome) with each individual in the population. For each individual, the EHW circuit is configured with the associated bit string, and training vectors are applied on the inputs. By reading back the outputs from the circuit, a fitness value can be calculated.

3.1 Genome

The encoding of each FU in the genome string is as follows:

<table>
<thead>
<tr>
<th>Pixel address (6 bit)</th>
<th>Function (1 bit)</th>
<th>Constant (8 bit)</th>
</tr>
</thead>
</table>

This gives a total of $B_{\text{unit}} = 15$ bits for each unit. The genome for one FU row is encoded as follows:

$$FU_1(15b)FU_2(15b)\ldots FU_N(15b)$$

The total amount of bits in the genome for one FU row is then, with $N = 8$, $B_{\text{tot}} = B_{\text{unit}} \times N = 15 \times 8 = 120$. 

3.2 Incremental Evolution of the Category Detectors

Evolving the whole system in one run would give a very long genome; therefore, an incremental approach is chosen. Each category detector $CDM_i$ is evolved separately, since there is no interdependency between the different categories. This is also true for the FU rows of each CDM. Thus, the evolution can be performed on one FU row at a time. This significantly reduces the genome size.

One then has the possibility of evolving $CDM_i$ in $M$ steps before proceeding to $CDM_{i+1}$. However, we evolve only one FU row in $CDM_i$ before proceeding to $CDM_{i+1}$. This makes it possible to have a working system in $K$ evolution runs (i.e., $1/M$ of the total evolution time). While the recognition accuracy is reduced with only one FU row for each CDM, the system is operational and improves gradually as more FU rows are added for each CDM.

3.3 Fitness Function

A certain set of the available vectors, $V_t$, are used for training of the system while the remaining, $V_v$, are used for verification after the evolution run.

Each row of FUs is fed with the training vectors ($v \in V_t$), and fitness is based on the row’s ability to give a positive (1) output for vectors $v$ belonging to its own category ($C_v = C_i$) while giving a negative (0) output for the rest of the vectors ($C_v \neq C_i$).

In the case of a positive output when $C_v = C_i$, the value $A$ is added to the fitness sum. When $C_v \neq C_i$ and the row gives a negative output (value 0), 1 is added to the fitness sum. The other cases do not contribute to the fitness value. The fitness function $F$ for a row can then be expressed as follows, where $o$ is the output of the FU row:

$$F = \sum_{v \in V_t} x_v$$

where

$$x_v = \begin{cases} A \times o & \text{if } C_v = C_i \\ 1 - o & \text{if } C_v \neq C_i \end{cases}$$

(1)

For the experiments, a value of $A = 64$ has been used. This emphasis on the positive matches for $C_i$ has shown to speed up the evolution.

3.4 Evolution Parameters

For the evolution, a population size of 30 is used. Elitism is used; thus, the best individual from each generation is carried over to the next generation. The (single point) crossover rate is 0.9, and therefore the cloning rate is 0.1. A roulette wheel selection scheme is applied. Linear fitness scaling is used with six expected copies of the best individual. The mutation rate is expressed as a probability for a certain number, $n$, of mutations on each genome. The probabilities are as follows:

<table>
<thead>
<tr>
<th>$n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(n)$</td>
<td>$10^{-9}$</td>
<td>$10^{-9}$</td>
<td>$10^{-3}$</td>
<td>$10^{-3}$</td>
</tr>
</tbody>
</table>
4 Results

This section presents the results of the experiments undertaken. The results are based on a software simulation of the EHW architecture.

4.1 Architecture Parameters

The architecture parameters, \( N \) and \( M \), i.e., the number of FUs in an FU row and the number of FU rows in a CDM, respectively, have been evaluated. As can be seen in Fig. 6, the number of generations required to evolve an FU row is dependent on the number of FUs in such a row.

A configuration with few FUs makes it difficult to find an FU row distinguishing between the right and wrong categories, thus increasing evolution time. Configurations with many FUs also suffer from increased evolution time; these configurations have the problem of a longer genome and thus a larger search space. For the current application, rows of \( N = 8 \) FUs are the easiest to evolve, but maximum fitness values have been evolved for FU rows with values of \( N \) down to 4. We have not seen any discernable connection between the number of FUs in an FU row and the recognition accuracy as long as the row could be evolved to a maximum fitness value.

However, increasing the number of FU rows for a category leads to an increase in the recognition accuracy, as seen in Fig. 7. As the number of FU rows increases, so does the output resolution from each CDM. Each FU row is evolved from an initial random bitstream, which ensures a variation in the evolved FU rows.

4.2 Recognition Accuracy

Ten evolution runs were conducted, each with a different selection of test vectors. That is, the 10% of the images used as test vectors were chosen differently in each evolution run. For \( K = 40, M = 8 \) and \( N = 6 \), an average recognition accuracy of 96.25% has been achieved. This result is slightly better than the average accuracy of 94.7% reported from the LoDETT system [8].

An experiment with varying number of training vectors has also been undertaken. One to nine training vectors were used for each category. The rest were used as test

![Fig. 6](https://via.placeholder.com/150) Generations required to evolve rows of different number of FUs to maximum fitness. Average over five evolution runs
Fig. 7 Accuracy obtained for varying number of FU rows. A fixed row size of 8 was used. Average over 20 runs

Fig. 8 Accuracy obtained for varying number of training vectors per category, with \( N = 6 \) and \( M = 10 \)

vectors for calculating the accuracy. The results can be seen in Fig. 8. The results are competitive to traditional image recognition algorithms’ results on the same dataset, such as Eigenfaces (around 90.0% for eight training vectors per category) [18] or Fisherfaces (around 95.0% for eight training vectors) [18], but other methods, such as KNR-based eigenspectra (97.8%) [19] or SVM (98%) [20], perform better.

4.3 Evolution Speed

For \( K = 40, M = 6 \) and \( N = 10 \), the average number of generations (over 10 runs) required for each evolution run (i.e., one FU row) is 219; thus, an average of 52,560 generations is required for the entire system. The average evolution time for the
system is 140 s on an Intel Xeon 5160 processor using 1 core. This gives an average of 0.6 s for one FU row or 23.3 s for 40 rows (the time before the system is operational). It is expected that a hardware implementation will yield lower training times, as the evaluation time for each individual will be reduced.

### 4.4 Hardware Implementation

A preliminary implementation of an FU row has been carried out for an FPGA in order to achieve an impression of resource usage. When synthesized for a Xilinx XC2VP30, eight FU rows of six FUs (for one CDM) give the following results:

<table>
<thead>
<tr>
<th>Resource</th>
<th>Used</th>
<th>Available</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-input LUTs</td>
<td>598</td>
<td>27,392</td>
<td>2</td>
</tr>
<tr>
<td>Slices</td>
<td>328</td>
<td>13,696</td>
<td>2</td>
</tr>
</tbody>
</table>

In this case, the data selector MUX in the FU is implemented by using time multiplexing, since directly implementing a $64 \times 8$-bit multiplexer for each FU requires many resources in the FPGA. The downside of time multiplexing is that each of the 64 pixels must be present on the inputs for a clock cycle before the classification can be made. With an estimate of maximum 10 cycles needed for the bit counter and the maximum detector, the system would require 74 clock cycles in order to classify a pattern. For a 100-MHz system, this would give more than 1 M classifications per second, i.e., less than 1 $\mu$s for one image.

### 5 Discussion

This section discusses the results and features of the proposed architecture as well as possible future modifications.

#### 5.1 Online Evolution

The main improvement of this system over the LoDETT system is the aspect of online evolution. This is achieved by adapting a VRC-like architecture, allowing for quick reconfiguration. A naive implementation of LoDETT for online evolution would have posed a problem because of the large AND gates (1024 inputs in the face image recognition case). The offline approach of LoDETT makes it possible to reduce the final FPGA circuit size by eliminating unused (don’t care) AND gate inputs during circuit synthesis, but this is not possible with an online approach. However, by selecting a subset of the input pixels for each image, the size of the circuit can be kept down. The drawback of this method is the extra cycles or FPGA resources needed for implementing the pixel selector MUXes. A positive side effect of the architecture change, compared to LoDETT, is the increased recognition accuracy.
5.2 Generalization and System Size

The system seems to be able to generalize better as more FU rows are added for each CDM. There is nothing that prevents these new rows from evolving into the same as the other rows, but the random initialization of the genome (and thus the FU row), combined with several possible solutions giving maximum fitness, seems to ensure a diversity, which is useful for generalization. This differs from the LoDETT system where each row is directly related to a training vector, and don’t cares are evolved for generalization.

Because of the tradeoff between classification accuracy (by using more FU rows) and HW resources, these parameters should be adapted according to the resources of the target HW platform. Moreover, the size of the system can be reduced by employing fewer FUs per FU row, at the cost of increased evolution time.

5.3 Real-Time Adaptation

Real-time adaptation can be achieved by having evolution running on one separate FU row in the evaluation module, implemented on the same chip as the operational classifier system. Thus, when there are changes in the training set (e.g. new samples are added), the FU rows can be re-evolved and replaced, one at a time, while the main classification module is operational using the currently best configuration. Since one FU row requires few hardware resources compared to the full classification module, little overhead is added.

5.4 Future Work

A full system-on-chip hardware implementation is planned. The GA will run on an embedded processor in a Xilinx FPGA. Evolution speed as well as recognition speed should be measured. Furthermore, it would be interesting to improve the architecture by dynamically adjusting the number of FUs and rows for each CDM, depending on its evolvability. Other architectural changes could also be considered, e.g. some kind of hierarchical approaches, for increased recognition accuracy or reduced resource usage. Partial reconfiguration could also be explored as a means of reducing the circuit size.

Second, variations of the architecture should be tested on other pattern recognition problems. Since the main advantage of this architecture is its very high recognition speed, applications requiring high throughput should be suitable. The LoDETT system has been successfully applied to genome informatics and other applications [21, 22]. It is expected that the proposed architecture also could perform well on similar problems, if suitable functions for the FUs are found.

6 Conclusions

An EHW architecture for a complex pattern recognition task has been proposed. The architecture supports run-time reconfiguration and is thus suitable for
implementation in an on-chip evolution system. The proposed architecture utilizes
data buses and higher-level functions in order to reduce the search space. In addi-
tion, evolution of the system follows an incremental approach. Short evolution time
is needed for a basic working system to be operational. Increased generalization
can then gradually be added. System size can be reduced at the cost of increased
evolution time or lower recognition accuracy. The classification accuracy has been
shown to be slightly better than earlier offline EHW approaches. The system seems
suitable for applications requiring high speed and online adaptation to a changing
training set.
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A Variant Program Structure in Tree-Based Genetic Programming for Multiclass Object Classification

Mengjie Zhang and Mark Johnston

Abstract. This chapter describes an approach to the use of genetic programming for multiclass object classification. Instead of using the standard tree-based genetic programming approach, where each genetic program returns just one floating point number that is then translated into different class labels, this approach invents a new program structure with multiple outputs, each for a particular class. A voting scheme is then applied to these output values to determine the class of the input object. The approach is examined and compared with the standard genetic programming approach on four multiclass object classification tasks with increasing difficulty. The results show that the new approach outperforms the basic approach on these problems. A characteristic of the proposed program structure is that it can easily produce multiple outputs for multiclass object classification problems, while still keeping the advantages of the standard genetic programming approach for easy crossover and mutation. This approach can solve a multiclass object recognition problem using a single evolved program in a single run.

1 Introduction

Object classification arises in a very wide range of applications, such as detecting faces from video images, recognizing digits from postal codes and diagnosing all tumours in a database of x-ray images. In these classification problems, there are usually three or more classes of examples to be distinguished. Clearly, performing these tasks manually is too expensive or too slow. Given the amount of image data that needs to be classified, computer-based solutions to many of these tasks would be of immense social and economic value.

A solution to an object classification task would involve a program that can correctly map an input vector describing an object image instance (such as a face image,
a coin image or a fingerprint image) to one of a small set of class labels. Manually writing such computer programs is difficult, time consuming and often infeasible: human programmers are often unable to identify all the subtle and interrelated conditions that are needed to distinguish between the different classes.

Derived from genetic algorithms, evolutionary programming, machine learning and automatic programming [1–3], genetic programming (GP) is a fast developing evolutionary learning and search paradigm [4–6]. Different from traditional learning and search methods such as hill climbing, gradient descent search and simulated annealing search [7], which usually take more advantage of the details of an individual creature and hence learn by the individual changes, the evolutionary learning process in GP learns by following a genetic beam search to produce a set of skilled survivors though these creatures do not themselves learn during their individual lifetime. In GP, solutions to a problem can be represented in different forms but are usually interpreted as computer programs. Darwinian principles of natural selection and recombination are used to evolve a population of programs towards an effective solution to specific problems. The flexibility and expressiveness of computer program representation, combined with the powerful capabilities of evolutionary search, make GP an exciting method to solve a great variety of problems. A strength of this approach is that evolved programs can be much more flexible than the highly constrained, parameterized models used in other techniques such as neural networks and support vector machines.

Since the early 1990s, a variety of GP systems with different representations have been developed. These include tree-based GP [4, 5], linear GP [8], graph-based GP [9, 10], linear-graph GP [11], grammar-based GP [12] and even machine code instruction-based GP [13]. Among them, tree-based or tree-like GP is one of the most commonly used representations and has been considered the standard GP method. While GP with this representation has been widely applied to producing expressions for symbolic regression problems, it has also been considered a promising approach for building reliable classification programs quickly and automatically, given only a set of example data on which a program can be evaluated. It has been successfully applied to real-world classification problems such as detecting and recognizing particular classes of objects in images [14–21], demonstrating the potential of GP as a general method to solve classification problems.

The standard tree-based GP evolves programs that map a vector of input values to a single real-valued output [4, 22–25]. For object classification tasks, this output must be mapped or translated into a set of class labels. For binary object classification problems, there is a natural translation of negative values to one class and positive values to the other class, which is relatively straightforward. For multiclass object classification problems, finding the appropriate region boundaries on the numeric value to separate the different classes well is much more difficult. Current solutions generally separate the program output space into distinct regions for different classes. These include a primary static method such as program classification map [24] or static range selection [25], and more complicated dynamic range selection [25] and centred and slotted dynamic class boundary determination [26].
Past works have demonstrated the effectiveness of these approaches for a number of object classification problems [27, 28].

In static methods, the program’s output space needs to be manually partitioned into fixed regions in a fixed order, resulting in either the expense of human experts on the task or inappropriate partitioning and hence poor performance. In dynamic methods, class boundaries can be automatically learnt or evolved, but they require much larger search space, which often results in unnecessarily complex programs [19, 26].

An alternative approach is to decompose a multiclass object classification problem into multiple binary object classification tasks first, and then apply GP to each binary object classification task [25]. While this approach can successfully avoid the problems of the multiple separate regions mentioned above, it has to evolve multiple programs or use multiple GP runs for a single multiclass object classification task. For a new unseen object image instance, the multiple evolved programs must be used together to predict which class this object image belongs to. Accordingly, the evolutionary training time and execution time of this approach could be quite long and often cannot meet the requirements of real-time applications.

Another alternative approach would be to use strongly typed GP in which the evolved programs return values of different data types [29]. However, evolving such programs is difficult because of the increased complexity of the set of operators and terminals required.

1.1 Goals

To avoid the problems described above, the goal of this chapter is to investigate a new program structure for multiclass object classification. Rather than using the standard tree structure to represent the evolved programs, each of which only returns a single floating point value from the root node that is then translated into different class labels, the proposed program structure will be able to produce multiple outputs, each corresponding to a class. The class label is then determined by simple voting, thus avoiding the painful class label translation step. On the other hand, we want the new structure/representation to keep (at least partially keep) the “shape” of the tree structure so that the advantages of the standard GP can be retained, for examples, the crossover and mutation operators can still be easily performed. To test the performance of this new structure, the GP system with this new program structure will be examined and compared with the standard GP system having the standard tree representation on a sequence of multiclass object classification problems of increasing difficulty.

1.2 Organization

The rest of the chapter is organized as follows. Section 2 briefly describes the background and related work. Section 3 describes the new program structure and related issues. Section 4 describes the image data sets for multiclass object classification.
tasks and experiment configurations. Section 5 presents the results with discussions. Section 6 draws the conclusions and gives future working directions.

2 Background

This section first describes the field of object recognition, then briefly reviews previous work on GP related to object classification and recognition, and finally overviews the class translation rule commonly used in the standard GP approach to multiclass object classification problems.

2.1 Object Classification and Recognition

Object recognition, also known as automatic object recognition or automatic target recognition, is a specific field and a challenging problem in computer vision and image understanding [30].

Traditionally, most research on object recognition involves four stages: preprocessing, segmentation, feature extraction and classification [31, 32]. The preprocessing stage aims to remove noise or enhance edges of the possible regions or objects in the input images. In the segmentation stage, a number of coherent regions and “suspicious” regions which might contain objects are usually located and separated from the entire images. The feature extraction stage extracts domain-specific features from the segmented regions. Finally, the classification stage uses these features to distinguish the classes of the objects of interest (separated regions). The features extracted from the images and objects are generally domain specific such as high-level relational image features. Data mining and machine learning algorithms are usually applied at the classification stage.

2.2 GP-Related Work to Object Classification and Recognition

Object recognition has been of tremendous importance in many application domains. Since the early 1990s, GP has been used for object classification and recognition in almost all of the application domains. These include military applications such as vehicle detection [15, 17, 33], human face recognition [20, 34], human eye and mouth recognition and detection [35, 36], character/letter recognition [5, 37], medical image classification and detection [19, 25], orthodontic landmark detection [38], shape and coin recognition and detection [18, 26], texture classification [22, 39] and other object detection and recognition [40, 41].

Due to space constraints, we cannot describe this big area in detail. More details of this area can be seen from a recent book [42], a recent special journal issue [43], recent EvoIASP proceedings and the special session on Evolutionary Computer Vision on IEEE Congress on Evolutionary Computation in recent years.
2.3 GP for Multiclass Object Classification: Class Translation Rule

As we will need to compare the GP approach with the new program structure to the basic GP approach, we now briefly review a common class translation rule used for multiclass object classification. This class translation rule is used to convert a single floating point number output from the root of an evolved program into a class label.

In the basic GP approach, we use a variant program classification map [24] or static range selection method [25], as the class translation rule. In this method, two or more pre-defined thresholds/boundaries are applied to the numeric output value of the genetic program and the ranges/regions between these boundaries are translated into different classes. This method is simple because these regions are set by the fixed boundaries at the beginning of evolution and remain constant during evolution.

If there are \( n \) classes in a classification task, these classes are sequentially assigned \( n \) regions along the numeric output value space from some negative numbers to positive numbers by \( n - 1 \) thresholds/boundaries. Class 1 is allocated to the region with all numbers less than the first boundary, class 2 is allocated to all numbers between the first and the second boundaries and class \( n \) to the region with all numbers greater than the last boundary. More formally, if we use \( v \) to represent an input feature vector for an instance in the classification problem, and \( p(v) \) to represent the output value of an evolved genetic program \( p \), then the class of the instance in the data set classified by program \( p \) will be determined as Eq.1.

\[
\text{class}(p, v) = \begin{cases} 
\text{Class 1}, & p(v) < T_1 \\
\text{Class 2}, & T_1 \leq p(v) < T_2 \\
\ldots & \ldots \\
\text{Class } i, & T_{i-1} \leq p(v) < T_i \\
\ldots & \ldots \\
\text{Class } n, & T_{n-1} \leq p(v) 
\end{cases}
\]  

where the output value of program \( p \) is a floating point number, and \( T_1, T_2, ..., T_{n-1} \) are static, pre-defined class boundaries (thresholds) along the floating point number space.

Although this class translation rule is easy to set and has achieved some success in several problems [19, 27], it has a number of disadvantages. First, the ordering of classes is fixed. For binary classification problems, we only need one boundary value (usually zero) to separate the program output space into two regions, which is quite reasonable. For multiple class problems, fixing the ordering of different classes is clearly not good in many cases, since it is very difficult to set a good ordering of different classes without sufficient prior domain knowledge. Second, the regions along the program output space are also fixed for these classes. In this way, we need to determine a number of additional parameters for the evolution. In practice, this is also hard and often needs prior knowledge or empirical tuning.
3 New Program Structure and Representation

We developed a new program structure/representation for multiclass object classification problems. In the rest of this section, we will describe program structure, evaluation, representation, program generation, related genetic operators and a summary of characteristics of the new program structure.

3.1 Program Structure

The genetic programs in a population use a new program structure consisting of two main parts: (a) a modified program tree structure (for presentation convenience, we called it MPT) and (b) an associated output vector for holding outputs from the MPT program, as shown in Fig. 1.

![Diagram](image)

Fig. 1 An example of the new program structure. (a) Modified program tree (MPT); (b) Output vector

Similar to the standard program tree structure, the MPT also has a root node, multiple internal nodes and multiple leaf nodes. Feature terminals (hatched squares) and random constants (outlined squares) form the leaf nodes. Operations in the function set form the root and internal nodes (shaded circles and outlined circles).

Internal nodes in MPTs are not always the same as in the standard program tree structure. In an MPT, the internal nodes are categorized into two kinds. The first kind is the normal function nodes as in the standard program tree, as shown in outlined circles in Fig. 1(a), and the other kind of nodes are those that include special function structure, as shown in grey filled circles in Fig. 1(a). For presentation convenience, we call these special function nodes modi nodes.

In addition to the normal function operators in the function set, each modi node also has a number in the node structure, which is associated with the corresponding class label, for example, number 1 for class 1. In this way, the subtree below the modi node (whose root is the modi node) will be “structurally connected” to the element in the output vector in Fig. 1(b) corresponding to that class. Accordingly,
a modi node has two roles. The first role is that it *updates* an element in the output vector that the node is associated with by adding the value of the subtree with the modi node as the root to the original value of the element in the output vector. In this way, unlike the standard program tree structure, which outputs just one floating point number through the root, an MPT program connects to the *output vector* and produces multiple values, each of which corresponds to a single class in multiclass object classification problems.

To maintain the completeness of the MPT as in the standard program tree structure, the second role of a modi node is that it passes the return value of its left child node to its parent. In this way, the entire MPT program tree will not be broken by the modi nodes but can still be regarded as a normal program tree for evaluation. This is also important as we want the new MPT structure to still benefit from the advantages of the standard program tree structure in GP. Another consideration of allowing a modi node to pass its left child to its parent is the reuse of that child node, which will be discussed in more detail later in this section.

In the new structure, the output vector is considered *virtual* (shown as dashed in Fig. 1 b). It does not physically “exist” during the whole evolutionary process but only at the moment when the program is being evaluated. During evolution, the output vectors of all programs “disappear”; only the MPTs are active and take part in evolution. Only at the program evaluation time is the output vector realized and receives update from the MPT program trees via the modi nodes.

### 3.2 Evaluation of MPT Programs

Figure 2 shows the evaluation process of the MPT programs. When the evaluation starts, the virtual output vector is realized and all the elements of the vector are initialized to zero. As shown in Fig. 2, the dashed vector becomes solid. During the evaluation process, each *non*-modi function node returns the value of the subtree at the node to its parent node, exactly the same as in the standard program tree. The modi nodes do two things. Each modi node first uses the value of the subtree at the node to update the output vector, then passes on the value of its left child to its parent node. The consequence of the program evaluation is that the element values of the output vector are updated by all the modi nodes in the MPT tree during the evaluation process based on the input object. At the end of the evaluation process, multiple floating point numbers in the output vector are produced, each of which corresponds to a class. A voting strategy (winner takes all) is then applied to those outputs and the winner class (the one with the maximum value) is considered to be the class of the input object.

Note that the connections of the modi nodes with their parent nodes have been changed to a fine dotted line in Fig. 2, as those “connections” do not actually exist during the program evaluation process—the modi subtrees only return the value of their left child subtrees to their parents.

As an example, consider a four class object classification task with class labels \{cls1, cls2, cls3 and cls4\} and an object to be classified, represented
Fig. 2 Evaluation of the example Modi program structure

by an input vector that consists of six extracted feature values \([V, U, W, X, Y, Z] = [0.6, 5.7, 2.0, 2.8, 13.6, 0.2]\). Assuming the MPT program in Fig. 2 is the evolved/learnt classifier, feeding the input vector into the classifier would modify/update the output vector to \([9.9, 4.1, 13.6, -2.7]\), as shown in Fig. 2 (right). In this case, this object is classified into the third class \textit{cls3}, as the third output 13.6 is the \textit{winner}.

3.3 DAG Representation of MPT Programs

To reveal the high-level representation of the MPT programs with the new structure, we further analyze the program evaluation process. If we remove the fine dotted lines in Fig. 2 as they do not do anything during evaluation, then Fig. 2 can be rewritten as Fig. 3.

As can be seen from Fig. 3, the MPT programs, during dynamic evaluation, represent a kind of directed acyclic graph (DAG), although the real structure of the MPT programs just uses a tree and a vector. Therefore, it is not surprising that the
MPT structure can naturally do multiclass object classification—the DAG representation allows the MPT structure to easily produce multiple output values, each for a class, just like multilayer feedforward neural networks [44].

### 3.4 Program Generation and Modi Rate $\mu$

The generation method of the MPT program trees is very similar to that of the standard program tree, except for three additional rules for generating the modi nodes in MPT programs. First, all leaf nodes should not be set to modi nodes since a modi node requires a left child to return to its parent node. Second, the root node is always set to a modi node in order to guarantee that no part of the MPT tree is wasted. Finally, for internal nodes, the probability of a node to be set to modi is controlled by the modi rate, $\mu \in [0, 1]$, defined by the user. The modi rate can be interpreted as the expected proportion of modi nodes over all internal nodes in programs of the initial population. Element indices of the output vector are then assigned randomly and uniformly across all modi nodes.

Clearly, a modi rate of zero (0.0) corresponds to an MPT program tree that will only produce a single output from the root to a particular class, which is very much the same as the standard program tree. A modi rate of one (1.0) would result in an MPT tree with many modi nodes, representing a large DAG during evaluation.

### 3.5 Genetic Operators

Although the MPT programs can represent powerful DAGs, which are suitable for multiclass object classification, the MPT programs still retain the main properties of the standard program trees in GP. Accordingly, with the new program structure, the genetic operators such as crossover, mutation, selection or reproduction will remain the same as in the standard GP system during the evolutionary process, making the implementation reasonably simple. In other words, the modi nodes, just like other normal nodes, can be mutated during evolution.

### 3.6 Main Characteristics

The new program structure has a number of nice properties. The new structure can represent a complex DAG and directly produce multiple related outputs. The classifiers of this kind can determine the class of an input object by simple voting of the multiple output values just as in neural networks. In this way, the complex translation from a single floating point value to multiple class labels is successfully avoided. At the same time, during evolution, an MPT program with the new program structure is just like a standard program tree, and thus has the advantages of the standard GP systems, for example, easy selection and recombination during the evolutionary process as well as easy implementation.

Examining the DAG representation of the MPT programs in Fig. 3 shows that the MPT programs can also have multilayers in a DAG, where leaf nodes form the
primary features from the input objects, internal nodes extract higher level features and output nodes are associated with class labels. This is very similar to feed-forward neural networks. However, the DAG representation of the MPT programs differs from the feedforward neural networks in several aspects. First, the MPT DAGs allow unbalanced structure and non-full connections between neighbouring layers, which is much more flexible. Second, the internal (hidden) nodes and layers in the MPT DAGs are automatically evolved during the evolutionary process according to a particular object classification task, rather than being predefined based on \textit{a priori} knowledge from the task domain or an empirical search through experiments as usual in feedforward neural networks. In addition, the MPT DAG structure also allows the reuse of child nodes. Every left most child of a modi node is reused by the modi node itself and the parent of the modi node, resulting in a two-way reuse. Multiway reuse is also possible by a sequence of hierarchically connected modi nodes, as shown in the bottom left corner around the feature terminal node \textit{W}. Finally, from the GP point of view, the subtrees at the modi nodes play a role of automatically defined functions (ADFs), which are evolved together with the program trees [5].

4 Experiment Design and Configuration

4.1 Image Data Sets

In the experiment, we used four data sets providing object classification problems of varying difficulty. Example images are shown in Fig. 4.

![Example data sets. (a) Shapes; (b) Coins; (c) Digits15; (d) Digits30](image)

The first set of images (Fig. 4a) was generated to give well-defined objects against a relatively clean background. The pixels of the objects were produced using a Gaussian generator with different means and variances for each class. Three classes of 960 small objects were cut from those images to form the classification data set. The three classes are black circles, grey squares and light circles. For presentation convenience, this data set is referred to as \textit{shape}. 
The second set of images (Fig. 4b) contains scanned 5 cent and 10 cent New Zealand coins. The coins were located in different places with different orientations and appeared in different sides (heads and tails). In addition, the background was cluttered. We need to distinguish different coins with different sides from the background. Five classes of 801 object cutouts were created: 160 five-cent heads, 160 five-cent tails, 160 ten-cent heads, 160 ten-cent tails and the cluttered background (161 cutouts). Compared with the \textit{shape} data set, the classification problem in this data set is much harder. Although these are still regular, man-made objects, the problem is very hard due to the low resolution and the noisy background with similar brightness to the coin objects in the images.

The third and fourth data sets are two-digit recognition tasks, each consisting of 1000 digit examples. Each digit example is an image of a $7 \times 7$ bitmap. In these two-digit recognition tasks, the goal is to automatically recognize which of the 10 classes (digits 0, 1, 2, ..., 9) each pattern (digit example) belongs to. Note that all the digit patterns have been corrupted by noise. In the two tasks (Figs. 4c and 4d), 15\% and 30\% of pixels, chosen at random, have been flipped. In data set 3, while some patterns can be clearly recognized by human eyes such as "0", "2", "5", "7" and possibly "4", it is not easy to distinguish between "6", "8", "3", and even "9", or even "1" and "5". The task in data set 4 is even more difficult—human eyes cannot recognize a majority of the patterns, particularly "8", "9" and "3", "5" and "6", and even "1", "2" and "0". In addition, the number of classes is much larger than those in tasks 1 and 2, making the two tasks even more difficult.

For all four data sets, the objects were equally split into three separate data sets: one-third for the training set used directly for learning the genetic program classifiers, one-third for the validation set for controlling overfitting and one-third for the test set for measuring the performance of the learned program classifiers.

### 4.2 Terminals, Functions and Fitness Functions in GP systems

In this approach, the feature terminals consisted of four local statistical features extracted from the object cutout examples in the first two tasks, and just 49 pixel values in the third and fourth tasks. While these features are very simple at quite a low level and definitely not the best ones for these tasks, they could perform reasonably well. Finding and extracting the best features for them is beyond the goal of this chapter. In addition, we also used constants in the terminal set, similar to the common setting.

The function set consisted of four standard arithmetic operators and a conditional operator. The division operator represents a “protected” division in which division by zero gives a result of zero. The conditional operator returns its second argument if its first argument is positive, and otherwise returns its third argument. While these operators are not the best for all these tasks, they are commonly used as low-level functions for classification. As it is not our goal to find specific functions towards the best performance for a particular task, we used this common setting.

In the object classification tasks used here, different classes have relatively evenly distributed object instances. Accordingly, we used the classification accuracy of a
task on the training set as the fitness measure. For the new approach with the new program structure, the evaluation and classification process of an MPT program for a given object instance is described in Sect. 3.2. For the standard GP approach, for baseline comparison purpose, the commonly used program classification map or static range selection method [25, 26] was used to determine which class an input object instance belongs to based on the single output of the evolved program, as described in Sect. 2.3.

4.3 GP Parameters and System Configuration

For both the new approach (GP with the new program structure) described in this chapter and the standard (basic) GP approach, the ramped half-and-half method [6] was used to generate the initial population and for the mutation operator. For the new approach, a modi rate was also used as described in Sect. 3.4. The proportional selection mechanism and the reproduction [19], crossover and mutation operators [6] were used in the evolutionary learning process for both approaches. We used reproduction, mutation and crossover rates of 10%, 30% and 60%, respectively. The program depth was initialized from 3 to 5, and can be increased to 7 during evolution. The population size was 500. The evolutionary process was run for a maximum of 50 generations, unless it found a program that solved the problem perfectly (100% accuracy), at which point the evolution was terminated early.

Each of the experiments on all data sets for both approaches was repeated for 50 runs and the average results are presented (the standard deviations were quite small, and so we omitted them in the results tables and figures to give a clear view).

5 Results and Discussion

To investigate the performance of the new program structure, the new approach is examined and compared with the basic GP approach on the four data sets under the same experimental setting described in the previous section. This section first describes the best object classification results achieved by the two approaches, then presents the effect of the modi rate parameter in the new approach, followed by further discussions on some related issues.

5.1 Object Classification Performance

The average results of the best programs evolved by both approaches on the four data sets as well as the improvement of the new approach over the basic GP approach are shown in Table 1.

As can be seen from Table 1, both approaches did well for the shape data set as the task is relatively easy. In particular, both approaches almost achieved perfect results. For the coin data set, the new approach achieved 93.89% accuracy, 8.67% higher than the basic GP approach. For the two-digit data sets, the new approach
Table 1 Results of the new GP approach over the basic GP approach

<table>
<thead>
<tr>
<th>Methods/ improvement</th>
<th>Data sets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shape</td>
</tr>
<tr>
<td>Basic GP approach (%)</td>
<td>99.40</td>
</tr>
<tr>
<td>New GP approach (%)</td>
<td>99.77</td>
</tr>
<tr>
<td>Improvement (%)</td>
<td>0.37</td>
</tr>
</tbody>
</table>

performed much better than the basic GP, with improvements of more than 10%. In particular, for task 4, where even human eyes could only recognize a small proportion of the digit examples, the GP approach with MPT program structure could recognize a majority of them, achieving 54.46% accuracy. These results confirm that the GP approach with the new program structure performs better than the basic GP approach for these object classification programs, particularly for the relatively difficult tasks. These results suggest that the new program structure is more effective for multiclass object classification problems than the standard program structure in tree-based GP.

5.2 The Effect of Modi Rate $\mu$

To investigate the effect of modi rates on the performance of the new program structure, we performed experiments on the four data sets using different modi rates ranging from 0.0 to 1.0. The results are shown in Fig. 5 in terms of the improvement (increase in classification accuracy) of the new GP approach over the basic GP approach.

According to Fig. 5, particularly for the three relatively difficult tasks, the modi rate does affect the system performance—the use of different modi rates leads to different classification performance. The influence of modi rates is not consistently performed much better than the basic GP, with improvements of more than 10%. In particular, for task 4, where even human eyes could only recognize a small proportion of the digit examples, the GP approach with MPT program structure could recognize a majority of them, achieving 54.46% accuracy. These results confirm that the GP approach with the new program structure performs better than the basic GP approach for these object classification programs, particularly for the relatively difficult tasks. These results suggest that the new program structure is more effective for multiclass object classification problems than the standard program structure in tree-based GP.

5.2 The Effect of Modi Rate $\mu$

To investigate the effect of modi rates on the performance of the new program structure, we performed experiments on the four data sets using different modi rates ranging from 0.0 to 1.0. The results are shown in Fig. 5 in terms of the improvement (increase in classification accuracy) of the new GP approach over the basic GP approach.

According to Fig. 5, particularly for the three relatively difficult tasks, the modi rate does affect the system performance—the use of different modi rates leads to different classification performance. The influence of modi rates is not consistently
proportional across different tasks. However, the results suggest that neither too big nor too small modi rates are good. It does not seem to have a reliable way of choosing a very appropriate modi rate for a task, and therefore empirical search through experiments is usually needed. However, if such a search can improve performance significantly, this will be a small price to pay. The experiments suggest that for the three relatively difficult tasks, a modi rate of 0.5 (or in the range 0.3–0.6) can serve as a good starting point.\footnote{Experiments on another ten data sets with multiclass object classification tasks also show a similar pattern. Due to space constraints, we do not present them here.}

The “middle-range modi rates are good” observation suggests that for initializing the population, programs with not too many modi nodes or not too few modi nodes are convenient for GP to start evolution. This is reasonable because one interpretation of the modi rate is the expected proportion of reuses and the expected number of updates of the output vector in the initial programs. Too low reuse and/or too few updates of the output vector will definitely reduce the power of the program, whereas too high a rate will make the reuse and update effect unnecessarily messy.

We originally hypothesized a small modi rate such as 0.0 or 0.1 would lead to very bad results as zero modi rate would mean that there is only one modi node in the MPTs connected to a single class before evolution. However, the effect of modi rates (see Fig. 5) was clearly not as large as we originally thought. This is probably due to the use of a large size of population (500): the population as a whole provides “sufficient” modi nodes that the best evolved program can use through genetic operators such as crossover. In addition, the mutation operator might also generate modi nodes during evolution.

\section*{5.3 Discussion on Program Size}

The results of the two-digit data sets are worse than the results of the shape and the coin data sets. This is mainly due to the difficulty of the classification problems and nature of these problems. In these problems, there are not only considerably more features but also a much larger number of classes, compared with the first two object classification problems. On the other hand, we used a relatively small program size (maximum program tree depth of 7) for the two-digit data sets. Compared with the first two object classification problems, the evolved programs would have many fewer chances to include each of the 49 features as leaf nodes for handling input features. In addition, as there are a large number of classes (10 in the two problems), the probability of producing sufficient modi nodes for different classes would be much smaller than the first two object classification tasks. However, in both GP approaches, a program depth of 7 should permit us to have more than twice as many nodes as the input features. It is not clear whether an increase in program size can lead to better performance—this needs to be further investigated in the future.
6 Conclusions

This chapter described a new way of using the tree-based genetic program structure in GP for multiclass object classification. This was done through the new program structure MPT, which uses a *virtual* output vector to produce multiple values, each of which corresponds to a class, instead of using the root node of a tree to produce a single number. The complex translation of the single number into different regions for multiclass was successfully avoided. This approach was examined and compared with the basic GP approach on four object classification problems of increasing difficulty. Results showed that the new approach outperformed the basic approach on all these tasks.

The results also showed that different modi rates led to different results. Neither too small nor too large modi rates were good. However, there did not seem to exist an efficient and reliable way of choosing a good modi rate for a particular problem. Rates between 0.3 and 0.6 could serve as a good starting point.

Although developed for object classification problems, this approach is expected to be general and to be applied to other classification problems with three or more classes.

For future work, we will investigate the new approach for the digit recognition tasks with a larger program size and examine whether the performance can be improved. We will also examine this approach on other multiclass classification problems and compare this approach with other long established learning techniques such as decision trees and neural networks.
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Abstract. We propose a novel method of evolutionary visual learning that uses a generative approach to assess the learner’s ability to recognize image contents. Each learner, implemented as a genetic programming (GP) individual, processes visual primitives that represent local salient features derived from the input image. The learner analyzes the visual primitives, which involves mostly their grouping and selection, eventually producing a hierarchy of visual primitives build upon the input image. Based on that it provides partial reproduction of the shapes of the analyzed objects and is evaluated according to the quality of that reproduction. We present the method in detail and verify it experimentally on the real-world task of recognition of hand-drawn shapes. In particular, we show how GP individuals trained on examples from different decision classes can be combined to build a complete multiclass recognition system. We compare such recognition systems to reference methods, showing that our generative learning approach provides similar results. This chapter also contains detailed analysis of processing carried out by an exemplary individual.

1 Introduction

In supervised learning applied to object recognition, the search in the space of hypotheses (learners) is usually guided by some measure of quality of discrimination of training examples from different object classes. This requires defining, somehow arbitrarily, learner’s desired response for objects from particular classes, e.g., by specifying the desired combinations of output layer excitations in case of an artificial neural network. Though proven effective in several applications, such an approach suffers from relatively high risk of overfitting, especially when the number of image features is large. For instance, in past experience with evolutionary synthesis of object recognition systems [1, 2], many evolved learners tended to use irrelevant
image features, coincidentally correlated with the partitioning of training examples into concepts. This happens because learners are rewarded exclusively for decisions they make, and not for the actual ‘understanding’ of the recognized objects.

Moreover, applicability of such supervised feature-based learning methods is restricted to simple recognition tasks with a limited number of object classes. For more complex objects and for large numbers of object classes, one usually has to rely on model-based approach and explicitly specify the models of objects to be recognized, which is often tedious and time consuming.

To avoid overfitting, on one hand, and the model-based approach, on the other hand, in this chapter, we make the learning process unsupervised in the sense that the learner is not told arbitrarily what kind of output it should produce in response to particular training examples. Rather, it is encouraged to reproduce the shape of the object being recognized, which, in turn, enables a more thorough evaluation. To implement such learners, we use genetic programming (GP), [3, 4]. GP is a variant of evolutionary computation (EC), a general bio-inspired template for performing global parallel search in high-dimensional spaces [5, 6]. Its commonly quoted virtues include relatively little task-specific tailoring and low risk of being trapped in local minima of objective function. It has sound rationale in both computational biology and in optimization theory, and has proven effective in a wide spectrum of benchmarks and real-world applications [7]. We use it here mostly because our space of genetic programs (i.e. the space of all possible learners-hypotheses) cannot be effectively searched by means of exact methods due to high dimensionality and enormous cardinality. Also, our objective function lacks properties that could be used to speed up the search by, for instance, pruning the unpromising parts of the search space (as in the Branch and Bound algorithm). Heuristic or metaheuristic search is, therefore, the only plausible method that can yield reasonably good suboptimal solutions in a polynomial time. This is also consistent with the practical attitude chosen here, where we do not strain to necessarily find a globally optimal recognizer, being satisfied with a well-performing suboptimal one.

The primary contribution of this chapter is thus a novel method to object recognition that (i) uses GP to evolve visual learners, (ii) estimates learner’s fitness by assessing its ability to restore the essential features of the input image and (iii) uses visual primitives as basic ‘granules’ of visual information. The chapter details this approach and is organized as follows. In Sect. 2, we outline the related research on evolutionary visual learning. Section 3 presents motivations for our design of the visual learner. In Sect. 4, we detail the approach, and in Sect. 5, we apply it to the real-world task of handwritten shape recognition. Section 6 concludes the chapter.

2 Related Research in Visual Learning

In most approaches to visual learning reported in literature, learning is limited to parameter optimization and usually concerns only a particular step of information
processing, such as image preprocessing, segmentation or feature extraction. Learning methods that use raw image data and produce complete recognition systems are rare, often make use of domain-specific knowledge and/or predefined object models, and are usually specialized toward a particular application. Only a few methods close the feedback loop of the learning process at the outermost (e.g. recognition) level [2, 8–14]. In the following, we review the selected past contributions that belong to this category and use GP as the underlying learning paradigm.

Tackett [8] applied GP to detection of vehicles in IR imagery and compared the evolved solutions to artificial neural networks and classification tree. GP performed the best and offered much faster execution times, though at the expense of increased learning effort. Johnson et al. [9] used a variant of GP for locating hands in images representing human body silhouettes. The evolved program was able to correctly classify up to 93% of the images, which was better than the best algorithm the authors were able to write by hand. Teller and Veloso [15] proposed a GP variant with individuals encoded by graphs (as opposed to trees in canonical GP) and applied it successfully to face recognition in greyscale images. Poli [16] applied GP to discover efficient optimal filters that solve problems of image enhancement, feature detection and image segmentation. The method was used to segment brain images and compared with artificial neural nets. Daida et al. [10] applied GP with sophisticated dynamic fitness to detect specific features in SAR images of the Arctic Ocean. Winkeler and Manjunath [11] examined GP as a machine learning technique for face detection, interestingly combining two programs evolved in separate experiments that used different features to boost the detection rate. The resulting detector significantly improved the results when compared to single feature detectors.

In [13], Howard et al. investigated automatic detection of ships in low-resolution synthetic aperture radar (SAR) imagery. The objectives were to maximize detection accuracy across multiple images, to minimize the computational effort during image processing and to minimize the effort during the design stage. The results demonstrated that GP successfully evolves detectors that satisfy these objectives. In [17], Howard and Roberts proposed sophisticated multi-stage GP terminals based on Fourier transforms. The extended approach turned out to be better when applied to the task of detection of parked vehicles in aerial imagery. Rizky, et al. [12] applied hybrid evolutionary computation (GP combined with neural networks) to evolve recognition systems (mostly feature detectors) and approached the demanding real-world task of object recognition in radar modality based on one-dimensional signals called radar signatures (a few thousands of views of six airborne objects). The approach evolved three components of the recognition system: properties (parameters) of feature detectors, structural form of the transformation and selection of feature detectors. The obtained results were encouraging when compared to baseline approaches (nearest neighbour, neural network and radial basis functions).

It is widely accepted in the pattern recognition community that, for many applications, the accuracy of classification (recognition ratio) as a performance measure of the recognition system is not sophisticated enough, as it naively combines both
true positives and true negatives. Inspired by this observation, Lett and Zhang [18] proposed two new fitness functions based on recall and precision and used them to evolve GP procedures. In a similar spirit, Krawiec [19] developed a multiobjective GP-based approach, measuring recognizer’s performance separately on each training example. This evaluation scheme provided a more thorough search and produced better-performing recognition systems when applied to the task of recognition of handwritten characters.

In [1, 2], we proposed a method that evolved feature extraction procedures encoded as GP and linear GP individuals. The approach implemented feature-based recognition, with each individual in population encoding a particular sequence of predefined image processing and feature extraction operations. When undergoing evaluation, an individual produced feature values for all images from the training set. Next, the discriminative ability of the resulting features was measured by performing an internal cross-validation test on the training data using a machine learning classifier.

The idea of symbolic processing of attributed visual primitives (VPs) using GP, which is the core element of the approach presented in this chapter, was first explored in [20], where we applied it to recognize computer screens in indoor scenes. Despite encouraging results, it was obvious that solving such a specific task cannot lead to elaboration of more general visual concepts and generic understanding of images. This shortcoming motivated work presented in this chapter.

The approach presented here may be considered as a special case of generative pattern recognition. In a representative study on that topic, Revow et al. used a predefined set of deformable models encoded as B-splines and an elastic matching algorithm based on expectation maximization to recognize handwritten characters [21]. In [22], an analogous approach proved useful for recognizing hand-drawn shapes. However, our method goes further, as it does not use explicit models of objects but encodes them implicitly in the GP code. Second, our ‘implicit models’ are not handcrafted but automatically derived from the training data in the process of evolutionary learning. In addition, last but not least, our learners have to reproduce the input image using multiple drawing actions, which forces them to discover how to break up the analyzed shapes into elementary components.

3 Motivations for Generative Learning

Machine learning algorithms learn by performing a search in the space of hypotheses (identified here with learners and individuals) [23]. This process requires some guidance so that the finally selected hypothesis performs well on both training and testing set. In supervised learning, such a guidance is usually provided by quality of discrimination of decision classes, technically implemented as classification accuracy, sensitivity, selectivity or a similar measure. This approach is characteristic for, among others, the ‘wrapper’ approach to feature selection and construction in machine learning [24].
The working supposition of this chapter is that such a way of evaluating learner’s performance is superficial, as it focuses exclusively on learner’s final output and does not examine the processing that led to it. If the number of possible hypotheses is high and the number of training examples is low, which is often the case in evolutionary visual learning that usually involves time consuming fitness function, many hypotheses may perform well by pure chance despite, for instance, relying on object features that are essentially irrelevant for the task being solved. This, in turn, leads to low recognition performance on the test set.

If, in addition to feature selection, learning also involves feature synthesis, i.e. explicit construction of a mapping from the space of raster images into the space of image features, overfitting becomes even more likely. For instance, in our past experience with evolutionary design of pattern recognition systems [1, 2], a recognition system might evolve an irrelevant feature that was coincidentally correlated with the decision class label. Overfitting is also likely to lead to false positive errors when one classifies objects beyond the problem domain, i.e. examples that do not belong to any of decision classes that the system was trained on. For this reason, Revow et al., when dealing with handwritten character recognition, prefer generative methods to statistical ones, stating that “statistical recognizers can occasionally confidently classify images that do not look like a character” [21, p. 593].

Putting the above argument in another perspective, learner’s evaluation in terms of class discrimination only does not necessarily reflect the ‘appropriateness’ of its entire decision-making process, particularly of the features being used. To circumvent this problem, in our approach, learner is not expected to explicitly discriminate the positive examples from the negative ones. Rather, it should learn the generative description of the positive class. To attain that, it has to detect the important image features and based on them, produce a sketch that reproduces the input shape. The reproduction process is sequential and consists of a series of drawing actions issued by a GP individual, which reproduce the input shape part by part. In such a way, learner undergoes a more thorough evaluation when compared to conventional supervised learning, where only final decisions are considered.

It should be noted that such procedural shape reproduction reflects to some extent the process of human image understanding, especially if the subject of reasoning is shape. For instance, a person asked to prove his/her understanding of the concept of a triangle is expected to formulate it as a specific arrangement of simpler visual objects—sections. When confronted with an example of a triangle, such a person is not only able to recognize it, but also to produce a top-down decomposition, by identifying the particular components (three sections) and showing how the triangle can be reproduced from them. This clearly indicates the procedural character of the underlying recognition process. Similarly, our method is procedural and generative: the learning agent is expected to generate drawing in response to the input stimulus.
4 Generative Visual Learning

The central and novel feature of the approach described in this chapter is that our evolving recognizers learn by trying to reproduce the input image and are rewarded according to the quality of that reproduction. This feature allows us to term the approach generative visual learning. Technically, reproduction takes place on a virtual canvas spanned over the input image. On that canvas, the learner is allowed to perform some elementary drawing actions (DAs). In this chapter, DAs boil down to sections, which are sufficient to perform successful reproduction of hand-drawn polygons considered in the experimental part. It should be therefore emphasized in the beginning that the reproduction process is partial, i.e. learners restore only a particular aspect of image contents. In this chapter, the aspect of interest is shape, whereas other features, related to colour or texture, are ignored.

As an illustration, let us consider the process of reconstruction of an empty triangular shape. It requires the learner to perform the following steps: (i) detection of conspicuous features—triangle corners— (ii) pairing of the detected triangle corners and (iii) performing DAs that connect the paired corners. However, within the proposed approach, the learner is not given a priori information either about the concept of the corner or about the expected number of them. We expect the learner to discover these.

The method abstracts from raster data and relies only on selected salient features in the input image \( s \). This helps to reduce the amount of data that has to be processed and to bias the learning towards the image aspect of interest (shape). For each locally detected feature, we build an independent VP. The complete set of VPs derived from \( s \) is denoted hereafter by \( P \). The learning algorithm itself does not make any assumptions about the particular salient feature used for VP creation. Reasonable instances of VPs include, but are not limited to, edge fragments, regions, texems or blobs. However, the type of detected feature determines the image aspect that is reconstructed. As in this chapter we focus on shape, and use VPs representing prominent local luminance gradients derived from \( s \) using a straightforward procedure. Each VP is described by three scalars called attributes hereafter; these include two spatial coordinates of the edge fragment and the local gradient orientation.

The method uses an evolutionary algorithm [5, 6] to maintain a population of individuals (solutions), each of them being a visual learner implemented as a GP tree[3]. The processing carried out by a learner \( L \) for an input image \( s \) (stimulus) may be split into three stages (see Fig. 1). First, we detect the VPs from \( s \) and gather them in the set \( P \). Next, \( L \) analyzes \( P \) and produces a drawing on a canvas \( c \), attempting to reproduce the shape of object shown in \( s \). Finally, canvas \( c \) is compared to the original input image \( s \), and the result of that comparison determines the fitness of the individual-learner \( L \). The better the canvas \( c \) matches the input image \( s \), the higher the fitness is assigned to \( L \).

Each learner \( L \) is composed of nodes representing elementary functions that process sets of VPs and terminal nodes (named ImageNodes) that fetch the set of primitives \( P \) derived from the input image \( s \), and the consecutive internal nodes process the primitives, all the way up to the root node. Table 1 presents the complete
Fig. 1 The outline of the approach

The list of GP functions and terminals that may reside in particular tree nodes. We use strongly typed GP (cf. [3]), which implies that two nodes may be connected to each other only if their input/output types match. The following types are used: numerical scalars ($\mathbb{R}$ for short), sets of VPs ($\Omega$, potentially nested), attribute labels ($A$), binary arithmetic relations ($R$) and aggregators ($G$).

The GP functions may be divided into the following categories (see [25, 26] for detailed description):

1. **Scalar functions** (as in standard GP applied to symbolic regression; see [3]). Scalar functions accept arguments of type $\mathbb{R}$ and return result of type $\mathbb{R}$.

2. **Selectors**. The role of a selector is to filter out some of the VPs it receives from its child node(s) according to some objectives or condition. Selectors accept at least one argument of type $\Omega$ and return result of type $\Omega$. Non-parametric selectors expect two child nodes of type $\Omega$ and produce an output of type $\Omega$. GP functions that implement basic set algebra, such as set union, intersection or difference, belong to this category. Parametric selectors expect three child nodes of types $\Omega$, $A$ and $\mathbb{R}$, respectively, and produce output of type $\Omega$. For instance, the function `LessThan` applied to child nodes ($P$, $p_o$, 0.3) filters all VPs from $P$ for which the value of the attribute $p_o$ (orientation) is less than 0.3.

3. **Iterators**. The role of an iterator is to process the VPs it receives from one of its children one by one. For instance, the function `ForEach` iterates over all the
Table 1  GP terminals and function set

<table>
<thead>
<tr>
<th>Type</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>ℜ</td>
<td>Ephemeral random constant</td>
</tr>
<tr>
<td>Ω</td>
<td>ImageNode—the VP representation $P$ of the input image $s$</td>
</tr>
<tr>
<td>A</td>
<td>$p_x, p_y, p_o$ and custom attributes added by AddAttribute</td>
</tr>
<tr>
<td>R</td>
<td>Equals, Equals5Percent, Equals10Percent, Equals20Percent, LessThan, GreaterThan</td>
</tr>
<tr>
<td>G</td>
<td>Sum, Mean, Product, Median, Min, Max, Range</td>
</tr>
</tbody>
</table>

| ℜ    | $+(ℜ, ℜ)$, $-(ℜ, ℜ)$, $*(ℜ, ℜ)$, $/(ℜ, ℜ)$, $\sin(ℜ)$, $\cos(ℜ)$, $\text{abs}(ℜ)$, $\sqrt{ℜ}$, $\text{sgn}(ℜ)$, $\ln(ℜ)$ |
| Ω    | $\text{SetIntersection}(Ω, Ω)$, $\text{SetUnion}(Ω, Ω)$, $\text{SetMinus}(Ω, Ω)$, $\text{SetMinusSym}(Ω, Ω)$, $\text{SelectorMax}(Ω, A)$, $\text{SelectorMin}(Ω, A)$, $\text{SelectorCompare}(Ω, A, R, ℜ)$, $\text{CreatePair}(Ω, Ω)$, $\text{CreatePairD}(Ω, Ω, Ω)$, $\text{ForEach}(Ω, Ω)$, $\text{ForEachCreatePair}(Ω, Ω, Ω)$, $\text{ForEachCreatePairD}(Ω, Ω, Ω)$, $\text{AddAttribute}(Ω, ℜ)$, $\text{AddAttributeForEach}(Ω, ℜ)$, $\text{GroupHierarchyCount}(Ω, ℜ)$, $\text{GroupHierarchyDistance}(Ω, ℜ)$, $\text{GroupProximity}(Ω, ℜ)$, $\text{GroupOrientationMulti}(Ω, ℜ)$, $\text{Ungroup}(Ω)$, $\text{Draw}(Ω)$ |

VPs from its left child and processes each of them using the GP code specified by its right child. The VPs resulting from all iterations are grouped into one VP and returned.

(4) **Grouping functions.** The role of those functions is to group primitives according to some objectives or conditions. For instance, $\text{GroupHierarchyCount}$ uses agglomerative hierarchical clustering, where Euclidean distance of primitives serves as the distance metric.

(5) **Attribute constructors.** An attribute constructor defines and assigns a new attribute to the VP it processes. The definition of a new attribute, which must be based on the values of existing VP attributes, is given by the GP code contained in the right child subtree. To compute the value of a new attribute, attribute constructor passes the VP (function $\text{AddAttribute}$) or the sub-primitives of the VP (function $\text{AddAttributeForEach}$) through that subtree. Attribute constructors accept one argument of type $Ω$ and another of type $ℜ$, and return a result of type $Ω$.

Given the elementary functions, a learner $L$ applied to an input image $s$ gradually builds a hierarchy of VP sets derived from $s$. Each application of the selector, iterator or grouping function creates a new set of VPs that includes other elements of the hierarchy. In the end, the root node returns a nested VP hierarchy built atop of $P$, which reflects the processing performed by $L$ for $s$. Some of the elements of the hierarchy may be tagged by new attributes created by attribute constructors.

Figure 2 illustrates the selected steps of a hypothetical learner’s processing, i.e. of building a VP hierarchy in response to an exemplary input image. Figure 2(i) shows the fragment of learner’s code—a path from one of its leaves to the root node. The remaining subfigures illustrate the outcomes of particular tree nodes on that path in the bottom-up order. Figure 2(ii) shows $P$, the input image representation returned by the $\text{ImageNode}$ function; it contains four VPs, each of them depicted as a short segment marked by a letter. This set of primitives is then fetched by GP function 1, which groups primitives $b$ and $c$ into one subset named $p_1$, illustrated in Fig. 2(iii) as a dashed-line oval. In Fig. 2(iv), we demonstrate the final result of processing, which includes three groups of primitives. In particular, each of the shapes, denoted by $p_1$,
Fig. 2 The primitive hierarchy built by the learner from VPs, imposed on the image (left) and shown in an abstract form (right); VP attributes not shown for clarity.

$p_2$, and $p_3$, corresponds to a single VP group built on this processing path. In Fig. 2(v), this resulting hierarchy is shown in an abstract way, without referring to the actual placement of particular VPs in the input image. Note that the hierarchy does not have to contain all VPs from $P$, and that a particular VP from $P$ may occur more than once. Importantly, the primitive hierarchy (Fig. 2v) should not be confused with the GP tree (Fig. 2i).

An individual’s fitness results from DAs that it performs in response to VP $P$ derived from training images $s \in S$. To reconstruct the essential features of the input image $s$, the learner is allowed to perform DAs that boil down to drawing sections on the output canvas $c$. The simplest drawing action is implemented by the GP function called *Draw*. It expects as an argument one VP set $T$ and returns it unchanged, drawing on canvas $c$ sections connecting each pair of VPs contained in $T$. There are also a few other GP functions capable of performing DAs, not discussed here for brevity; they are included in the set of functions presented in Table 1 and marked by names ending with capital letter D.

The drawing created on the canvas $c$ by a learner $L$ for an input image $s$ is evaluated by comparing $c$ to $s$. For this purpose, we designed a simple and efficient algorithm based on a greedy heuristic. The algorithm assumes that the difference between $c$ and $s$ is proportional to the minimal total cost of bijective assignment of lit pixels of $c$ to lit pixels of $s$. The total cost is defined as a sum of costs for each pixel assignment. The cost of pixel assignment depends on the distance between pixels: when the distance is less than 5, the cost is 0; maximum cost equals 1 when the distance is greater than 15; between 5 and 15, the cost is calculated as a linear
function of the distance. For pixels that cannot be assigned (e.g. because there are more lit pixels in $c$ than in $s$), an additional penalty of value 1 is added to the total cost.

The (minimized) fitness of $L$ is defined as the total cost of the assignment normalized by the number of lit pixels in $s \in S$, averaged over the entire training set of images $S$. The ideal learner perfectly restores shapes in all training images and its fitness amounts to 0. The more the canvas $c$ produced by a learner differs from $s$, the greater its fitness value.

5 Experimental Evaluation

In the experimental part of this chapter, we tackle the problem of interpretation of hand-drawn sketches. This section describes our first attempts to apply this approach to real-world data, as opposed to [27], where its simplified and multi-objective variant has been trained on synthetic images of geometric figures. In real-world scenarios, automated interpretation of sketches may be helpful for direct digitization of diagrams, such as block diagrams and UML diagrams, saving the time required for tedious manual re-entry of paper notes. Such drawings are typically acquired using input devices such as TabletPC computers, PDAs or graphics tablets (digitizers). Most such devices produce online data, i.e. provide both spatial and temporal information about pen (stylus) position. As our approach requires spatial information...
only, its applicability spans also off-line interpretation of sketches stored as ordinary raster images (e.g. acquired from a paper drawing using a scanner).

According to Krishnapuram et al. [22], the complete task of sketch interpretation may be subdivided into three subtasks: (i) segmentation of drawing into disjoint shapes that are recognized independently, (ii) fitting of shapes (models) to drawings and (iii) recognition of particular shapes. The following experimental study tackles two latter tasks.

5.1 Training Data and Parameter Setup

Using a TabletPC computer, we prepared a training set containing 48 images of four elementary shapes: diamonds (D), rectangles (R), triangles pointing upwards (TU) and triangles pointing downwards (TD), each shape represented by 12 examples. The shapes were of different dimensions and orientations and were placed at random locations in a raster image of 640×480 pixels. Figure 3 illustrates selected training examples, shown for brevity in one image; note, however, that each shape is a separate training example. Figure 4 shows the visualization of primitives obtained from objects from Fig. 3. Each segment depicts a single VP, with its spatial coordinates located in the middle of the segment and the orientation depicted by slant.

To evolve our recognizers, we used generational evolutionary algorithm comprising a population of 25,000 GP individuals for 300 generations. Koza’s [3] ramped half-and-half operator with ramp from 2 to 6 was used to produce the initial population. We applied tournament selection with a tournament of size 5, using individuals’ sizes for tie breaking and thus promoting smaller GP trees. Offspring were created by crossing over selected parent solutions from previous generation (with probability 0.8) or mutating selected solutions (with probability 0.2). The GP tree depth limit was set to 10; the mutation and crossover operations might be repeated up to 5 times if the resulting individuals do not meet this constraint; otherwise, the parent solutions are copied into the subsequent generation. Except for the fitness function implemented for efficiency in C++, the algorithm has been implemented in Java with the help of the ECJ package [28]. For evolutionary parameters not mentioned here explicitly, ECJ’s defaults have been used.

5.2 The Results

The experiment was conducted according to the following procedure. First, for each class of shape (D, R, TU and TD), five evolutionary runs were performed using the training set for fitness computation. From each run, the best individual (learner) was chosen. These 20 individuals constituted the pool of individuals, which we used to build a recognition system that was subsequently evaluated on a separate test set containing 124 shapes. We present results for two types of recognition systems: simple recognition system and voting recognizer.

(1) Simple recognition system consists of four best-in-class individuals, selected from the pool according to the fitness value (computed on the training data). This
Table 2 Test-set confusion matrices for simple recognition system (a) and voting recognition system (b) (rows: actual object classes, columns: system’s decisions)

<table>
<thead>
<tr>
<th></th>
<th>D</th>
<th>R</th>
<th>TU</th>
<th>TD</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>33</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>R</td>
<td>1</td>
<td>25</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>TU</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td>TD</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>24</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th></th>
<th>D</th>
<th>R</th>
<th>TU</th>
<th>TD</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>34</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>R</td>
<td>2</td>
<td>27</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TU</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td>TD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>29</td>
</tr>
</tbody>
</table>

(b)

A straightforward system performs recognition of the test example \( t \) by computing fitnesses of all four individuals for \( t \) and indicating the class associated with the fittest individual. The rationale behind such a procedure is as follows. As the learner was trained to perform well on images from one class, its fitness should be near 0 also for test images representing this class. For shapes coming from other classes, the learner will most probably fail to perform their reproduction, issuing inappropriate drawing actions and/or using an incorrect number of them. For example, it is unlikely that an individual that learned the concept of triangle could recognize squares; when applied to such an image, it will most likely receive a high (inferior) fitness value.

The simple recognition system achieves test-set accuracy of classification of 88.71%. The detailed confusion matrix is presented in Table 2a.

(2) Voting recognizer uses all 20 individuals from the pool and runs multiple votings to benefit from the diversity of individuals obtained from different evolutionary runs. Technically, all \( 5^4 \) possible combinations of individuals–voters are considered, always using one voter per class. Each voting produces one decision, using the same procedure as in the simple recognition system. The class indicated most frequently in all votings is the final decision made by the recognition system.

The voting recognizer performs significantly better than the simple recognition system and attains a test-set recognition accuracy of 95.16%. Table 2b presents its confusion matrix. Note that this approach completely eliminated the problem of confusing the TD class with the D class, which seemed to be the most challenging for the simple recognition system.

To get some reference point, we also performed comparative experiments with standard pattern recognition and machine learning techniques. For this purpose, we digitized our shapes to \( 32 \times 32 \) black-and-white raster images. Next, we trained and tested a radial basis function network, a support vector machine with linear kernels, and a three-layer perceptron on these data, using default parameter settings provided by Weka software environment [29]. They attained test-set accuracy of 95.97%, 97.58%, and 97.58%, respectively. Thus, we can conclude that at least the voting recognizer’s accuracy of classification is comparable to these standard algorithms.

In Fig. 5, we illustrate the outcomes of generative shape restoration, i.e., the canvases produced by the well-performing individuals for randomly selected test shapes. Thin dotted lines mark the shapes drawn by a human (input image \( s \)), whereas thick continuous lines depict drawing actions performed by the individual (sections in the canvas \( c \)). Darker lines reflect overlapping of multiple DAs. It
Fig. 5 The generative restoration process performed by trained learners

may be easily observed that, in most cases, the evolved individuals successfully reproduce the overall shape of the recognized object. Reproduction seems to be robust despite various forms of imperfection of the hand-drawn figures.

5.3 Interpretation of the Evolved GP Code

To analyze the behaviour of an evolved recognition procedure, let us consider an exemplary well-performing individual trained to recognize objects from the TU class, presented in Fig. 6. This individual uses only one type of terminal nodes, ImageNode, which fetches the original input image; apparently, it copes well with the recognition problem without referring to other terminal symbols such as scalar constants (see Table 1). Several internal nodes with names ending with capital letter D are used to perform the drawing actions.

Fig. 6 An exemplary individual evolved for the TU class
Fig. 7  Illustration of processing performed by individual from Fig. 6 for an exemplary triangular shape
In the following, we show how the individual presented in Fig. 6 exploits the generative and compositional aspects of our approach, which allow it to gradually restore the shape of the recognized object using primitive components (sections). In Fig. 7, we illustrate the shape restoration process taking place in this individual for a particular input image representing the TU class. Each subfigure (7a–f) corresponds to a specific stage of processing, marked in the miniature reproduction of Fig. 6 placed on the left-hand side. The middle part of each subfigure magnifies that view, presenting in detail the nodes the subfigure refers to. Finally, the right-hand part of each subfigure illustrates the output produced by the considered tree fragment, or, more precisely, by the node marked in black. The VPs are depicted as short segments, whereas sets of VPs are shown as rectangular frames; in particular, the hierarchical nesting of VP sets is illustrated by nesting appropriate rectangles.

In Fig. 7(a), we observe the ImageNode function returning the input set $P$ of VPs. The VPs were derived from the input raster input image representing a triangular shape from the TU class. Each VP is depicted by a separate short segment, where the midpoint coordinates mark the location of the VP and slant visualizes the VP’s orientation. Figure 7(b) shows how these data are transformed by the SelectorMin function. This function essentially boils down to $\text{argmin}_y(P)$, i.e. it selects from $P$ the VP having the minimal value of the $y$ coordinate (the $y$ coordinate has #1 on the list of VP’s attributes). As a result, SelectorMin returns a single VP located in the upper-left corner of the field of view (the origin of the coordinate system is in the upper-left corner).

Analogously, a sibling branch of the tree, detailed in Fig 7(c), filters the VP with the maximal value of coordinate $x$. Next, the CreatePairD node depicted in Fig. 7(d) combines the results produced by the SelectorMin and SelectorMax branches, grouping them into a new set, marked as an extra frame encompassing both VPs in the right-hand inset. However, more importantly, CreatePairD belongs to the group of drawing nodes, and so as a side effect, it draws a section spanning both VPs on the canvas $c$ (superimposed on the input image). The drawn section becomes a part of individual’s response to the input image and contributes (positively or negatively) to its fitness. Figure 7(e,f) illustrates how the other branches of the GP tree reconstruct the remaining parts of the input image on the canvas $c$, leading to a minimal (in the sense of number of used sections) and close-to-perfect restoration of the original triangular shape.

6 Conclusions

The obtained results demonstrate the ability of our generative visual learning to evolve object recognition systems that successfully classify shapes in hand-drawn sketches. The generative trait of the method does not allow the evolving learners to ‘skim’ the training data for any discriminating feature, but forces them to reproduce the training pattern, and thus, in a sense, to understand it. This, in turn, implies high performance on the test set despite limited amount of training data (12 examples per class only).
The evolved visual learners perform well, even though their background knowledge is very limited and encoded exclusively in general GP functions. We use the same set of functions as in our preliminary work on this topic [25, 26], which involved different shape classes; the function set has not been tuned to this specific training data. A parallel work in progress on handwritten character recognition attains competitive results using the same function set, thus proving its universal character.

Let us also emphasize the practical virtues of the proposed approach. First, our learners do not need negative examples. Each learner is trained only on examples from its own class (so-called one-class learning). This makes the obtained recognition systems easily extensible: to expand the set of recognized classes by another class, only one new evolutionary process has to be run, while the former individuals that make up the recognition system do not need to be modified. Second, the method operates at low time complexity. Recognition of an object takes on average only 100 ms when running on 2.4 GHz AMD Opteron processor. Processing carried out by the GP tree takes only a tiny fraction of that time, while most of it is spent on extraction of VPs from the raster image. For this reason, we extract VPs prior to the evolutionary run and store them in a cache memory. This, in turn, allows us to evolve large populations of individuals for a remarkable number of generations in a reasonable time.

In this preliminary study, we focused on recognition of basic geometrical shapes. Interpretation of more complex images may require more sophisticated and substantially larger GP individuals. To alleviate scalability issues that may arise in such a case, we devised an extended approach that performs automatic decomposition of image processing into multiple GP trees and enables sharing of decomposed trees between multiple learning tasks. Preliminary results indicate that such an approach is profitable in terms of convergence speed [25, 26]. Another future research direction could concern other aspects of visual information, such as colour or texture, or even their integration within one visual learner, and other image representations, such as region adjacency graphs.
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Optimizing a Medical Image Analysis System Using Mixed-Integer Evolution Strategies
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Abstract. We will discuss Mixed-Integer Evolution Strategies (MIES) and their application to the optimization of control parameters of a semi-automatic image analysis system for Intravascular Ultrasound (IVUS) images. IVUS is a technique used to obtain real-time high-resolution tomographic images from the inside of coronary vessels and other arteries. The IVUS image feature detectors used in the analysis system are expert-designed and the default parameters are calibrated manually so far. The new approach, based on MIES, can automatically find good parameterizations for sets of images, which provide in better results than manually tuned parameters. From the algorithmic point of view, the difficulty is designing a black-box optimization strategy that can deal with nonlinear functions and different types of parameters, including integer, nominal discrete and continuous variables. MIES turns out to be well suited for this task. The results presented in this contribution will summarize and extend recent studies on benchmark functions and the IVUS image analysis optimization problem.

Keywords: Intravascular Ultrasound (IVUS), Evolution Strategies (ES), Mixed-Integer Evolution Strategies (MIES), Coronary Artery Disease (CAD).

1 Introduction

Feature detection in medical images is a key technology in the medical field. Often, complex and variable structures, such as calcified plaque in arteries, are to be
detected and modelled in images or sequences of images. The development of feature detection systems has received much attention in medical and computer science research. However, the performance of most systems depends on a large number of control parameters, and the setting of these control parameters is usually done by means of an educated guess or manual tuning using trial and error.

In this contribution, we argue that manual tuning is often not sufficient to exploit the full potential of image detection systems, i.e. it leads to suboptimal parameter settings. We propose a versatile and robust procedure for automated parameter tuning based on Mixed-Integer Evolution Strategies (MIES). Compared to the manual trial-and-error approach, with MIES, the systems developer can search for optimized parameter settings automatically and will likely obtain parameter settings that lead to significant higher accuracy of the feature detectors.

Among other image acquisition techniques, Intravascular Ultrasound (IVUS) received major attention for analyzing the structure of coronary blood vessels. Due to noise, pullback movements of the catheter and the variability of structures, even for human experts, it can be difficult to interpret IVUS image sequences. Therefore, the development of tailored computer-assisted image analysis has received major attention in recent years [1–3].

However, today’s methods, directed at the automated recognition of certain structures in images, are applicable only over a limited range of standard situations. To overcome this problem, an image interpretation system, based on the paradigm of multiagents [1, 4], using the cognitive architecture Soar [5], was successfully developed over the past years. Agents in this system dynamically adapt their segmentation algorithms. This adaptation is based on knowledge about global constraints, contextual knowledge, local image information and personal beliefs such as confidence in their own image processing results. Although, in practice, the multiagent system has showed to offer lumen and vessel detection comparable to human experts [1], it is designed for symbolic reasoning, not numerical optimization. Besides, it is almost impossible for a human expert to completely specify how an agent should adjust its feature detection parameters in each and every possible interpretation context. As a result, an agent has only control knowledge for a limited number of contexts and a limited set of feature detector parameters. This knowledge has to be updated whenever something changes in the image acquisition pipeline. Therefore, it would be much better if such knowledge might be acquired by learning the optimal parameters for different interpretation contexts automatically.

This contribution addresses the problem of learning these optimal parameter settings from a set of example segmentations. It is an optimization problem that is difficult to solve in practice with standard numerical methods (such as gradient-based strategies), as it incorporates different types of parameters, and confronts the algorithms with a complex geometry (rugged surfaces and discontinuities). Moreover, the high dimensionality of this problem makes it almost impossible to find optimal settings through manual experimentation.

Encouraged by previous work [6, 7] on optimization of image segmentation algorithms in the medical domain and other application fields, we consider MIES as a solution method. Unlike these previous approaches, MIES are more suitable for
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dealing with continuous parameters and can handle difficult mixed-integer parameter optimization problems as encountered in the image processing domain.

The chapter is structured as follows: First, in Sect. 2, we explain the application of IVUS image analysis in more detail. Then, in Sect. 3, MIES (MIES) are introduced. In Sect. 4, MIES are tried on a set of artificial problems and compared to standard evolution strategies (ES). MIES are then applied to the parameter optimization of an IVUS image analysis system in Sect. 5. Finally, conclusions and future work are presented in Sect. 6.

2 Intravascular Ultrasound Image Analysis

Cardiovascular disease is the leading cause of death in the United States and coronary artery disease has the highest percentage (53%) of death among the heart diseases according to the American Heart Association Heart Disease and Stroke Statistics [8].

Atherosclerosis is a disease characterized by a deposit of plaque in an arterial wall over time. The disruption of an atherosclerotic plaque is considered to be the most frequent cause of heart attack and sudden cardiac death. Studying vulnerable plaques constitutes a major research area in the field of clinical and medical imaging.

IVUS provides real-time high-resolution tomographic images of the coronary vessels wall and is able to show the presence or absence of compensatory artery enlargement. IVUS allows precise tomographic measurement of the lumen area and plaque size, distribution and, to some extent, composition of the plaque. An example of an IVUS image is shown in Fig. 1.

To obtain insight into the status of an arterial segment, a so-called catheter pull-back is carried out: an ultrasound probe is positioned distally (downstream) of the

![Fig. 1 An IVUS image with detected features. The black circle in the middle is where the ultrasound imaging device (catheter) was located. The dark area surrounding the catheter is called the lumen, which is the part of the artery where the blood flows. Above the catheter, calcified plaque is detected, which blocks the ultrasound signal causing a dark shadow. Between the inside border of the vessel and the lumen, there is some soft plaque, which does not block the ultrasound signal. The dark area left of the catheter is a sidebranch (another vessel)](image_url)
segment of interest and then mechanically pulled back (today typically at a speed of 0.5 mm/s) during continuous image acquisition to the proximal (upstream) part of the segment of interest. Experienced users may then conceptualize the complex 3D structure of the morphology and pathology of the arterial segment from this stack of images by reviewing such a sequence repeatedly. Typically, one such pullback sequence consists of 500–1000 images, which represents about 50 mm of vessel length.

As we can see from Fig. 1, IVUS images contain image artifacts, drop-out regions and different kinds of tissue. Furthermore, manual segmentation of IVUS images is very time consuming and highly sensitive to intra- and inter-observer variability [1], while the data sets are very large. This makes IVUS image analysis a non-trivial medical application domain where a sophisticated image interpretation approach is warranted.

3 Mixed-Integer Evolution Strategies

Evolution Strategies (ES) [9–11] are robust global optimization strategies that are frequently used for continuous optimization. They belong to the class of randomized search heuristics and use principles of organic evolution, such as selection, recombination and mutation. As a flexible and robust search technique, they have been successfully applied to various real-world problems.

Here, we use a special variant of an ES for the simultaneous optimization of continuous, integer and nominal discrete parameters. This variant, the so-called MIES, was introduced in [7]. It combines mutation operators of evolution strategies in the continuous domain [11], for integer programming [12] and for binary search spaces [9]. These operators have certain common desirable properties, such as symmetry, scalability and maximal entropy, the details of which will be discussed later. The MIES was originally developed for optical filter optimization [9, 13] and chemical engineering plant optimization [7, 14]. Recently, as discussed in this contribution, it has been used in the context of medical image analysis [15, 16]. In the latter work, as well as in [7], its convergence behaviour on various artificial landscapes was also studied empirically, including a collection of single-peak landscapes in [7] and landscapes with multiple peaks in [15, 16].

3.1 Search Space and Problem Definition

A general, formal problem statement for the mixed integer global optimization problems that we will consider in this contribution reads:

$$f(r_1, \ldots, r_n, z_1, \ldots, z_n, d_1, \ldots, d_d) \rightarrow \min$$

subject to
Here, three types of variables occur:

**Continuous Variables**, denoted with \( r_i \), are taken from an interval \( R_i \subset \mathbb{R} \) and their values are represented as floating point numbers. In the image processing field, for instance, threshold parameters or a radius parameter for a geometrical shape are often represented as continuous variables.

**Integer Variables**, denoted with \( z_i \), are taken from a range of integer variables \( Z_i \subset \mathbb{Z} \). Important characteristics of integer variables are that their values have a smallest neighborhood (as opposed to continuous variables) and that a linear ordering is defined on the values (as opposed to nominal discrete variables). The number of grey values in an image is a typical example of an integer variable in the image processing domain.

**Nominal Discrete Variables**, denoted with \( d_i \), are variables whose values are taken from a finite domain, denoted with \( D_i \). Neither a metric nor an ordering is defined on this domain. An example is a variable that takes its value from a set of geometrical shapes (ellipse, square and triangle). Also, binary variables (such as switches) belong to this class of variables.

The objective function \( f \) is considered to be a black-box function, though we assume that similar input parameter vectors result in similar function values. We do not mention constraints explicitly in the problem definition and assume that they are integrated in the formulation of \( f \) by means of a metric penalty [17].

### 3.2 Algorithm Description

The problem of designing an evolution strategy for a new type of search space breaks down into three subtasks: (1) definition of the generational cycle, (2) definition of the individual representation and (3) definition of variation operators for the representation of choice. These subtasks will be discussed next.

The chosen algorithm will be an instantiation of a \((\mu^+, \lambda)\)-ES for mixed-integer spaces. It generalizes the more common \((\mu^+, \lambda)\)-ES for continuous spaces, the dynamic behaviour of which was subject to thorough theoretical and empirical studies. For instance, Schwefel [11] compared it to traditional direct optimization algorithms. Theoretical studies of the convergence behaviour of the ES were carried out, for instance, by Beyer [18] and Rudolph [19]. A comparison to other evolutionary algorithms such as genetic algorithms can be found in Bäck [9]. The results indicate that the ES is a robust optimization tool that can deal with a large number of practically relevant function classes, including discontinuous and multimodal functions. In addition, the ES performance scales well with the search space dimension.
Generational cycle

The main procedure of the MIES is described in Algorithm 1. After a random initialization and evaluation of the first population $P(0)$ of $\mu$ individuals (parameter vectors taken from an individual space $I$) and setting the generation counter $t$ to zero, the iteration starts. In a first step of the iteration, the algorithm generates the set $Q(t)$ of $\lambda$ new offspring individuals, each of them obtained by the following procedure: Two individuals are randomly selected from $P(t)$ and an offspring is generated by recombining these parents and then mutating (random perturbation) the individual resulting from the recombination. In the next step, the $\lambda$ offspring individuals are evaluated using the objective function to rank the individuals (the lower the objective function value the better the rank). In case of a $(\mu + \lambda)$ selection, the $\mu$ best individuals out of the union of the $\lambda$ offspring individuals and the $\mu$ parental individuals are selected. In case of a $(\mu, \lambda)$ selection, the $\mu$ best individuals out of the $\lambda$ offspring individuals are selected. The selected individuals form the new parent population $P(t + 1)$. After this, the generation counter is incremented. The generational loop is repeated until the termination criterion is fulfilled.

**Algorithm 1. ($\mu^+, \lambda$)-Evolution Strategy**

```
\[ t \leftarrow 0 \]
\[ \text{initialize Population } P(t) \in \mu \]
\[ \text{evaluate the } \mu \text{ initial individuals with objective function } f \]
\[ \text{while Termination criteria not fulfilled do} \]
\[ \quad \text{for all } i \in \{1, \ldots, \lambda\} \text{ do} \]
\[ \qquad \text{choose randomly } c_{i_1} \text{ and } c_{i_2} \text{ from } P(t) \text{ (repetition is possible)} \]
\[ \qquad x_i \leftarrow \text{mutate(recombine}(c_{i_1}, c_{i_2})) \]
\[ \qquad Q(t) \leftarrow Q(t) \cup \{x_i\} \]
\[ \text{end for} \]
\[ P(t + 1) \leftarrow \mu \text{ individuals with best objective function value from } P(t) \cup Q(t) \text{ (plus), or} \]
\[ Q(t) \text{ (comma)} \]
\[ t \leftarrow t + 1 \]
\[ \text{end while} \]
```

**Representation**

An individual in an evolution strategy contains the information about one solution candidate. The contents of individuals are inherited by future individuals and is subject to variation. The standard representation of a solution in an ES individual is a continuous vector. In addition, parameters of the probability distribution used in the mutation (such as standard deviations or ‘step-sizes’) are stored in the individual. The latter parameters are referred to as strategy parameters.

\[ ^1 \text{In most cases, a maximal number of generations is taken as termination criterion.} \]
To solve mixed-integer problems with an evolution strategy, we extend the real-vector representations of individuals by introducing integer and discrete variables as well as strategy parameters related to them. The domain of individual then reads:

\[ I = R_1 \times \cdots \times R_{n_r} \times Z_1 \times \cdots \times Z_{n_z} \times D_1 \times \cdots \times D_{n_d} \times A_s \]

Here, \( A_s \) denotes the domain of strategy parameters and is defined as

\[ A_s = \mathbb{R}^{n_\sigma + n_\varsigma} \times [0,1]^{n_p}, n_\sigma \leq n_r, n_\varsigma \leq n_z, n_p \leq n_d \]

An individual of a population \( P(t) \) in generation \( t \) is denoted as

\[ a = (r_1, \ldots, r_{n_r}, z_1, \ldots, z_{n_z}, d_1, \ldots, d_{n_d}, \sigma_1, \ldots, \sigma_{n_\sigma}, \varsigma_1, \ldots, \varsigma_{n_\varsigma}, p_1, \ldots, p_{n_p}) \]

The so-called object variables, \( r_1, \ldots, r_{n_r}, z_1, \ldots, z_{n_z}, d_1, \ldots, d_{n_d} \), determine the objective function value and thus the fitness of the individual. Here, \( r_1, \ldots, r_{n_r} \) denote real valued, \( z_1, \ldots, z_{n_z} \) integer valued and \( d_1, \ldots, d_{n_d} \) nominal discrete variables. The so-called strategy variables \( \sigma_1, \ldots, \sigma_{n_\sigma}, \varsigma_1, \ldots, \varsigma_{n_\varsigma} \) denote standard deviations used in the mutation of the real-valued variables, and \( \varsigma_1, \ldots, \varsigma_{n_\varsigma} \) denote mean step sizes in the mutation of the integer parameters. Finally, \( p_1, \ldots, p_{n_p} \) denote mutation probabilities (or rates) for the discrete object parameters. All these parameters are subject to inheritance, recombination and mutation within Algorithm 1.

Recombination

The recombination operator can be subdivided into two steps: selection of the parents and recombinating the selected parents. Here, we will focus on local recombination which works with two recombination partners. The two recombination partners \( c_1 \in I \) and \( c_2 \in I \) are chosen randomly, uniformly distributed, from the parental generation for each of the offspring individuals. The information contained in these individuals is combined in order to generate an offspring individual. In evolution strategies, two recombination types are commonly used: dominant and intermediate recombination [11]. In a dominant recombination, the operator randomly chooses one of the corresponding parental parameters for each offspring vector position. Intermediate recombination computes the arithmetic mean of both parents and thus, in general, can only be applied for continuous object variables and strategy variables. In MIES, dominant recombination is used for the solution parameters, while intermediate recombination is used for the strategy parameters.

Mutation

For the parameter mutation, standard mutations with maximal entropy for real, integer and discrete parameter types are combined, as described in [9, 11–13]. The choice of mutation operators was guided by the following requirements for a mutation:
• **Accessibility:** Every point of the individual search space should be accessible from any other point by means of a finite number of applications of the mutation operator.

• **Feasibility:** The mutation should produce feasible individuals. This guideline can be crucial in search spaces with a high number of infeasible solutions.

• **Symmetry:** No additional bias should be introduced by the mutation operator.

• **Similarity:** Evolution strategies are based on the assumption that a solution can be gradually improved. This means it must be possible to generate similar solutions by means of mutation.

• **Scalability:** There should be an efficient procedure by which the strength of the impact of the mutation operator on the fitness values can be controlled.

• **Maximal Entropy:** If there is no additional knowledge about the objective function available the mutation distribution should have maximal entropy [12]. By this measure, a more general applicability can be expected.

Respecting these guidelines, the following operators have been selected in [7]:

The mutation of *continuous variables* is described in Algorithm 2. The new individual is obtained by adding a normal distributed random perturbation to the old values of the vector. The corresponding standard deviations are also subject to the evolution process and are thus multiplied in each step with a logarithmically distributed random number. Schwefel [11] termed the resulting process as *self-adaptive*, because of the capability of the process to adapt the step-sizes to the local fitness landscape. The general idea behind self-adaptation is that if a set of different individuals is generated, all with a different probability distribution, the individual with the best object variables is also likely the one with the best probability distribution that leads to the generation of these object variables. Thus, the parameters of this probability distribution are also inherited by the offspring individual.

We will now provide some remarks on the properties of the normal distributions, as they are responsible for the choice of this type of distribution for mutating continuous variables. Among all continuous distributions with finite variance on \( \mathbb{R} \), the normal distribution possesses the maximum entropy. The multidimensional normal distribution is symmetrical to its mean value and is unimodal. The step-sizes represent standard deviations of the multidimensional normal distribution for each real-valued variable. By varying these standard deviations, the impact of the mutation on the variable vector in terms of similarity can be scaled.

As opposed to continuous variables, integer variables are less commonly used in evolution strategies. The mutation procedure for integer variables is borrowed from [12], where the replacement of the normal distribution by a geometrical distribution \((G)\) has been suggested. Among distributions defined on integer spaces, the multidimensional geometric distribution is one of maximum entropy and finite variance. As the original geometric distribution is single-tailed, Rudolph [12] suggested to use instead the difference \(Z_1 - Z_2\) of two geometrically distributed random variables. The resulting distribution is depicted for the 2-D case in Fig. 2. It is \(l_1\)-symmetrical\(^2\) to its mean value, unimodal and has an infinite support. Thereby, symmetry and

\(^2\) That is, symmetrical w.r.t. the manhattan distance.
Algorithm 2. Mutation of real-valued parameters

input: \( r_1, \ldots, r_n, \sigma_1, \ldots, \sigma_n \)
output: \( r'_1, \ldots, r'_n, \sigma'_1, \ldots, \sigma'_n \)

control parameters: \( n_{\sigma} \in \{0, 1\} \)

\[
N_c \leftarrow N(0, 1) \quad \{ \text{Generate and store a normal distributed random number} \}
\]

\[
\tau \leftarrow \frac{1}{\sqrt{2\pi(n_r)}}; \quad \tau' \leftarrow \frac{1}{\sqrt{2\pi n_r}} \quad \{ \text{Initialize global and local learning rate} \}
\]

if \( n_{\sigma} = 1 \) { Single step-size mode }
then

\[
\sigma'_1 = \sigma_1 \exp(\tau N_c)
\]

for all \( i \in \{1, \ldots, n_r\} \) do

\[
r'_i \leftarrow r_i + \sigma'_1 N(0, 1)
\]
end for

else \{ Multiple step-size mode \}

for all \( i \in \{1, \ldots, n_r\} \) do

\[
\sigma'_i = \sigma_i \exp(\tau N_c + \tau' N(0, 1))
\]

\[
r'_i \leftarrow r_i + \sigma'_i N(0, 1)
\]
end for

end if

\{ Interval boundary treatment \}

for all \( i \in \{1, \ldots, n_r\} \) do

\[
r'_i \leftarrow T_{[r_{\min}, r_{\max}]}(r'_i)
\]
end for

accessibility of the mutation is given. The strength of the mutation for the integer parameters is controlled by a set of step-size parameters, which represent the mean value of the absolute variation of the integer object variables. The details of this mutation operator are found in Algorithm 3. Note that a geometrically distributed random value can be generated by transforming a uniformly distributed random value \( u \) using:

\[
z = \left\lfloor \frac{\ln(1 - u)}{\ln(1 - \psi)} \right\rfloor, \quad \psi = 1 - \zeta \left( 1 + \sqrt{1 + \zeta^2} \right)^{-1}
\]

The width of the distribution can be controlled by the parameter \( \zeta \). Excepting the different distribution types used, it is very similar to the real-valued mutation operator in Algorithm 2. Self-adaptation is used to control the width parameter(s). The mutation of the width parameter is done as in [12] using a global learning rate \( \tau \) and local learning rate \( \tau' \).

Since we have to keep integer and continuous parameters in their feasible interval, the mutation operators need to be extended. Therefore, a transformation function that reflects parameters back into the feasible domain is applied in the mutation operators.

For the continuous and integer parameters, this is achieved by the transformation function \( T_{[a,b]} \). The transformation function may be illustrated as a reflection at the interval boundaries. It can be implemented as illustrated in Algorithm 4. It cannot be
avoided that a certain bias is introduced by the transformation function. However, keeping the ratio between step-size and interval width low, the main characteristics of the unconstrained mutation are preserved.

**Algorithm 3. Mutation of integer parameters**

```plaintext
input: \(z_1, \ldots, z_{n_z}, \xi_1, \ldots, \xi_{n_z}\)
output: \(z_1, \ldots, z_{n_z}, \xi_1, \ldots, \xi_{n_z}\)
control parameters: \(n_z, N_c \sim N(0, 1)\)
\(\tau \leftarrow \frac{1}{\sqrt{2n_z}}; \tau' \leftarrow \frac{1}{\sqrt{2\sqrt{n_z}}}\)

if \(n_z = 1\) then
\(\xi_1' \leftarrow \max(1, \xi_1 \exp(\tau N_c))\)
\(\text{for all } i \in \{1, \ldots, n_z\} \text{ do}\)
\(u_1 \leftarrow U(0, 1); u_2 \leftarrow U(0, 1); \psi \leftarrow 1 - (\xi_1'/n_z)(1 + \sqrt{1 + (\xi_1'/n_z)^2})^{-1}\)
\(G_1 \leftarrow \frac{\ln(1-u_1)}{\ln(1-\psi)}; G_2 \leftarrow \frac{\ln(1-u_2)}{\ln(1-\psi)}\)
\(z_1' \leftarrow z_1 + G_1 - G_2\)
\end{forall}

else
\(\text{for all } i \in \{1, \ldots, n_z\} \text{ do}\)
\(\xi_i' \leftarrow \max(1, \xi_i \exp(\tau N_c + \tau'N(0, 1)))\)
\(u_1 \leftarrow U(0, 1); u_2 \leftarrow U(0, 1); \psi \leftarrow 1 - (\xi_i'/n_z)(1 + \sqrt{1 + (\xi_i'/n_z)^2})^{-1}\)
\(G_1 \leftarrow \frac{\ln(1-u_1)}{\ln(1-\psi)}; G_2 \leftarrow \frac{\ln(1-u_2)}{\ln(1-\psi)}\)
\(z_i' \leftarrow z_i + G_1 - G_2\)
\end{forall}

end if
\(\text{for all } i \in \{1, \ldots, n_z\} \text{ do}\)
\(z_i' \leftarrow T_{\xi_i, z_{\text{min}}, z_{\text{max}}}(z_i')\)
\end{forall}
```
Finally, a mutation of the discrete parameters is carried out with a mutation probability as described in Algorithm 5. The probability is a strategy parameter for each discrete variable. Each new value is chosen randomly (uniformly distributed) out of the finite domain of values. The application of a uniform distribution is due to the principle of maximal entropy, since the assumption was made that there is no reasonable order defined between the discrete values. To reason about the requirements such as symmetry and scalability, we need to define a distance measure on the discrete sub-space. The assumption that there is no order, which can be defined on the finite domains of discrete values, leads to the application of the overlap distance measure:

\[
\Delta((d_1, \ldots, d_n), (d'_1, \ldots, d'_n)) = \sum_{i=1}^{n_d} H(d_i = d'_i) \text{ with } H(\text{true}) = 1; H(\text{false}) = 0
\]

as a similarity measure for guiding the design of the mutation operator.

A self-adaptation of the mutation probability for the discrete parameters is achieved by a logistic mutation of these parameters, generating new probabilities in the feasible domain. The logistic transformation function is recommended and discussed by Schütz and Sprave. The basic idea of this transformation is to keep the variables within the range \([0, 1]\). Given an original mutation probability \(p \in [0, 1]\), it can be mutated using the following procedure:

\[
p' = \frac{1}{1 + \frac{1-p}{p} \exp(-\tau N(0,1))}
\]

Here, \(N(0,1)\) denotes a function that returns a normally distributed random number. This mutation has the property that it is as likely to increase \(p\) than to decrease it.

**Algorithm 4.** Computation \(T_{[a,b]}(x)\), for interval boundaries \(a\) and \(b\).

\[
y = \frac{x - a}{b - a}
\]

if \([y] \mod 2 = 0\) then

\[y' = |y - [y]|\]

else

\[y' = 1 - |y - [y]|\]

end if

\[x' = a + (b - a)y'\]

return \(x'\)

**Algorithm 5.** Mutation of nominal discrete parameters

input: \(d_1, \ldots, d_{n_d}, p_1, \ldots, p_{n_p}\)

output: \(d'_1, \ldots, d'_{n_d}, p'_1, \ldots, p'_{n_p}\)

for all \(i \in \{1, \ldots, n_p\}\) do

\[p'_i \leftarrow \frac{1}{1 + \frac{1-p_i}{p_i} \exp(-\tau' s N(0,1))}\]

\[p'_i = T_{[0.01,0.5]}(p'_i)\]

if \(U(0,1) < p'_i\) then

choose a new element uniform distributed out of \(D_i \setminus \{d_i\}\)

end if

end for
its value. To prevent that the mutation rate sticks to the boundaries, we recommend employing a second transformation function \( T_{[p_{\text{min}}, p_{\text{max}}]} \) that keeps the value of \( p \) in the interval \([0.01, 0.5]\). The upper bound of 0.5 for the mutation probability is motivated by the observation that the mutation looses its causality once the probability exceeds the value of 0.5. The lower bound is to prevent the mutation probability from being too close to 0.

Depending on the discrete subspace, it can be advantageous to use a single mutation probability instead of many individual mutation probabilities \( p_1, \ldots, p_{n_d} \). In case of a single mutation probability, for each position of the discrete subvector, it is decided independently, but with the same probability, whether to mutate this position or not.

4 Experiments on Artificial Test Problems

Some selected empirical results demonstrate the convergence behaviour of the proposed MIES algorithm. In this section, test results for theoretical test functions are illustrated. This gives the reader the opportunity to compare the results of this EA with those of other optimization algorithms, for instance, with standard ES. Since rather simple test functions have been chosen, the experiments give hints on the minimal running time for practical problems of similar dimension.

![Surface plots of the barrier test function for two integer variables \( Z_1 \) and \( Z_2 \), and the control parameter \( C = 20, 100, 1000 \) and 5000. All other variables were kept constant at a value of zero, \( Z_1 \) and \( Z_2 \) values were varied in the range from 0 to 19](image_url)
Fig. 4 The best results for (4,28) MIES using a single step-size on barrier functions with different C

4.1 Test Functions

We designed a multi-modal barrier problem generator that produces integer optimization problems with a scalable degree of ruggedness (determined by parameter C) by generating an integer array $A$ using the following algorithm:

$$A[i] = i, i = 0, \ldots, 20$$

$$\text{for } k \in \{1, \ldots, C\} \text{ do}$$

$$j \leftarrow \text{random number out of } \{0, \ldots, 19\}$$

$$\text{swap values of } A[j] \text{ and } A[j+1]$$

$$\text{end for}$$

For $C = 0$, the ordering of the variable $y \in [0, 20]$ values corresponds to the ordering of values of $A(y)$. If the value of $C$ is slightly increased, only part of the order will be preserved under the mapping $A$, and thus similarity information can be exploited.

Then, a barrier function is computed:

$$f_{\text{barrier}}(r, z, d) = \sum_{i=1}^{n_r} A[\lfloor r_i \rfloor]^2 + \sum_{i=1}^{n_z} A[z_i]^2 + \sum_{i=1}^{n_d} B_i[d_i]^2 \rightarrow \min$$

(4)

$$n_r = n_z = n_d = 5, r \in [0, 20]^n_r \subset \mathbb{R}^{n_r},$$

$$z \in [0, 20]^n_z \subset \mathbb{Z}^{n_z}, d \in \{0, \ldots, 20\}^n_d \subset \mathbb{R}^{n_d}.$$ 

(5)

Here, $B_i[0], \ldots, B_i[20]$ denotes a set of $i$ permutations of the sequence 0, …, 20, each of which being a random permutation fixed before the run. This construction prevents that the value of the nominal value $d_i$ is quantitatively (anti-)correlated with
Fig. 5 Mean ± standard deviation for (4,28) MIES with different step-size modes on barrier function with $C = 1000$

Fig. 6 Mean ± standard deviation for single step-size (4,28) MIES and ES on barrier functions with $C = 20$ and $C = 100$

the value of the objective function $f$. Such a correlation would contradict with the assumption that $d_i$ are nominal values. Whenever a correlation between neighbouring values can be assumed, it is wiser to assign them to the ordinal type and treat them accordingly.

The parameter $C$ controls the ruggedness of the resulting function with regard to the integer space. High values of $C$ result in rugged landscapes with many barriers.
To get an intuition about the influence of $C$ on the geometry of the function, we included plots for a two-variable instantiation of the barrier function in Fig. 3 for $C = 20, C = 100, C = 1000$ and $C = 5000$.

### 4.2 Experimental Results

The following MIES settings [16] are chosen for the experiments on the barrier problems: $(\mu = 4, \lambda = 28)$ for the population and offspring sizes and $(n_{\sigma} = n_{\varsigma} = n_p = 1)$ or $(n_{\sigma} = n_r, n_{\varsigma} = n_z, n_p = n_d)$ for the step-size mode. Since ES are stochastic algorithms, in the empirical experiments for each algorithm setting, we performed 20 runs in order to compute the mean value and standard deviation of the intermediate and results.

Figure 4 shows best fitness values found by one step-size (4,28) MIES on barrier functions with different control parameters $C$. It turns out that it is more difficult for (4,28) MIES to find global optima for barrier function with higher $C$ value. Also, we noticed that when $C$ is above a certain value, such as 1000, 2000 and 5000 in Fig. 4, the difficulty of the barrier function will not change too much.

From Fig. 5, we learn that it is more reliable with regard to the performance of the strategy to use a one step-size per parameter type $(n_{\sigma} = n_{\varsigma} = n_p = 1)$, instead of $n$ step-sizes $(n_{\sigma} = n_r, n_{\varsigma} = n_z, n_p = n_d)$ for all of the variables. This corresponds to the findings in [7].

We also compared single step-size (4,28) MIES to a standard single step-size (4,28) ES on the barrier functions with $C = 20$ and 100 by truncating the continuous parameters to obtain discretized values. The results displayed in Fig. 6 show that the (4,28) MIES perform better than a standard (4,28) ES for the multi-modal barrier function.

### 5 Application to IVUS Image Analysis

After testing different strategies of MIES on artificial problems, we used MIES to find optimal parameter settings for the segmentation of the lumen in IVUS images. We focused on the lumen detector as it can produce good results in isolation without needing additional information about other IVUS image features.

The settings used for the MIES algorithm were $(\mu = 4, \lambda = 28)$. These parameter settings were found by applying MIES to artificial test problems [16], which were designed to simulate the image problem as much as possible (similar dimension, various levels of difficulty). This was done because evaluating image processing pipelines is very time consuming. The evaluation, for example, of one setting of the MIES algorithm on 40 IVUS images for 100 iterations with 4 parents and 28 offspring took about 16 h on a Pentium 4 (3.4 GHz) computer.

Table 1 lists the parameters for the IVUS lumen image processing pipeline together with their type, range, dependencies and default settings as determined by a human expert. The table shows that the parameters consist of a mix of

---

3 Mean value of 20 repeated runs.
### Table 1 Parameters for the IVUS lumen image processing pipeline

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Range</th>
<th>Dependencies</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>maxgrey</td>
<td>integer</td>
<td>[2, 150]</td>
<td>&gt; mingrey</td>
<td>35</td>
</tr>
<tr>
<td>mingrey</td>
<td>integer</td>
<td>[1, 149]</td>
<td>&lt; maxgrey</td>
<td>1</td>
</tr>
<tr>
<td>connectivity</td>
<td>nominal</td>
<td>{4,6,8}</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>relativeopenings</td>
<td>boolean</td>
<td></td>
<td></td>
<td>true</td>
</tr>
<tr>
<td>nrofcloses</td>
<td>integer</td>
<td>[0, 100]</td>
<td>used if not relativeopenings</td>
<td>5</td>
</tr>
<tr>
<td>nrofopenings</td>
<td>integer</td>
<td>[0, 100]</td>
<td>used if not relativeopenings</td>
<td>45</td>
</tr>
<tr>
<td>scanlinedir</td>
<td>nominal</td>
<td>[0,1,2]</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>scanindexleft</td>
<td>integer</td>
<td>[-100, 100]</td>
<td>&lt; scanindexright</td>
<td>-55</td>
</tr>
<tr>
<td>scanindexright</td>
<td>integer</td>
<td>[-100, 100]</td>
<td>&gt; scanindexleft</td>
<td>7</td>
</tr>
<tr>
<td>centermethod</td>
<td>nominal</td>
<td>{0,1}</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>fitmodel</td>
<td>nominal</td>
<td>{ellipse, circle}</td>
<td></td>
<td>ellipse</td>
</tr>
<tr>
<td>sigma</td>
<td>continuous</td>
<td>[0.5 10.0]</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>scantype</td>
<td>nominal</td>
<td>[0,1,2]</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>sidestep</td>
<td>integer</td>
<td>[0, 20]</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>sidecost</td>
<td>continuous</td>
<td>[0, 100]</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>nroflines</td>
<td>integer</td>
<td>[32, 256]</td>
<td></td>
<td>128</td>
</tr>
</tbody>
</table>

Continuous, integer and nominal discrete (including boolean) values, with 16 parameters in total.

The fitness evaluation determines which offspring will serve as new parents in the next generation step. Therefore, the definition of the fitness function is crucially important for a successful application of MIES and should represent the success of the image segmentation very well. We first experimented with a similarity measure $S(c_1, c_2)$ between the contour $c_1$ found by the lumen feature detector and the desired lumen contour $c_2$ drawn by a human expert. The similarity measure is defined as the percentage of points of contour $c_1$ that are less than a distance $T$ away from contour $c_2$:

$$S(c_1, c_2) = \frac{\sum_{i=1}^{\text{nrofpoints}} \theta(i)}{\text{nrofpoints}} \text{, with } \theta(i) = \begin{cases} 1 & \text{iff } d(c_1(i), c_2) < T \\ 0 & \text{otherwise} \end{cases}$$  (6)

where $d(c_1(i), c_2)$ is the Euclidian distance between a point $i$ on contour $c_1$ and contour $c_2$, nrofpoints is the number of points on contour $c_1$ and $T$ is a preset threshold value. This threshold $T$ determines that two contours are to be considered similar when the distance between all points on contour $c_1$ is within a distance $T$ of $c_2$. The reason a small difference between the two contours is allowed is that even an expert will not draw the exact same contour twice in a single IVUS image. The fitness function itself is the calculated average dissimilarity over all images in a training set.

Although this measure seemed to give good results while looking at the fitness values, visual inspection showed unexpected behaviour, as shown in Fig. 7. The reason for this behaviour is that there was no penalty on the amount of distance of contour points from the target contour. As a result, contours with relatively few error
Fig. 7 Expert-drawn lumen contours (gray) compared with a MIES parameter solution (white) using the similarity measure $S(c_1, c_2)$ (Eq. 6). The images show that large errors may occur even though the fitness of the solution was very good.

points could still have a high similarity $S(c_1, c_2)$ value, although visual inspection showed otherwise. To take such effects into account, we changed from maximizing the similarity measure $S(c_1, c_2)$ to minimizing a dissimilarity measure $D(c_1, c_2)$, which is defined as follows:

$$D(c_1, c_2) = \sum_{i=1}^{npoints} \theta(i), \text{ with } \theta(i) = \begin{cases} d(c_1(i), c_2) & \text{iff } d(c_1(i), c_2) > T \\ 0 & \text{otherwise} \end{cases}$$ (7)

This measure penalizes each contour point that is more than a distance $T$ away from $c_2$ and is proportional to the distance. It led to much better results, which stresses the importance of choosing an appropriate fitness function in this problem domain.

An interesting question is whether the MIES obtains better numerical results than the canonical ES using truncation of continuous parameters in order to obtain discretized values. This question was discussed in [16], and in Table 2, we summarize the numerical results on the IVUS problem obtained with MIES, ES and the expert chosen parametrization. In two cases, the ES obtained a equally good result than the MIES, and in the other three cases, it performed much worse. This conforms with the results obtained on the artificial test problems. In summary, we conclude that the use of specialized mutation operators for different parameter types, as it is done in the MIES, will likely improve the performance of the strategy.

Table 2 Performance of the best found ES and MIES parameter solutions on 5 different datasets, compared to an expert chosen parameter solution. Average difference and standard deviation w.r.t. expert-drawn contours are given

<table>
<thead>
<tr>
<th>Image Set</th>
<th>Expert Mean</th>
<th>Expert SD</th>
<th>ES Mean</th>
<th>ES SD</th>
<th>MIES Mean</th>
<th>MIES SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 1</td>
<td>395.2</td>
<td>86.2</td>
<td>149.8</td>
<td>46.0</td>
<td>151.3</td>
<td>39.2</td>
</tr>
<tr>
<td>Dataset 2</td>
<td>400.2</td>
<td>109.2</td>
<td>183.0</td>
<td>57.3</td>
<td>181.4</td>
<td>58.7</td>
</tr>
<tr>
<td>Dataset 3</td>
<td>344.8</td>
<td>66.4</td>
<td>182.3</td>
<td>49.7</td>
<td>165.6</td>
<td>47.2</td>
</tr>
<tr>
<td>Dataset 4</td>
<td>483.1</td>
<td>110.6</td>
<td>232.9</td>
<td>62.4</td>
<td>186.4</td>
<td>59.0</td>
</tr>
<tr>
<td>Dataset 5</td>
<td>444.2</td>
<td>90.6</td>
<td>324.7</td>
<td>96.0</td>
<td>171.8</td>
<td>54.5</td>
</tr>
</tbody>
</table>
5.1 Experimental Results

For the experiments, we used five disjoint sets of 40 images. The images were acquired with a 20 MHz Endosonics Five64 catheter using motorized pullback (1 mm/s). Image size is 384 × 384 pixels (8-bit greyscale) with a pixel size of 0.02602 mm². For the fitness function, we took the average dissimilarity over all 40 images with $T$ set to 2.24 pixels and nrofpoints = 128 (see Eq. 7).

For each of the 5 datasets, we performed 25 runs of the (4, 28) MIES algorithm using different random seeds, and limited the number of generation cycles to 25, which resulted in 704 fitness evaluations for each run. The optimization results are displayed in Table 3, where MIES solution 1 was trained on dataset 1 by the MIES algorithm, MIES solution 2 was trained on dataset 2, etc.

Table 3 shows that for most cases, the MIES parameter solutions result in lower average contour differences than the expert chosen default parameters. Only parameter solution 3 applied to dataset 5 has a higher average contour difference (444.2 vs. 446.4) than the default parameters. To determine if the best results obtained by the MIES algorithm are also significantly better than the result of the default parameters, a paired two-tailed Student $T$-test was performed on the (40) different measurements for each image dataset and each solution using a 95% confidence interval ($p = 0.05$). The $T$-tests show that all differences are statistically significant except for the difference between MIES solution 3 applied to dataset 5 and the default parameters, and the difference between MIES solution 5 applied to dataset 3 and the default parameters. Although MIES solution 4 performs slightly better on dataset 5 than MIES solution 5 (171.3 vs. 171.8), which was trained on this dataset, this difference is also not statistically significant. Therefore, we can conclude that the MIES solutions are significantly better than the default default parameter solutions in 92% of the cases (23 out of 25) and equal in the other two cases.

In order to learn from the results about advantageous parameter settings, we compared the variable settings of optimized solutions to solutions with an average fitness value (obtained at the beginning of the evolution). The results are displayed in the parallel coordinates diagram (Fig. 8). It is apparent that the setting of some parameters seems to be clearly advantageous in a certain small range, while for others, the

<table>
<thead>
<tr>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
<th>Dataset 4</th>
<th>Dataset 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>Default</td>
<td>395.2</td>
<td>86.2</td>
<td>400.2</td>
<td>109.2</td>
</tr>
<tr>
<td>MIES 1</td>
<td>151.3</td>
<td>39.2</td>
<td>183.6</td>
<td>59.0</td>
</tr>
<tr>
<td>MIES 2</td>
<td>160.3</td>
<td>45.9</td>
<td>181.4</td>
<td>58.7</td>
</tr>
<tr>
<td>MIES 3</td>
<td>173.8</td>
<td>42.1</td>
<td>202.9</td>
<td>69.1</td>
</tr>
<tr>
<td>MIES 4</td>
<td>154.0</td>
<td>51.7</td>
<td>243.7</td>
<td>67.7</td>
</tr>
<tr>
<td>MIES 5</td>
<td>275.7</td>
<td>75.6</td>
<td>358.4</td>
<td>76.9</td>
</tr>
</tbody>
</table>
Fig. 8 The parallel coordinate diagrams show a comparison of optimized solutions (red polygons) to solutions with a relative bad fitness value (light green polygons). The first coordinate is the fitness value and the subsequent coordinates are the values of the variables (Lumen detector parameters) in the order of Table 1.

Setting is either indifferent or it may depend on other parameter settings. Some observations are that a scantype of 2, a medium value for the maxgrey parameter and sidecost (around 70) and a high sigma value (close to 10.0) seems to be beneficial. Of course, these results hold only for one image set and future research needs to clarify whether generalizations are feasible.

Visual inspection of MIES parameter solution 4 to all 200 images shows that this solution is a good approximator of the lumen contours as can be seen in Fig. 9 (bottom row). When we compare the contours generated with MIES solution 4 to the expert-drawn contours, we see that they are very similar, and in some cases, the

Fig. 9 Expert-drawn lumen contours (gray) compared with default parameter solution (white, top row) and MIES parameter solution (white, bottom row)
MIES contours actually seem to follow the lumen boundary more precisely. Besides being closer to the expert-drawn contours, another major difference between the MIES found contours and the contours detected with the default parameter settings is that the MIES solutions produce more smooth contours (see Fig. 9, top and bottom rows).

6 Conclusions and Future Work

In this chapter, we described the MIES and applied it to a problem in medical image analysis, particularly the optimization of control parameters of a lumen detector in IVUS imaging.

MIES uses specific variation operators for different types of decision variables (continuous, integer and nominal discrete). All three types of mutation operators support automatic adaptation of the mutation strength and avoid biased sampling. In addition, they fulfill guidelines such as accessibility, uniformity and maximal entropy, which makes them very amenable as search operators in settings with little or no a priori knowledge about the search landscape. To determine favourable default settings, we tested the MIES on artificial test problems. Moreover, we compared MIES to the standard (continuous) ES using simple truncation of continuous variables. It turns out that the MIES approach has a much higher convergence reliability.

A similar result is obtained for the medical image analysis. Here, the MIES always produced better or equal results than the default parameter settings chosen by an expert. Moreover, on all five data sets, the results of the MIES were significantly better (three times) or equal (one time) than those obtained with the standard ES, trained on the same data set.

In summary, the results show that the MIES is a valuable technique for improving the parameter settings of the lumen detector. The results encourage further studies on extended image sets and for other feature detectors. The results of this study also suggest its use in other problems where parameters of image analysis modules need to be tuned based on training data, and, more generally, for large-scale mixed-integer optimization problems that cannot be solved with standard mathematical programming techniques.

With regard to the image analysis problem, we do not expect to find one optimal solution for each feature detector to work in all possible contexts and for all possible patients. Therefore, we would like to let a set of MIES algorithms find a set of optimal solutions for sets of optimal images, whereby the solutions and sets of images are evolved automatically. A first approach towards this fitness-based partitioning is described in [20, 21]. After we have evolved the set of optimal image feature detector solutions, the aim is then to let an agent in the multiagent system decide which particular solution to use based on its current knowledge of the situation.

We also intend to further study the MIES algorithm both in theory and practice. In particular, approaches that enable us to integrate more problem knowledge,
such as exploiting dependencies between different variables, are promising future extensions.
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Memetic Differential Evolution Frameworks in Filter Design for Defect Detection in Paper Production

Ferrante Neri and Ville Tirronen

Abstract. This chapter studies and analyzes Memetic Differential Evolution (MDE) Frameworks for designing digital filters, which aim at detecting paper defects produced during an industrial process. MDE Frameworks employ the Differential Evolution (DE) as an evolutionary framework and a list of local searchers adaptively coordinated by a control scheme. Here, three different variants of MDE are taken into account and their features and performance are compared. The binomial explorative features of the DE framework in contraposition to the exploitative features of the local searcher are analyzed in detail in light of the stagnation prevention problem, typical for the DE. Much emphasis in this chapter is given to the various adaptation systems and to their applicability this image processing problem.

1 Introduction

In recent years, machine vision systems for quality inspection and fault detection have become standard in paper industry. These systems monitor the paper web for structural defects such as holes and defects in quality such as faint streaks, thin spots and wrinkles [1]. Detection of weak defects is crucial in quality paper production since their presence in paper sheets raises difficulties, for example, in printing, thus leading to significant monetary losses. The paper web inspection is a challenging task since it must be executed under strict real-time constraints. In fact, paper machines can achieve a speed of over 25 m/s while the defects are barely a few millimetres in size.

Defect detection falls within the spectrum of low-level vision since it is related to both edge detection and textural analysis and can be seen as a pre-segmentation technique for identifying defects and insulating them from the background.

In order to solve this class of problems, several solutions have been proposed over the years in literature and industrial applications. Classical edge detection methods...
and simple segmentation schemes such as plain threshold have been widely studied in literature [2] and have become the toolbox of machine vision engineering. These methods, in spite of their popularity with the industry, are often fragile and need to be tuned by human experts for each new condition.

Thus, Computational Intelligence (CI) approaches have been successfully applied in low-level vision during recent years. For example, such approaches aim at executing machine learning by means of neural networks [3, 4] or employing evolutionary algorithms to derive high-performance operators for specific applications [5–8]. The latter approach is very promising because these operators are potentially adaptable in different situations without human expert decision making [9].

This chapter aims at studying the defect detection in paper production by means of image processing techniques. In our application, the high real-time requirements pose a serious limitation to applicable techniques. In addition, the defects studied in this application are rather faint and masked by the natural structure of the paper, which varies with time and process state. Moreover, compared to other fields of defect detection, we lack regular texture or estimable background, as encountered with, for example, textiles [10].

Defect detection in paper production has been studied over the years and several solutions have been proposed in industries and literature. The most commonly used approaches in industrial applications are based on simple thresholding techniques [11]. Since these techniques are inadequate for weak defects, more sophisticated methods are required. A popular approach is to utilize texture-based techniques. In [12], the defects are characterized as deviations from the background texture; the problem is encoded as a two-class classification problem by means of local binary patterns as a source of features and a Self-Organizing Map (SOM) as a clustering/classification tool. However, wrinkles and streaks are often quite faint perturbations of texture, and can be easily overlooked with texture analysis.

This work proposes an approach which employs Finite Impulse Response (FIR) filters, parameterized by a Gabor function, specifically optimized for the task of weak defect detection. The problem-oriented design of the FIR filters seems very promising for similar image processing problems in other fields of application, for example, in [13] for texture segmentation and in [14] for a vehicle tracking problem. Sun et al. [14] also proposed a hybrid evolutionary algorithm in order to perform the filter design. FIR filters are flexible and have relatively efficient machine implementations, which makes them applicable for the task. Gabor functions are useful for filter formulation in cutting down the number of parameters and are presumed applicable due to similarities with mammalian vision cortex responses.

2 Features of the Filter and Problem Formulation

Training of the filter is based on a set of source images supplied by Viconsys Oy1 and a corresponding set of label images. These two sets constitute the training set. Images are taken in a static situation with a resolution of approximately

---

1 http://www.viconsys.fi/
We propose the employment of Gabor filters [15] since they turned out to be very successful in similar applications of machine vision for defect detection [16, 17] and edge detection [18]. In particular, the following Gabor function [15] is proposed:

\[ Gb(\theta, \psi, \sigma_x, \sigma_y, \lambda)(x,y) = e^{-\frac{(x \cos \theta - y \sin \theta)^2}{2\sigma_x^2}} \cdot e^{-\frac{(x \sin \theta + y \cos \theta)^2}{2\sigma_y^2}} \cdot \cos \left( \frac{2\pi(x \cos \theta - y \sin \theta)}{\lambda} + \psi \right), \]  

where \( \theta \) is the angle between the direction perpendicular to parallel stripes of the Gabor function (the plot of a two-dimensional Gabor function always generates a set of parallel stripes; see [15]) and a vertical reference axis; \( \psi \) is the phase offset (the filter is symmetrical when \( \psi = 0 \) and antisymmetrical when \( \psi = \frac{\pi}{2} \)). Furthermore, \( \sigma_x, \sigma_y \) specify both the size of the filter and its ellipticity, and \( \lambda \) is the wavelength of the filter. In other words, we use a directed bandpass filter with bandwidth determined by \( \lambda \) and the ratio \( \frac{\sigma_x}{\sigma_y} \).

Gabor filters are limited by their relatively high computational cost. The real-time requirements of our application rule out the use of Fast Fourier Transform (FFT) and computation of filters via convolution theorem. To satisfy real-time requirements in the spatial domain, we sample the Gabor function into a 7 x 7 discrete kernel. This will limit the available scales and frequencies. However, since the problem is empirical, we allow the filter to be truncated to kernel size, trading accuracy to overcome the aforementioned limits [19].

Since the defects tend to contain large variations in angle and the filter is direction dependent, the outputs of two different filters are combined.

The coordination of the filters is carried out, for each pixel, by multiplying filter output by a weight coefficient and then selecting the output (i.e. the filter), which produces maximal intensity (see formula (2)). A post-filtering stage, by means of a gaussian filter, is included in order to mitigate the effect of spurious responses due to noise [20]. Thus, for a given image \( I \), \( \alpha \) indicating the vector of 12 elements representing the design parameters of the two filters, the filter formula is given by

\[
F(\alpha, I) = G_{15,15} \ast \max \left[ (\alpha(1) \ Gb(\alpha(2), \ldots, \alpha(6)) \ast I), \right. \\
\left. (\alpha(7) \ Gb(\alpha(8), \ldots, \alpha(12)) \ast I) \right],
\]  

(2)
where $\alpha(1)$ and $\alpha(7)$ are the weights for both filters, $\star$ denotes the two-dimensional discrete convolution and $G_{r,t}$ represents an ordinary gaussian kernel of size $r \times t$. The design parameters of the Gabor filters are shown in Table 1.

The problem of the filter design thus consists of finding a proper set of design parameters $\alpha$. In order to estimate the fitness of a candidate solution $\alpha$, the following procedure is carried out. Let us indicate the source image with $S$ and the corresponding label image with $L$.

The filtered images $F$ are divided into three regions based on the label images: the defect region $D$ is defined as the set of those pixels $(x,y)$ of the image $F$ such that $L(x,y) = 1$, the clean region $C$ is defined as the set of those pixels $(x,y)$ such that $L(x,y) = 0$ and the non-interesting region is characterized by other colours (grey in Fig. 1b). Let us define the similarity function sim as follows:

$$
sim(S,L) = a\sigma(D) + b\sigma(C) + c\sqrt{|\mu(D) - \mu(C)|}, \tag{3}
$$

where $\mu$ and $\sigma$ denote mean and standard deviation over the set of pixels and $a$, $b$ and $c$ are weight coefficients. The first term in (3) measures uniformity of the defect region, the second term measures background noise ($C$ region) and the third term measures separation of the two regions. The weight coefficients have been set as $a = 1$, $b = 2$ and $c = -3$ taking into consideration that it is highly desirable for the filter to clearly separate defects from the background, and it is also important that noise in the background does not lead to detection of false defects. Finally, the fitness function $f$ is given by

$$
f(\alpha) = \frac{1}{n_I} \sum_{k=1}^{n_I} \sim(F(\alpha, S_k), L_k), \tag{4}
$$

where $n_I$ is the total number of images in the training set and $S_k$ and $L_k$ are the $k$th source and label image from the training set, respectively. The filter design is thus stated as the minimization of $f$ over $H = [-100, 100]^2 \times [-\pi, \pi]^2 \times [0, \pi]^2 \times [1, 20]^6$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Range of variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha(1), \alpha(7)$</td>
<td>Weight</td>
<td>$[-100, 100]$</td>
</tr>
<tr>
<td>$\alpha(2), \alpha(8)$</td>
<td>$\theta$</td>
<td>$[-\pi, \pi]$</td>
</tr>
<tr>
<td>$\alpha(3), \alpha(9)$</td>
<td>$\psi$</td>
<td>$[0, \pi]$</td>
</tr>
<tr>
<td>$\alpha(4), \alpha(10)$</td>
<td>$\sigma_x$</td>
<td>$[1, 20]$</td>
</tr>
<tr>
<td>$\alpha(5), \alpha(11)$</td>
<td>$\sigma_y$</td>
<td>$[1, 20]$</td>
</tr>
<tr>
<td>$\alpha(6), \alpha(12)$</td>
<td>$\lambda$</td>
<td>$[1, 20]$</td>
</tr>
</tbody>
</table>
3 Differential Evolution and Prior Hybridizations

Differential Evolution (DE) [21] is a reliable and versatile function optimizer. DE, like most popular Evolutionary Algorithms (EAs), is a population-based tool. DE, unlike other EAs, generates offspring by perturbing the solutions with a scaled difference of two randomly selected population vectors, instead of recombining the solutions by means of a probability function. In addition, DE employs a steady-state logic which allows replacement of an individual only if the offspring outperforms its corresponding parent.

Due to its algorithmic structure, over the optimization process, DE generates a super-fit individual which leads the search until an individual with better performance is generated. As highlighted in [22], a DE population can be subjected to stagnation in the case where no individuals outperform the corresponding parents for a large number of generations. On the other hand, the persistence of a super-fit individual over a certain number of generations does not necessarily imply poor functioning of the algorithm; this may be a “natural” stage of evolution (i.e. a proper functioning of the DE) if the other individuals are somehow updated during the run. It is therefore fundamental to find a proper balance between the enhancements of the search leader (super-fit individual) and the remaining individuals of the population.

In order to prevent stagnation, several studies have been carried out in recent years. In [22], based on an experimental study, some suggestions on how to perform the parameter setting are given. In [23], a dynamic parameter setting that changes with time is proposed. A further study on the proper parameter setting in a DE framework is performed in [24], and a fuzzy logic-based criterion in order to automatically solve this problem is proposed in [25]. This fuzzy logic approach has been analyzed in depth in [26] and [27]. Ali and Törn [28] propose a fitness-based adaptive setting of the scale factor. Tvrdik [29] extends the work in [28] and proposes the concept of competition during on-line parameter setting. In [30], randomizing the scale factor of the perturbation vector is proposed. This operation leads to an increase in the pool of potential trial vectors, thus reducing the risk of stagnation without increasing the population size. Recently, a further study on the DE parameter setting, with reference to real-world problems, has been carried out in [31].

In order to enhance performance, several approaches which hybridize the DE with other optimization techniques have also been considered. In [32], the DE framework is embedded with two additional operators, which increase the convergence velocity of the DE without jeopardizing the algorithmic features in terms of population diversity. In [33], an enhancement of the algorithm in [32] for solving constrained optimization problems is proposed. Mydur [34] proposes a hybridization of the DE with the Powell method for accelerating the DE performance with reference to an electrical engineering problem. Other hybridizations with single local search algorithm are given in [35] and [36]. In [37], the combination of the DE with Particle Swarm Optimization Algorithm is shown. Lin et al. [38] propose a hybrid DE for mixed integer-real coded problems. Lin et al. and Su and Lee [39] and [40] propose a co-evolutionary and an enhanced implementation of the
algorithm described in [38], respectively. In [41], the DE has been hybridized with a multiplier updating method for constrained problems. Chiou et al. [42] proposes the hybridization of the DE with an Ant Colony Optimization algorithm and [43] with the Salomon’s Evolutionary Gradient Search method. In [44], a hybrid DE with a mutation local searcher based on the attract–repulsion logic is proposed.

4 Memetic Differential Evolution Frameworks

This section describes three memetic algorithms designed in order to perform the minimization of $f$ in $H$ shown in Sect. 2. These algorithms employ DE as an evolutionary framework and a list of local searchers coordinated by an adaptive system. The first algorithm, namely MDE [45], makes use of the Hooke–Jeeves Algorithm (HJA) [46] and a Stochastic Local Searcher (SLS) [47] adaptively coordinated by a fitness diversity-based index. The second, namely Enhanced Memetic Differential Evolution (EMDE), employs the HJA, a Stochastic Local Searcher and Simulated Annealing (SA) [48] coordinated by means of a fitness diversity adaptation and a probabilistic scheme. The third, namely Super-Fit Memetic Differential Evolution (SFMDE) [49], employs Particle Swarm Optimization (PSO), the Nelder–Mead Algorithm (NMA) and the Rosenbrock Algorithm (RA). The coordination of the local searchers is performed by means of an index measuring the quality of the super-fit individual with respect to the rest of the population and a probabilistic scheme based upon the generalized beta distribution.

4.1 The Memetic Differential Evolution

An initial sampling of $S_{pop}$ individuals is executed pseudo-randomly with a uniform distribution function over the decision space $H$. At each generation, for $S_{pop}$ times, four individuals, $\alpha_1$, $\alpha_2$, $\alpha_3$ and $\alpha_4$, are extracted from the population pseudo-randomly. Recombination according to the logic of a DE occurs at first by generating $\alpha'_{off}$ according to the following formula [21, 50]:

$$\alpha'_{off} = \alpha_1 + K (\alpha_2 - \alpha_3),$$

(5)

where $K = 0.7$ is a constant value set according to the suggestions given in [21]. Then, in order to increase the exploration of this operator, a random component is introduced by switching some design parameters of $\alpha'_{off}$ with the corresponding genes of $\alpha_4$. Each switch occurs with a uniform mutation probability $p_m = 0.3$, as suggested in [22], and the offspring $\alpha_{off}$ is thus generated. The fitness value of $\alpha_{off}$ is calculated and, according to a steady-state strategy, if $\alpha_{off}$ outperforms $\alpha_4$, it replaces $\alpha_4$; if, on the contrary, $f(\alpha_{off}) > f(\alpha_4)$, no replacement occurs. The MDE employs the following two local searchers which assist the DE framework by offering alternative exploratory perspectives.

The HJA [46] initializes the exploratory radius $h_{HJA} = 0$, an initial candidate solution $\alpha$ and a $12 \times 12$ direction exploratory matrix $U = \text{diag}(w(1), w(2) \ldots w(12))$, where $w(m)$ is the width of the range of variability of the $m$th variable. Let us
indicate with $U(m,:)$ the $m$th row of the direction matrix $m = 1, 2, \ldots, 2$. The HJA consists of an exploratory move and a pattern move. Indicating with $h_{HJA}$ the current best candidate solution with $\alpha$ and the generic radius of the search, the HJA during the exploratory move samples points $\alpha(m) + h_{HJA}U(m,:)$ (“+” move) with $m = 1, 2, \ldots, 12$ and the points $\alpha(m) - h_{HJA}U(m,:)$ (“-” move) with $m = 1, 2, \ldots, 12$ only along those directions which turned out unsuccessful during the “+” move. If a new current best is found, $\alpha$ is then updated and the pattern move is executed. If a new current best is not found, $h_{HJA}$ is halved and the exploration is repeated.

The HJA pattern move is an aggressive attempt of the algorithm to exploit promising search directions. Rather than centering the following exploration at the most promising explored candidate solution ($\alpha$), the HJA tries to move further. The algorithm centres the subsequent exploratory move at $\alpha \pm h_{HJA}U(m,:)$ (“+” or “-” on the basis of the best direction). If this second exploratory move does not outperform $f(\alpha)$ (the exploratory move fails), then an exploratory move with $\alpha$ as the centre is performed. The HJA stops after 1000 fitness evaluations (budget condition).

The SLS [47] picks up a solution $\alpha$ and initializes a parameter $\sigma_{SLS} = 0$. Then, 24 perturbation vectors $h_{SLS}$ are generated; these vectors have the same length of $\alpha$ and each gene is a random number of a normal distribution having a mean value of $\alpha(m)$ and standard deviation $\sigma_{SLS}w(m)$. Number of perturbations is chosen so that SLS and HJA have similar computation costs. For each of these perturbation vectors, $\alpha + h_{SLS}$ is calculated and the related fitness value is saved. If the most successful perturbation has better performance than the starting solution, the perturbed solution replaces the starting one; otherwise, $\sigma_{SLS}$ is halved and the process is repeated. The algorithm stops when the budget on the number of fitness evaluations (1000) is exceeded.

In order to perform coordination of the local searchers, the MDE uses a novel adaptive scheme. For every 1000 fitness evaluations, the following index is calculated:

$$\nu = \min \left\{ 1, \frac{\sigma_f}{|f_{\text{avg}}|} \right\}, \quad (6)$$

where $|f_{\text{avg}}|$ and $\sigma_f$ are, respectively, the average value and standard deviation over the fitness values of individuals of the population. The parameter $\nu$ can vary between 0 and 1 and can be seen as a measurement of fitness diversity and distribution of the fitness values within the population [51, 52]. More specifically, if $\nu \approx 0$, the fitness values are similar to each other; on the contrary, if $\nu \approx 1$, the fitness values are different to each other and some individuals thus perform much better than the others [53, 54]. This index is used to activate local searchers according to the following scheme:

(a) if $\nu \geq 0.5$, no local searchers are activated and the DE is continued for 1000 fitness evaluations;

(b) if $0.4 \leq \nu < 0.5$, one individual of the population is pseudo-randomly chosen and the SLS is applied to it;
According to our algorithmic philosophy, when $\nu$ is small, local searchers are activated in order to offer a different explorative perspective to the DE framework and hopefully detect new promising genotypes. On the other hand, for high values of $\nu$, the DE framework is supposed to exploit the highly diverse population genotypes by recombination. Since the two local searchers have different structures and features, they are activated by means of different threshold values of $\nu$. More specifically, when $0.25 \leq \nu < 0.5$, the DE framework reduced the fitness diversity of the population, but still has some genotypes that can likely be exploited. Under this condition, the SLS is supposed to assist the DE attempting to improve available genotypes that can be used by the DE crossover. On the contrary, when $\nu$ is very small (e.g. $\nu = 0.2$), fitness diversity is low and thus the end of the optimization process is approaching, meaning that the solutions are either all contained in the same basin of attraction or spread out in different areas of the decision space with similar performance [53, 54]. In this case, the SLS is no longer efficient [55]. The HJA is therefore activated in order to execute a deterministic hill-descent of the basin of attraction from the best performing solution with the aim to either include, in the population, a new genotype having high performance or possibly end the game of the optimization process.

Finally, $\nu$ is also used to initialize the parameters $\sigma_{\text{SLS}-0} = \nu/2$ and $h_{\text{HJA}-0} = \nu/2$. This choice means that the initial radius of exploration of the local searchers should be large when fitness diversity is high and small when fitness diversity is low. More specifically, the smaller $\nu$, the closer the end of the optimization process (see [53–55]); when $\nu$ is small, the local searchers attempt to detect a better performing solution within the neighbourhood of the starting solution and when $\nu$ is large, the local searchers have a more explorative behaviour. The algorithm stops when a budget condition is exceeded. The MDE pseudo-code is shown in Fig. 2.

---

**Fig. 2 MDE pseudo-code**

```plaintext
generate initial population pseudo-randomly;
while budget condition
  for 1000 fitness evaluations
    execute DE recombination and offspring generation;
  end-for
  compute $\nu = \min\left\{1, \frac{\sigma_f}{|f_{avg}|}\right\}$;
  if $0.25 \leq \nu < 0.5$
    execute SLS on an individual pseudo-randomly selected;
  end-if
  if $0.2 \leq \nu < 0.4$
    execute HJA on the individual having the best performance;
  end-if
end-while
```
4.2 The Enhanced Memetic Differential Evolution

The EMDE employs the DE framework, the HJA and SLS, as described in Sect. 4.1. The EMDE also employs the SA metaheuristic [48, 56] in order to offer a third exploratory perspective in the decision space. In particular, the SA has been selected since it can choose a search direction leading to a basin of attraction different from where the starting candidate solution $\alpha_0$ is. The exploration is performed by using the same perturbation logic as described in the SLS (see Sect. 4.1). The temperature $\text{Temp}$ is reduced according to a hyperbolic law following the suggestions in [57]. Unlike the case of the MDE, all the local searchers are run each time for 500 fitness evaluations (budget condition). This algorithmic choice has been carried out due to the empirical observation that most improvements of the local search were obtained in the early runs.

In order to perform coordination of the local searchers, an adaptive functioning is proposed. For every 1000 DE fitness evaluations, the index $\nu$ shown in (6) is calculated. A value $\varepsilon$ is sampled by means of a uniform distribution function within the interval $[0, 1]$. Then, the following exponential distribution function is considered [58]:

$$ P(\mu_p, \sigma_p, \nu) = e^\frac{-(\nu-\mu_p)}{2\sigma_p} $$

where $\sigma_p = 0.1$ and $\mu_p \in \{0.1, 0.2, 0.3, 0.4\}$. The following probabilistic scheme is proposed.

(a) if $\varepsilon < P(0.4, \sigma_p, \nu)$, one individual is pseudo-randomly extracted from the population and the SA is applied for 500 fitness evaluations;

(b) if $\varepsilon < P(0.3, \sigma_p, \nu)$, the HJA is applied for 500 fitness evaluations to the individual having the best performance;

(c) if $\varepsilon < P(0.2, \sigma_p, \nu)$, one individual is pseudo-randomly extracted from the population and the SLS is applied for 500 fitness evaluations and

(d) if $\varepsilon < P(0.1, \sigma_p, \nu)$, the SLS is applied for 500 fitness evaluations to the individual having the best performance

Conditions (a) and (c) mean that alternative exploratory perspectives are offered to the DE framework and it is taken into account that, for a bad initial solution (early stage of evolution), the SA performs better than the SLS, and conversely, for a good initial solution (late stage of evolution), the SLS performs better than the SA. Conditions (b) and (d) are related to the best individual of the population. Condition (b) states that a promising basin of attraction must be immediately descended by means of a highly exploitative local searcher (HJA). On the contrary, condition (d) is related to the late stages of the evolution and states that finalization of the optimization process can be more efficiently performed by a local searcher rather than an evolutionary framework.

In addition, two heuristic rules have been employed. According to the first rule, if the application of SA does not lead to any improvement, the initial solution is not replaced. According to the second, the HJA is never applied twice to the same individual if a previous HJA application did not already lead to any improvement.
Finally, the initial temperature $Temp_0$ is adaptively set to be $Temp_0 = \nu$. This means that the probability of accepting a worse solution depends on fitness diversity. In other words, the algorithm does not accept worse solutions when the fitness diversity is low and thus the SA does not attempt, with a high probability, to accept solutions that have worse performance than the initial one.

The algorithm stops when a budget condition has been exceeded. Figure 3 shows the EMDE pseudo-code.

\begin{figure}[h]
\centering
\begin{minipage}{0.5\textwidth}
\begin{lstlisting}
generate initial population pseudo-randomly;
while budget condition
  for 1000 fitness evaluations
    execute DE recombination and offspring generation;
  end-for
  compute $\nu = \min \left\{ 1, \frac{\sigma_f}{|f_{avg}|} \right\}$;
  sample $\epsilon \in [0, 1]$;
  if $\epsilon < e^{-\left(\nu - 0.4\right)^2 \sigma_p^2}$
    execute SA on an individual pseudo-randomly selected;
  end-if
  if $\epsilon < e^{-\left(\nu - 0.3\right)^2 \sigma_p^2}$
    execute HJA on the individual having the best performance;
  end-if
  if $\epsilon < e^{-\left(\nu - 0.2\right)^2 \sigma_p^2}$
    execute SLS on an individual pseudo-randomly selected;
  end-if
  if $\epsilon < e^{-\left(\nu - 0.1\right)^2 \sigma_p^2}$
    execute SLS on the individual having the best performance;
  end-if
end-while
\end{lstlisting}
\end{minipage}
\caption{EMDE pseudo-code}
\end{figure}

4.3 Super-Fit Memetic Differential Evolution

To begin with, the algorithm generates the initial population by pseudo-randomly sampling (uniform distribution) $S_{\text{pop}}$ individuals within the decision space. Fitness values of these individuals are calculated and the one having the best performance is detected.

The best performing solution and $S_{\text{PSO}} \leq S_{\text{pop}}$ individuals, pseudo-randomly selected from the initial population, undergo PSO [59, 60]. The best performing solution initializes the particle best $\alpha_{\text{pb}}$ (the best solution overall detected), while the best performing solution amongst the $S_{\text{PSO}}$ individuals is called the global best $\alpha_{\text{gb}}$. At each generation, the individuals are perturbed by means of a velocity vector. For a given solution $\alpha_i$, the update rule is given by $v_i = v_i + c_1 \gamma (\alpha_{\text{pb}} - \alpha_i) + c_2 \gamma (\alpha_{\text{gb}} - \alpha_i)$ and $\alpha_i = \alpha_i + v_i$ where $\gamma$ is a pseudo-random value sampled in $[0, 1]$ and $c_1 = c_2 = 2$ are constant parameters called learning factors. The fitness values of the new solutions are calculated and, if an improvement upon the best individuals occurs, $\alpha_{\text{pb}}$ and $\alpha_{\text{gb}}$ are also updated. The procedure is repeated as long as the budget condition is not exceeded. The best overall solution detected by the PSO is
reinserted in the population made up of $S_{\text{pop}}$ individuals by replacing the individual having the worst performance.

The main idea is that the PSO should quickly improve a solution having poor performance and include it in the DE population. This solution should therefore be a super-fit individual, with the role of leading the DE search. According to our algorithmic philosophy, the DE should then exploit the genotypic information of the solution returned by the PSO, and at the same time, attempt to improve upon it by a massive exploration of the decision space.

When the super-fit individual is generated by the PSO, the population is subject to the same DE framework described in Sect. 4.1. The SFMDE also employs the NMA and the RA.

The NMA [61] works on a set of $n + 1$ solutions in order to perform a local search since it employs an exploratory logic based on a dynamic construction of a polyhedron (simplex). More specifically, for a given set of $n + 1$ solutions, $\alpha_0, \alpha_1, \ldots, \alpha_n$, sorted in descending order according to their fitness values (i.e. $x_0$ is the best), the NMA attempts to improve $\alpha_n$. In order to pursue this aim, the NMA calculates the centroid $\alpha_m$ of the polyhedral identified by the remaining $n$ points: $\alpha_m = \frac{1}{n} \sum_{j=0}^{n-1} \alpha_j$.

Subsequently, the NMA generates a trial solution $\alpha_r$ by reflection. Reflection is performed by $\alpha_r = \alpha_m + F_1(\alpha_m - \alpha_n)$, where $F_1$ is a weighting factor. If a reflection is successful i.e. $f(\alpha_r) < f(\alpha_0)$, NMA further exploits a promising search direction by applying $\alpha_e = \alpha_r + F_2(\alpha_m - \alpha_n)$, where $F_2$ is a weighting factor. If the expansion is also successful, $\alpha_e$ replaces $\alpha_0$ and the new set of $n + 1$ points is used for the subsequent iteration. Conversely, if the expansion fails, then $\alpha_r$ replaces $\alpha_0$.

If $\alpha_r$ did not improve upon $\alpha_0$, NMA compares the performance of $\alpha_r$ and $\alpha_{n-1}$. If $f(\alpha_r) < f(\alpha_{n-1})$, then $\alpha_r$ replaces $\alpha_n$. If this trial is also unsuccessful, $\alpha_r$ and $\alpha_n$ are compared. If $f(\alpha_r) < f(\alpha_n)$, however, $\alpha_r$ replaces $\alpha_n$ and the outside contraction operation is executed: $\alpha_c = \alpha_m + F_3(\alpha_m - \alpha_n)$, where $F_3$ is a weighting factor. If $\alpha_r$ does not outperform $\alpha_n$ then the inside contraction is executed: $\alpha_c = \alpha_m - F_3(\alpha_m - \alpha_n)$. The effect of the contraction is then analyzed: if the contraction was successful, i.e. $f(\alpha_c) < f(\alpha_n)$, then $\alpha_c$ replaces $\alpha_n$. If, on the contrary, contraction fails, the shrinking is executed. A set of $n$ solutions $\alpha_j = 0.5(\alpha_0 - \alpha_j)$ with $j = 1, 2, \ldots, n$, is generated around $x_0$.

The algorithm is repeated with these new $n$ solutions and $x_0$. $F_1$, $F_2$ and $F_3$ have been set equal to 1, 1 and 0.5, respectively, as suggested in [62].

The RA works on a solution and attempts to improve upon it by means of a local search logic [63]. From a starting point $\alpha_0$, a trial is made in all the $n$ orthogonal directions of the $n$-dimensional decision space. When a success is scored (including equality of the objective function values), the changed variable vector is retained and the step length is multiplied by a positive factor $\gamma > 1$. For a failure, the vector of variables is left unchanged and the step length is multiplied by a negative factor $-1 < \beta < 0$. Following the Rosenbrock’s suggestion, $\gamma$ has been set to 3 and $\beta$ to 0.5. This process is repeated until at least one success followed by a failure is
registered in each direction. When such a condition is satisfied, the orthogonalization procedure of Gram and Schmidt is executed and the search, with the new set of directions, starts again. The algorithm is stopped when a budget condition is exceeded.

At the end of each DE generation, the following parameter is calculated:

$$\chi = \frac{|f_{\text{best}} - f_{\text{avg}}|}{\max|f_{\text{best}} - f_{\text{avg}}|_k},$$

(8)

where $f_{\text{best}}$ are $f_{\text{avg}}$ are the fitness values of the best and average individuals of the population, respectively. $\max|f_{\text{best}} - f_{\text{avg}}|_k$ is the maximum difference observed (e.g. up to the kth generation), overall, beginning from the start of the optimization process. It is clear that $\chi$ varies between 0 and 1; it scores 1 when the difference between the best and average fitness is the largest observed, overall, and scores 0 when $f_{\text{best}} = f_{\text{avg}}$ i.e. all the population is characterized by a unique fitness value.

Besides considering it as a measurement of the fitness diversity (see [52] and [55]), $\chi$ is an estimation of the best individual performance with respect to the other

---

**Fig. 4** Graphical Representation of the Probabilistic Scheme for Activating Local Searchers

**Fig. 5** SFMDE pseudo-code
individuals. In other words, $\chi$ measures how much the super-fit outperforms the remaining part of the population. More specifically, the condition $\chi \approx 1$ means that one individual has a performance far above the average and thus one super-fit individual is leading the search. Conversely, the condition $\chi \approx 0$ means that the performance of the individuals are comparable and there is no super-fit. As a general guideline, a DE population that contains a super-fit individual needs to exploit the direction offered by the super-fit in order to eventually generate a new individual that outperforms the super-fit. Conversely, a DE population made up of individuals with comparable fitness values requires that one individual that clearly outperforms the others is generated in order to have a good search lead.

The parameter $\chi$ is employed to perform coordination of the local searchers. According to our algorithmic design, the SFMDE adaptation (and coordination of the local searchers) is based on an attempt to intelligently balance the DEs’ need to generate a super-fit individual and prevent stagnation due to an excessive difference between the best performing individual and the others. More specifically, for each local searcher, a generalized beta distribution function is generated:

$$p(\chi) = \frac{1}{B(s,t)} \cdot \frac{(\chi - a)^{s-1} (b - \chi)^{t-1}}{(b - a)^{s+t-1}},$$

where $a$ and $b$ are, respectively, the inferior and superior limits of the distribution; $B(s,t)$ is the beta function and $s$ and $t$ are the shape parameters. For the RA $s$ and $t$, 2 and 5 have been set; for the NMA, 2 and 2. Both distribution functions have been normalized with respect to the maximum of the distribution in order to have a codomain in $[0,1]$. At each generation of the SFMDE, a value of $\chi$ is used for determining the probability of activating each of the local searchers. Each probability value is compared with a pseudo-random number generated between 0 and 1. If this number is lower than the probability value, the corresponding local search is performed. In addition, the RA is applied to the best performing individual of the population, while the NMA is applied to a pseudo-randomly selected individual. For both local searchers, the improved solution replaces the worst performing individual of the DE population. Figure 4 gives a graphical representation of the probability functions related to the local searcher activations. Figure 5 shows the SFMDE pseudo-code.

5 Numerical Results

In order to minimize the fitness in Eq. 4, the following algorithms have been applied. In SA has been run with an initial temperature equal to 1 and hyperbolical reduction of the temperature, as suggested in [57]. A standard Evolution Strategy (ES) on a population made up of 100 individuals has been run. A standard intermediate recombination has been chosen and the Gaussian mutation has been implemented resorting to the $1/5$ success rule. Finally, a $(\mu + \lambda)$ strategy has been chosen. A plain DE has been executed with the same parameter setting used for the
### Table 2  Optimization results

<table>
<thead>
<tr>
<th></th>
<th>Fil 1</th>
<th>Fil 2</th>
<th>Fil 1</th>
<th>Fil 2</th>
<th>Fil 1</th>
<th>Fil 2</th>
<th>Fil 1</th>
<th>Fil 2</th>
<th>Fil 1</th>
<th>Fil 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>4.330</td>
<td>0.408</td>
<td>0.643</td>
<td>1.613</td>
<td>3.530</td>
<td>1.519</td>
<td>2.135</td>
<td>4.658</td>
<td>2.135</td>
<td>4.658</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>7.201</td>
<td>14.886</td>
<td>3.347</td>
<td>1.947</td>
<td>2.498</td>
<td>20</td>
<td>2.713</td>
<td>1.498</td>
<td>2.713</td>
<td>1.494</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>1.008</td>
<td>10.905</td>
<td>6.023</td>
<td>7.128</td>
<td>1.512</td>
<td>20</td>
<td>3.609</td>
<td>20</td>
<td>3.611</td>
<td>20</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.0723</td>
<td>0.116</td>
<td>0.00382</td>
<td>0.0335</td>
<td>0.0336</td>
<td>0.0081</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DE framework. These benchmark algorithms have been compared with the MDE, EMDE and SFMDE. The MDE [45], EMDE and SFMDE have been run with a population size $S_{\text{pop}} = 100$. In the case of the SFMDE, the PSO has been run for 800 fitness evaluations on a population of 20 individuals with a maximum velocity equal to 15.5. The other local searchers have been run (as in the case of the EMDE) for 500 fitness evaluations; with reference to Eq. 9, $a = 0$ and $b = 0.6$ for the NMA and $a = 0$ and $b = 0.2$ for the RA.

Each algorithm has been run 30 times for 100,000 fitness evaluations. The best solutions detected (parameters of the two filters, Fil 1 and Fil 2, respectively) by each algorithm are listed in Table 2. Moreover, the values of minimum, mean and maximum fitness and the related standard deviation values are also shown.

Figure 6 shows the functioning of the filters obtained by the optimization algorithms under analysis for an image belonging to the training set, while Fig. 7 shows the functioning for an image not belonging to the training set.

---

Fig. 6 Best results on a training set image
Figure 7 shows the best results on a non-training test image.

Figure 8 shows the average performance over the 30 experiments for the algorithms under scrutiny.

**6 Conclusion**

This chapter describes three different memetic algorithms employing a DE framework for filter design for defect detection in paper production.

Numerical results show that the algorithms based on a DE framework outperform other popular metaheuristics considerably for the image processing problem under study. Moreover, the MDE, despite inferior performance in terms of convergence velocity, outperformed the plain DE in terms of the final result. The EMDE slightly outperformed both the plain DE and the MDE in terms of the quality of the final solution and still seemed to behave reasonably well in terms of convergence velocity. The SFMDE seems to be clearly the most promising for this class of problems since it outperforms all other algorithms in terms of quality of the final solution it was
able to find. In addition, Fig. 8 shows that the SFMDE has much better performance than all the other algorithms in terms of convergence velocity.

It can be seen that, unlike the MDE and EMDE, the SFMDE reached, during all 30 runs, reasonably good results after only 30,000 fitness evaluations. The high-quality performance in terms of convergence velocity is a remarkable property of the SFMDE for this application, since it allows a better match with the industrial demand of acquiring a quite efficiently tailored filter bank in a reasonably short training time (about 20 minutes on a modern home computer and less than 5 minutes on a workstation).
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Fast Genetic Scan Matching in Mobile Robotics

Kristijan Lenac, Enzo Mumolo, and Massimiliano Nolich

Abstract. In this chapter, we address the problem of aligning two partially overlapping two-dimensional maps represented by data sets acquired using range sensors. The measured data may be incomplete and noisy. To solve this problem, we used a genetic algorithm for minimizing an alignment error. A lookup-based fitness function was devised. The considered range devices are laser and focalized ultrasonic scanners. Scan matching is often considered for mobile robot displacement and/or pose estimation tasks. We experimentally show that the algorithm is robust against noise and incomplete measurements and that it can be used for both the mentioned tasks. Moreover, the proposed algorithm is suitable for both local and global robot pose estimation. Experimental results related to the convergence, accuracy and speed of the proposed algorithm with different coding approaches are reported. We compare our approach with other scan matching algorithms proposed in the literature, and we show that our approach is faster and more accurate than the others.

1 Introduction

The matching and analysis of geometric shapes is an important problem that arises in various applications areas, particularly in computer vision, pattern recognition and robotics. In a typical scenario, we have two shapes and we want to find the optimal transformation (translation and rotation) that matches one shape with the other as accurately as possible. Shapes are typically represented by finite sets of points in two or three dimensions. An important area of matching of geometric shapes is
scan matching applied to robot self-localization. Mobile robots, in fact, must have the ability to ascertain their pose (position and orientation) while navigating or exploring an environment.

Many localization techniques, such as odometry, GPS, inertial systems, range sensors, etc., are typically used in mobile robotics. A robot’s position on the map is most easily tracked using dead-reckoning that determines the robot’s location by integrating data from wheel encoders (that count the number of wheel rotations). In many cases, however, dead-reckoning fails to accurately position the robot because of many reasons, including wheel slippage. If the robot slips, the wheel rotation does not correspond to the robot’s motion, and thus encoder data, which measures the state of the wheel rotation, does not reflect the robot’s net motion, thereby causing positioning error. Global Positioning Systems (GPS) offer an alternative to dead-reckoning, but GPS signals may not be available, e.g. in indoor environments. High-performance inertial systems, on the other hand, are very expensive. Landmark-based localization can be a better choice, but the environments may be unknown and not structured. Therefore, a precise and stable localization becomes a challenging problem when the robot experiences unacceptable positioning error with the odometry, does not have an external positioning device such as GPS and moves in an unknown environment with no artificial or natural landmarks.

In this chapter, we deal with localization methods based on matching of scan data obtained from a range device, namely, a laser range finder (LRF) or rotating ultrasonic range devices, using genetic algorithms. Each scan provides a contour of the surrounding environment. A new genetic scan matching algorithm is presented, called GLASM, with the following general characteristics.

- The fitness function we developed does not need to compute any correspondence.
- The best results are obtained with Gray coding of the chromosome and with binary representation.
- In general, the success ratio is better than classical methods such as Iterative Closest Point algorithm (ICP) [1] and genetic-based matching techniques [2].
- The algorithm is very fast mainly because it is based on a lookup table; moreover, the fitness computational complexity is $O(N)$, where $N$ is the number of scan points.

Generally speaking, there are two different approaches to determine the robot’s pose with scan matching: relative and absolute. In relative approaches—or movement estimation approaches—given an arbitrary initial pose, e.g. $p_0 = (0,0,0)$, the robot’s current pose relative to $p_0$ is incrementally updated when the robot is moving. Let $S$ be the current scan and $R$ the reference scan, e.g. a scan acquired before $S$. If both scans have been acquired from different robot poses, the transformation that maps $S$ onto $R$ is calculated, which corresponds to the movement of the robot between the scans. In absolute approaches—or position estimation approaches—on the other hand, the position and orientation of the robot within an a priori given map or a known map is calculated.

Based upon the availability of an approximate alignment of two scans prior to performing the matching, scan matching can be further classified into local and
global. Local scan matching is when an Initial Position Estimate (IPE) is available from which the search is initiated. It is generally used for robot position tracking, where some other localization methods such as odometry provide an IPE. The provided IPE has typically a small localization error, and local scan matching is used to further reduce this error. On the other hand, with global scan matching, we are able to generate and evaluate a position hypothesis independently from initial estimates, thus providing the capacity to correct position errors of arbitrary scale.

The structure of this chapter is as follows. Section 2 addresses the problem of scan matching in general, providing general definitions used in the rest of the chapter and briefly describes the sensors used in this work, in particular, ultrasonic-focused sonars and laser range sensors. Section 3 reports a brief review of related literature, while Sect. 4 describes the GLASM algorithm. In Sect. 5, it is compared with other classical approaches. Final remarks and conclusion are discussed in Sect. 6.

2 Scan Matching: Problem Formulation

The main issue in robot self-localization is how to match sensed data, acquired with devices such as laser range finders or ultrasonic range sensors, against reference map information. The reference map can be obtained from a previous scan or from an a priori known map. Usually, the problem is solved by defining a distance measure between the two scans and searching for an appropriate rigid transformation that minimizes the distance. In this chapter, we consider a two-dimensional (2D) case, i.e., we consider a mobile robot on a flat ground. Its pose is described by a triple \((x, y, \phi)\), where \((x, y)\) and \(\phi\) denote the robot position and orientation, respectively.

Scan matching can be described in an intuitive way by considering one point of the reference scan and one of the new scan under the assumption that they sample the same point in the environment but from different positions. Consider a point \(P(x, y)\) in the \((x, y)\) coordinate system and a point \(P'(x', y')\) in the \((x', y')\) coordinate system, as shown in Fig. 1. The two coordinate systems differ by a rotation \(\phi\) and a translation, represented by a bias vector \(b = (b_x, b_y)\).

The problem consists of finding the two factors \(\phi\) and \(b\) that make the two points \(P\) and \(P'\) correspond. Using a rotation/translation operator, the point \(P'_i\) is mapped onto the point \(P_i\) as follows:

\[
\begin{align*}
  x_i &= x'_i \cos(\phi) - y'_i \sin(\phi) + b_{i,x} \\
  y_i &= x'_i \sin(\phi) + y'_i \cos(\phi) + b_{i,y}
\end{align*}
\]

Normally, the \(\phi\) and \(b\) terms are unknown and must be estimated. The estimation can be performed by minimizing the error between the \(i\)th points \(P_i\) and \(P'_i\):

\[
\overline{E}_i = \left( \begin{array}{c} E_{i,x} \\ E_{i,y} \end{array} \right) = \left( \begin{array}{c} x_i - x'_i \cos(\phi) + y'_i \sin(\phi) - b_{i,x} \\ y_i - x'_i \sin(\phi) - y'_i \cos(\phi) - b_{i,y} \end{array} \right)
\]

If only one point is considered, however, it is possible to find the optimum bias, but it is impossible to determine the rotation. For this purpose, the problem must
be turned into a least square problem by considering a sufficient number of corresponding points, \( N \). In this case, the square error is as follows:

\[
E = \sum_{i=0}^{N-1} |E_i|^2 = \sum_{i=0}^{N-1} (E_{i,x}^2 + E_{i,y}^2)
\]

Lu and Milios [3] have shown that the result of this minimization error is the following:

\[
\phi = \arctan \left( \frac{S_{xy'}}{S_{xx'} + S_{yy'}} \right)
\]

\[
b_x = \overline{x'} - (\overline{x}\cos(\phi) - \overline{y}\sin(\phi)), \quad
b_y = \overline{y'} - (\overline{x}\sin(\phi) + \overline{y}\cos(\phi)),
\]

where \( \overline{x}, \overline{x'}, \overline{y}, \overline{y'} \) are the point averages, and the \( S \) terms are covariances. This approach requires that exact correspondences of points are established. In practice, however, exact point correspondence is impossible to obtain due to many sources of noise, such as mechanical deformation during robot movement, terrain unevenness, occluded areas, sensor noise etc. Thus, a high degree of robustness of the scan matching algorithms is required to operate in real-life environments.

### 2.1 Definitions

Some terms used in this chapter are defined in this section.

- **Successful Matching**: a matching that results in an estimated position within the ellipsoid centered in the true position \((x_{\text{true}}, y_{\text{true}}, \theta_{\text{true}})\). A successful matching yields a position estimate close to the true position.

- **Success Ratio (SR)**: ratio between the number of successful matchings \((N_{\text{Msucc}})\) and total matchings \((N_{\text{Mtot}})\) performed in one set of localization trials:

\[
SR = \frac{N_{\text{Msucc}}}{N_{\text{Mtot}}}.
\]

It measures the ability of the algorithm to converge for a given environment and a set of scans.
• **Maximum Success Ratio (SR<sub>max</sub>):** a maximum possible success ratio for a given environment and a set of scan pairs. As a matter of fact, in the experiments, SR is rarely equal to 1. In other words, there is always a maximum success ratio SR<sub>max</sub>, SR<sub>max</sub> ≤ 1, for a given environment and a set of scans regardless of the matching algorithm used.

• **Accuracy:** it is the absolute value of the difference of the estimated and the true position or rotation in the case of successful matching. It is easily determined for particular test conditions if the true scan positions are known. We use the average and the variance of the position estimate error for both position and rotation. In the experimental results reported further in Sect. 5, only successful matchings were used for the computation of accuracy. It is worth noting that an algorithm with a higher SR includes the computation of accuracy cases for which the others failed to converge.

• **Fitness function hit area:** in GLASM algorithm, the area in the lookup table including cells which are less distant than the distance threshold from a reference scan point or known map. These cells are marked for a fast lookup by the fitness function.

### 2.2 The Sensors Used in This Work

The scan devices used in this work are rotating-focused sonar devices, described in [4], and laser range sensors. Both systems are based on the time-of-flight range measurement principle. However, ultrasonic devices have some advantages over laser sensors: for example the signal is not hazardous for humans; they can be used in presence of smoke or fog and can detect transparent objects such as glasses. In any case, the sensor data must be processed to enhance the signal and extract the information content of the registration. On the other hand, lasers scan devices have better spatial resolution than ultrasonic devices due to the narrow beam. It is worth noting that good ultrasonic sensors have a beamwidth in the order of 10 degrees, and even the focalized beam described in [4] is about 4 degrees, which is much higher than a laser. As a result, ultrasonic readings are less dense than those of a laser. In general, the reflection characteristics are also better for lasers than sonars.

As an example, in the left panel of Fig. 2, we report an ultrasonic scan realized with the rotating device of [4] matched against an a priori map, while in the right panel, we report similar results for a laser device of the Sick laser measurement systems family.

Once the correct functioning of the algorithm with the two types of sensors is established, the results reported hereafter are based on real acquisitions from the rotating-focused sonar device described in [4].

### 3 Related Work

The literature on scan matching is very large. In this section, we report a brief description of some known approaches which, although highly incomplete, put the
results presented in this chapter in the correct context. Although other taxonomies may be used, here, we classify scan matching approaches in those based on correspondences and those not requiring correspondences.

### 3.1 Algorithms Based on Correspondences

Scan matching algorithms based on correspondences can be categorized as

- **Feature-to-feature correspondences.** In this case, features such as line segments, corners or range extrema [5] are extracted from the actual and reference scans and matched between them. Of course, these approaches require the environment to be structured or to contain the considered features.

- **Point-to-feature correspondences.** The points of the scan are matched to features such as lines, which can be part of an a priori known map [6]. Other authors extract features obtained with certain signal processing. Biber and Strasser [7] considered Gaussian distributions with mean and variances computed from the point falling into cells of the grid. Also, these approaches require the presence of the chosen features in the environment.

- **Point-to-point correspondences.** Widely used heuristic methods for aligning 2D or 3D point sets are variations of the ICP proposed by Besl and McKay in [1] and then in [8, 9], to cite a few. Basically, ICP has three basic steps: first, pair each point of the first set to the second one using a corresponding criterion; second, compute the rotation and translation transformations that minimize the mean square error between the paired points and finally, apply the transformation to the first set. The optimum matching is obtained by iterating the three basic steps. However, ICP has several drawbacks. First, its proper convergence is not guaranteed, as the problem is characterized by local minima. Second, ICP requires a good pre-alignment of the views to converge to the best global solution.
Matching points-to-points is the most general approach that does not require features to be present in the environment. Lu and Milios [3] were the first to apply this approach for localization of mobile robots. They use ICP to compute translations and propose techniques for the selection of corresponding points. Pfister et al. [10] developed the WRSM method, which extends the approach of [3] by also considering the uncertainty of the estimated motion in order to integrate the scan matching-based motion with odometry information.

3.2 Algorithms Which Do Not Require Correspondences

In [11], the solution is searched by performing gradient descent on a score function. Such a function is built by convolving the reference scan with a Gaussian kernel and then correlating it with the sensor scan. This approach has been subsequently refined in [7] by defining a closed form for a potential function that can be minimized using the Newton algorithm. In [12], a correlation-based approach that is well suited in polygonal environments is presented. The orientation of each scan point is found and the circular histograms of these are build. Then, the rotation is found by correlating the normal histograms. In [13], global localization is performed by using a 2D correlation operator. This method evaluates every point in the search space and is therefore very robust to noise. It is a global, multi-modal, non-iterative matcher that can work in unstructured environments.

3.3 Use of Stochastic Optimization

The initial optimization-based techniques proposed for point matching methods were based on ICP, which is a direct-descent technique, followed by gradient computation approaches [14]. Such approaches are based on calculating gradients of either probabilistic or squared-error [15, 16] cost functions. Amongst them, the ICP procedure was the most popular because it is simple and effective; thus, many variants have been proposed as described in [17]. Recently, stochastic optimization approaches such as evolutionary programming [18], simulated annealing [19] and genetic algorithms [2, 20–23] have been used. These methods introduce a stochastic component in the search for either the correspondence of points [18] or the whole pose [19–21].

4 GLASM

In this section we describe the proposed algorithm, which we called GLASM (Genetic Lookup-based Algorithm for Scan Matching). It aims at finding the \((x, y)\) translation and the rotation \(\phi\) that produce the best alignment between two different scans. The algorithm is based on the computation of a lookup table that divides the plane of scan readings in a grid for a rough but fast reference point lookup as will be shown shortly in the description of the fitness function.
Each parameter of the scan position \((x, y, \varphi)\) is coded in a chromosome as a string of bits as follows: \(nbitx\) for coding \(x\), \(nbity\) for \(y\) and \(nbitrot\) for \(\varphi\). The problem space is discretized in a finite solution space with a resolution that depends on the extension of the search area and the number of bits in each gene. The search area limits can be set based on the problem at hand. In the case of pose tracking where odometry measurements are available they are usually set on the basis of odometry error model.

The positional information is coded in the genes using the Gray code. The inverse Gray code value of the bit string is the scan position. In this way the variations in the bit string caused by the mutation or crossover operators produce proportional variations in the position they represent. Using a simple binary code a change in one bit may cause a significant variation in the position. We found that for the scan matching application, a simple binary code leads to a reduced efficiency of the genetic algorithm.

The genetic algorithm starts with a population of \(Popsize\) chromosomes randomly selected with uniform distribution in the search space. Each individual represents a single position of the new scan. An example of the matching process is shown in Fig. 4. The goal of the scan matching is to estimate the position of the new scan relative to a reference scan or a given map, which is ‘best fitted’ according to a fitness value.
4.1 Fitness Function

Fitness computation must be done very quickly and it must provide a value that is closely correlated with the degree of matching between two scans. The GLASM fitness function is formulated by accumulating matching errors and normalizing them by the number of valid corresponding points. The most fitted values, those that point to a better overlap of two scans, are the positions with a smallest cumulative matching error.

As soon as the reference scan is available, a lookup table is created as depicted in Fig. 5. Each cell represents a portion of the 2D plane of scan readings. The overall dimensions of the lookup table cover all the search space. In the case of pose tracking, the lookup table is centred in the reference scan position. In order to cover all the possible sensor readings of the new scan, it has to be at least as large as the step size plus the sensor range. For position estimation with an a priori given map the lookup table should at least cover the map. Each cell in the table is marked with a boolean value 0 or 1. The cells of the table are initialized with 0 and only the cells close to a reference scan point are marked with 1.

The genetic algorithm evaluates the fitness value for a chromosome as follows: for each point of the new scan, a direct lookup is made in the lookup table to establish if the cell corresponding to the point is set to 1. The number of points of a new scan having a corresponding point in a reference scan is then taken as a fitness value for this chromosome, i.e. for the new scan evaluated in the position coded in a chromosome. This in fact is directly proportional to the overlapping of two scans, i.e. the degree of matching between the two.

This way, there is no need for the correspondence function since no pairings need to be done between scan points. There is also no need for the matching error function since the fitness value is directly obtained by counting positive lookup returns. The speed-up gain of our approach comes at the cost of building the initial lookup table.
and of a potential reduction of matching process’ accuracy posed by quantization errors introduced by the lookup table. However, the experiments presented in this chapter show that both of them are negligible. In fact, the creation of the initial lookup table is very fast and the accuracy reduction is lower or comparable to the resolution of the finite solution space; therefore, the overall effect is negligible.

In order to avoid some areas carrying more points than others, the scans are resampled. This is because a scan of an object close to the sensor has denser readings than the one far away. The fitness function would otherwise count a higher score when overlapping dense areas containing more points. This would reduce the efficiency of the matching process.

On the basis of the above considerations, it is clear that we define our basic fitness function as the sum of the squares around each point coming from one scan that intercepts the point in the new scan:

![Diagram](image-url)
\[ f_{S_{\text{NEW}}, S_{\text{REF}}} = \sum_{i=1}^{N} \rho(i), \]  

(1)

where \( S_{\text{NEW}} \) and \( S_{\text{REF}} \) are the two scans to be matched, \( N \) is the number of points in \( S_{\text{NEW}} \) and the value of \( \rho \) is as follows:

\[ \rho(i) = \begin{cases} 
1 & \text{if a point of } S_{\text{NEW}} \text{ lies in the square around a point in } S_{\text{REF}} \\
0 & \text{otherwise} 
\end{cases} \]  

(2)

## 5 Experimental Results

We tested the GLASM algorithm with real scan data obtained with a focused ultrasonic sensor [4]. Furthermore, for an in depth analysis of success ratio, search space size, accuracy and speed of the algorithm, a scan matching simulator, expressly developed for that type of sensor, has been used. The use of a simulator is the only possible approach that allows to run a huge number of scan matching tests in a controlled testing environment with scans taken from arbitrary positions in arbitrary environments. The simulator also guarantees the knowledge of the true position from where the scan was made, thus enabling the exact estimation of the accuracy and the success ratio of the matching process. With real scans, the true position must be measured by hand or by a more accurate localization method and this is not a simple task and is error prone. With the use of a simulator, it is also possible to save the scans and repeat the same series of tests while varying the parameters of the algorithm and observing the effect on performance. This is especially important when performing comparisons with other scan matching methods. The algorithm’s performance regarding the success ratio was investigated first. Recall that a matching is considered successful if the estimated scan position lies within a range from the true position. The radii of the ellipsoid in the implementation were 0.1 m on the \( x \) and \( y \) axis and 0.1 rad for the rotation, i.e. the matching is to be considered successful if the resulting position is at least 10 cm near the true position and rotated less than 0.1 rad from it. In order to obtain a success ratio value that is less dependent on a particular set of scan pairs used in the tests, different matchings from many randomly chosen scan pairs were performed. In this way, the success ratio may be considered a characteristic indicator of the algorithm’s matching performance for that particular environment and sensor. For each obtained pair \( (S_{\text{REF}}^i, S_{\text{NEW}}^i) \), the new scan was further randomly displaced several times from the true position. That is because the IPE is the starting point for the iterative algorithms search, and since different IPEs for the same scan pair may converge or diverge differently, several randomly chosen IPEs were considered. The IPE is not used by genetic algorithms; however, the centre of the search space for genetic algorithms was placed in the IPE just like in real robot exploration. This implies that for different IPEs, the genetic algorithm searches in different areas. A single test cycle in the experiments therefore consisted of a total of \( N_{\text{Mtot}} = N_{\text{pa}} \cdot N_{\text{ip}} \) matchings, with \( N_{\text{pa}} \) being the number of different randomly chosen scan matching pairs and \( N_{\text{ip}} \) different IPEs of the new scan. For each test cycle, the success ratio, accuracy and average matching time
were calculated. The accuracy of the algorithm was calculated by measuring the average and variance of the displacements from the true position. The execution time was measured on a Pentium 4 HT, 2.8 GHz computer.

5.1 Determination of the Parameters of the Genetic Algorithm

The parameters of the genetic algorithm were chosen with the goal of maximizing the success ratio. A new test cycle was performed for different configurations of algorithm parameters. The mutation and crossover probability were then chosen from observation. The population size and the number of generations performed should be chosen as low as possible. The lower the population size and number of generations, the less computations must be performed and therefore the faster the algorithm. However, the success ratio for a given environment and search space size starts to drop when population size and generations become too low.

The algorithm’s parameters are summarized in Table 1.

Table 1 The values of GLASM parameters used in the experiments

<table>
<thead>
<tr>
<th>Genetic parameters</th>
<th>Lookup table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max generations</td>
<td>Variable with search space size</td>
</tr>
<tr>
<td>Population size</td>
<td>Variable with search space size</td>
</tr>
<tr>
<td>Chromosome length (X, Y, \theta)</td>
<td>6 + 6 + 6 = 18 bit</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>Fitness function hit area (distance from ref. scan point or map)</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>0.00925926</td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lookup table size</td>
<td>Variable with search space size</td>
</tr>
<tr>
<td>Cell size</td>
<td>2(\times)2 cm</td>
</tr>
<tr>
<td>Fitness function hit area</td>
<td>9 cm</td>
</tr>
</tbody>
</table>

5.2 Implementation Details

Different GLASM implementations have been tested and compared with each other. A comparison between Gray and Simple Binary encoding variants was performed. In the same test conditions and for the success ratio of \(SR \geq 90\%\), the Gray variant required less generations and a smaller population for the same performance. Moreover, the repeatability of the performance is better. Furthermore, there is no perceivable gain in the speed for the Simple Binary variant since the conversion in the Gray code is memory mapped with negligible computation time Fig. 6. Therefore, a Gray variant has been chosen for the experiments presented in the following.

5.3 Comparison

The GLASM algorithm has been compared to a pure 2D point-to-point version of the ICP algorithm (without tangent line calculations), as reported in [21]. Two versions of the most computationally expensive part, the correspondence search algorithm, were used and compared. The first one is a classical implementation which
computes the squared distances for every possible combination of reference and current scan points; the second is an optimized version [24] which yields a speedup of approximately 4x without any noticeable reduction of the algorithm’s accuracy. The speed of this faster ICP implementation is reported later in the document and compared with GLASM. Special care was taken to implement the best and highly optimized versions of the algorithms.

### 5.4 Search Space Size Considerations

For a given set of scan pairs and search space size, iterative correspondence point algorithms [1, 10] do not have the flexibility of varying some algorithm parameters in order to perform a more thorough search when necessary. Genetic algorithms, on the other hand can accomplish better success ratio and accuracy by increasing the population size and generations. The success ratio eventually converges towards the maximum success ratio for that environment and that particular set of scans.
Genetic algorithms start the search process by distributing an initial population in a given search space. Iterative algorithms based on point correspondences on the other hand, start the search process from the IPE, which must be available. Depending on how far and how misaligned this estimate is, they converge or fail to do so. Therefore, the performance of these algorithms is satisfactory only inside an area close to the true position (approx $< 1.0$ m distance and $\pm 0.4$ rad rotation).

ICP is therefore a local matcher and is quite different from GLASM, which can be used for both global and local scan matching and can scale easily with different search space sizes. Nevertheless, since ICP is wildly used in local scan matching and its performance is well known, it is interesting to compare the accuracy, speed and success ratio of the two algorithms for local scan matching with small search space size where ICP performs well.

Table 2 shows the results of a test cycle of 450 matchings performed for two different search space sizes inside the convergence region of the ICP algorithm. In the first case, random positions were placed on the circle distant 0.2 m from true position, and the rotation was chosen $+0.2$ rad or $-0.2$ rad at random. The test was then repeated for 0.4 m and 0.3 rad range. In both cases, GLASM has a better success ratio than ICP. This is true in general and has been verified for other environments and search space sizes. ICP has a slightly better accuracy than GLASM, which was expected. In a small search space, a reduced population size and number of generations are used. In fact, for a small search space size, GLASM achieves high success ratios with a population size of 30 and after only five generations. Moreover, GLASM is limited by the discretization of the GLASM lookup table and the size of the fitness function hit area. As for the speed, for a fixed population size and a number of generations, the genetic algorithms have constant processing time regardless of the convergence. For iterative algorithms, the speed varies between iterations due to correspondence points pairings and number of performed iterations. The stop criteria is set when the convergence slows down to a point that there is little variation between successive iterations. More precisely, the process stops if at least five initial iterations have been performed, and in the last three iterations, rotational and position displacements are less than a threshold; otherwise, it continues until a maximum of 50 iterations. It is clear that ICP’s failure to converge costs time. The results show that GLASM is at least five times faster than ICP while still having a better success ratio. This is quite remarkable since ICP is considered a very fast algorithm.

Table 2 Comparison of GLASM with ICP for local scan matching

<table>
<thead>
<tr>
<th></th>
<th>SR</th>
<th>Position error</th>
<th>Rotation error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>avg (m) var</td>
<td>avg (rad) var</td>
</tr>
<tr>
<td>ICP</td>
<td>87%</td>
<td>0.01500 0.00430</td>
<td>0.00019 0.00002</td>
</tr>
<tr>
<td>GLASM</td>
<td>92%</td>
<td>0.04000 0.01100</td>
<td>0.00042 0.00012</td>
</tr>
<tr>
<td>ICP</td>
<td>79%</td>
<td>0.01900 0.00715</td>
<td>0.00044 0.00008</td>
</tr>
<tr>
<td>GLASM</td>
<td>93%</td>
<td>0.04300 0.01068</td>
<td>0.00045 0.00010</td>
</tr>
</tbody>
</table>
5.5 Comparison with a Classical Genetic Scan Matching Technique

GLASM has also been compared to an existing 2D genetic optimization technique for scan matching, the genetic algorithm based on GCP transform proposed by Yamany et al. [2], called Yamany Genetic Matching (YGM), which is classical in the area. The YGM’s fitness function is based on corresponding point pairings between a reference scan and new scan point. To speed up the fitness evaluation, the Correspondence Grid is initially created with a discretization of the plane containing the scan points, which calculates the displacement vectors from each cell to the nearest reference scan point. That way, instead of performing a search for correspondences for each fitness evaluation, a simple lookup in the Correspondence Grid yields the displacement vector. The initial cost of building the Correspondence Grid is small compared to a high number of fitness evaluations performed during a matching process, which is usually the case.

The main differences of the two genetic algorithms are as follows.

1. The YGM transform calculates a displacement vector, while GLASM does not.
2. This calculation is done for each cell of the grid, while GLASM only marks (without calculation) a very limited number of cells around reference scan points (model set).
3. The YGM transform requires a higher grid resolution for a good approximation of the closest point. On the contrary, GLASM does not calculate a displacement vector, and so it does not suffer from displacement vector quantization error.
4. GLASM does not use the correspondence function and matching error function, and so the fitness value is provided by direct count (direct lookup). A simple fitness function assures faster and straightforward calculation.

This time a medium and large search space sizes were used in the experiments (Fig. 7, Table 3); therefore, a larger number of generations and a bigger population size were necessary to maintain a high success ratio for the environment.

The test results have shown that under the same test conditions (same environment, set of scan pair positions, scans) and GLASM yields a higher success ratio for the same number of generations and population size, i.e. it converges in cases where YGM does not. The accuracy of the algorithms is analyzed in Fig. 8. Each darker point in the graphs corresponds to the average error in position (left graph) and rotation (right graph) for a series of 150 matchings (one test cycle), where the lighter points are the variance. Only successful matchings are considered in computing the averages and variances.

The average position and rotation errors are more or less constant with population size, but decrease with the number of evolved generations. For GLASM, the average position error finally settles to a distance of approximately 3.4 cm from the true position and rotation error to about 0.00027 rad from the true scan angle. YGM settles down to 2.9 cm and 0.00048 rad.

GLASM and YGM clearly differ as to the variance. As shown in Fig. 8, GLASM has a lower variance than YGM, and these experiments present a great repeatability.
Fig. 7 The number of generations and a population size needed to reach a success ratio above 90%. Two series of data are plotted for GLASM algorithm corresponding to a search space size of ($\pm 0.36$ m, $\pm \pi/4$ rad) and ($\pm 1.1$ m, $\pm \pi/2$ rad). One data series (in lighter colour) is plotted for YGM algorithm for the ($\pm 1.1$ m, $\pm \pi/2$ rad) case.

These characteristics lead to a feasible implementation of GLASM even with strict computational time constraints.

Let us now analyze the speed of the algorithms. Both algorithms speed up the fitness function evaluation by building a lookup-based grid in memory as soon as the reference scan is known. Table 3 compares the time spent to prepare the grid. Two sizes of the grid are considered: one suitable for a medium size environment (up to 100 m$^2$), and the other for a larger environment (up to 250 m$^2$).

The overall processing time is thus a sum of the time spent in the preparation of the correspondence grid, which is performed only once for a single reference scan or known reference map and the processing time of the genetic algorithm for the matching of the new scan.

In [2], it is suggested that the speed may be improved by selecting small cell size in the region directly surrounding the model set and a slightly larger value for the rest of the grid. In typical robotic applications and with reference to Fig. 3, the size of the grid is just slightly larger than the enclosed environment, and so the suggested approach could result in modest improvements in speed but with greater implementation complexity.
When building a lookup table, GLASM only updates a very limited number of cells around reference scan points (fitness function hit area), leaving the vast majority of cells intact. The fitness function evaluation is also much faster since GLASM does not search for correspondences and it does not compute a matching error with the set of found corresponding points.

The average execution time for a single matching (test cycles with $SR \geq 90\%$) is: GLASM: 350 ms and YGM: 461 ms. This is an improvement of 24% considering only the matching phase.

**Table 3** Average time spent in the preparation of the correspondence grid (YGM) and lookup table (GLASM)

<table>
<thead>
<tr>
<th></th>
<th>Preparation of the correspondence grid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(medium size environment &lt; 100 m²)</td>
</tr>
<tr>
<td></td>
<td>(large environment &lt; 250 m²)</td>
</tr>
<tr>
<td></td>
<td>1000×1000 cells</td>
</tr>
<tr>
<td></td>
<td>5000×5000 cells</td>
</tr>
<tr>
<td>YGM</td>
<td>19,000 ms</td>
</tr>
<tr>
<td></td>
<td>several minutes</td>
</tr>
<tr>
<td>GLASM</td>
<td>4 ms</td>
</tr>
<tr>
<td></td>
<td>110 ms</td>
</tr>
</tbody>
</table>
6 Final Remarks and Conclusions

In this chapter, we have described and discussed a Genetic-based optimization algorithm for aligning two partially overlapped scans. A novel fitness function has been proposed and experimentally evaluated. The fitness function gives the genetic algorithm several important properties, namely it does not require computing any point-to-point or feature-to-feature correspondence and is very fast, because it is based on a lookup table.

Instead of searching for corresponding point pairs and then computing the mean of the distances between them, as in other genetic algorithm’s fitness functions, we evaluate the fitness directly by matching points which, after the projection on the same coordinate frame, fall in the search window around the previous scan. Hence, our approach does not yield a closest point but has a linear computational complexity $O(N)$, whereas YGM and ICP corresponding phases have a quadratic cost of $O(N^2)$. The experiments have shown that the limitations to the overall accuracy posed by the finite solution space (set by a number of bits used to code a position in the genes and by the extension of the search space) and quantization of the fitness function as defined with a lookup table are small if an appropriate size of the marked area is chosen for the problem at hand.

Let us now turn to the memory needed for the implementation of the lookup table. The lookup table is a 2D array requiring 1 bit of information per cell. For a scan matching in robotic applications with sonar and/or laser scanner, typical sensor ranges are between 5 and 50 m. With an exploration step size of several meters, a cell size of 10 cm or less should be appropriate. To cover a map of $100 \times 100$ m$^2$, a 1 million cells array is necessary, which only requires 125 kb of memory.

The experiments performed with the GLASM algorithm show that searching in the solution space with genetic optimization and fitness function using neither corresponding points selection nor matching error calculation, moreover based on a simple direct spatial relation, is the right approach for this type of problems.

The algorithm is robust and suitable for unstructured environments.
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Abstract. In this chapter, a parallel software system based on differential evolution for the registration of images is designed, implemented and tested on a set of 2-D images in two different fields, i.e. remote sensing and medicine. Two different problems, i.e. mosaicking and changes in time, are faced in the former application field. Registration is carried out by finding the most suitable affine transformation in terms of maximization of the mutual information between the first image and the transformation of the second one, without any need for setting control points. A coarse-grained distributed version is implemented on a cluster of personal computers.

1 Introduction

Registration is a fundamental task in image processing. During the years, several techniques have been developed for various applications, resulting in several methods [1, 2]. Typically, registration is a crucial step in the fields of computer vision [3–12], medical imaging [13–20] and remote sensing [21–30].

Image registration methods proposed in literature consist of the following four steplike components [1, 2]:

- Feature detection. Prominent and distinctive objects (closed-boundary regions, edges, contours, corners, line intersections, etc.) are manually or, preferably, automatically detected. For further processing, these features can be represented by
their point representatives (centers of gravity, line endings and distinctive points), called control points.

- **Feature matching.** The correspondence between the features detected in the sensed image and those identified in the reference image is verified. For this, feature descriptors and similarity measures along with spatial relationships among the features are used.

- **Transform model estimation.** The type and parameters of the so-called mapping functions, aligning the sensed image with the reference image, are estimated. The parameters of the mapping functions are calculated by means of the established feature correspondence. According to the transformation model used, mapping functions can be classified into linear transformations, which are a combination of translation, rotation, global scaling, shear and perspective components, and elastic or “nonrigid” transformations, which allow local warping of image features.

- **Image resampling and transformation.** The sensed image is transformed by means of the mapping functions. Image values in non-integer coordinates are computed by the appropriate interpolation technique.

Among the transformation methods, the one based on the use of an affine transformation [31] to “align” at best the two images to be registered appears of interest in many fields of application. Then, the problem becomes that of finding the best among all the possible transformations, each of which is represented by a set of real parameters. An exhaustive search becomes impracticable in case of diverse degrees of freedom of the transformation, and thus, heuristic optimization algorithms are helpful. As Evolutionary Algorithms (EAs) [32–35] are successfully applied to face several multivariable optimization tasks, they have also been introduced in Image Registration, particularly in the medical [36–42] and in the remote sensing [43–48] areas.

The goal of this chapter is to design and implement an evolutionary system for the registration of images by using the affine transformation model. DE [34, 49] is a version of an EA, which has proven to be fast and reliable in many applications [50–52]. Therefore, we have implemented a DE algorithm to find the optimal combination of the parameter values involved in the affine transformation. There exist in literature several approaches based on either explicitly providing a set of control points [21, 48, 53–55] (including DE [56]) or automatically extracting them from the image [30, 57, 58]. In contrast to those approaches, here, we wish to examine the ability of DE to perform automatic image registration without making any use of control points. This evolutionary system will be tested by means of a set of 2-D satellite images.

The chapter is structured as follows: Section 2 describes the image registration problem and defines the affine transformation and the mutual information. Section 3 contains a DE basic scheme and illustrates the application of our system to the registration task. Section 4 reports on the three problems faced, the first two of which are typical of remote sensing, i.e. mosaicking and changes in time, while the third is the classical medical problem of alignment of patients’ images taken with
different methods; the same section shows the results achieved by our tool. Finally, Sect. 5 contains conclusions and future works.

2 Image Registration

Registration is often necessary for integrating information taken from different sensors (multimodal analysis) or finding changes in images acquired under diverse viewing angles (multiview analysis) or disparate times (multitemporal analysis). Depending on the application, the goals of registering images may be quite different. In remote sensing, two problems are usually faced, i.e. Mosaicking and Change Discovery. The former is an example of multiview analysis and deals with spatially aligning two images of neighbouring areas taken at the same time so as to obtain a larger view of the surveyed scene, whereas the latter, representing a multitemporal analysis application, consists of first aligning two images of about the same area but acquired at different times, and then pointing out the changes in that area within the difference timespan. When dealing with medical images, instead, the typical task is to align at best two images from a same patient, which are the results of two different examinations such as a Magnetic Resonance (MR) and a Computer-aided Tomography (CT) or a Single Photon Emission Computed Tomography (SPECT). Therefore, this latter is a typical application of multimodal analysis.

In all cases, two choices must be made to carry out image registration. The first choice involves the kind of geometric transformation to be considered to find correlations between the given images, while the second one concerns the measure of match (MOM), i.e. the feature on the value of which the goodness of the registration is evaluated. Once these choices are made, the MOM can be maximized by using suitable optimization algorithms.

Affine Transformation. The most frequently used transformation model in registration is the affine transformation. It is sufficiently general and can handle rotations, translations, scaling and shearing. It can be represented in the most general 3-D case as \( \mathbf{x}' = A \cdot \mathbf{x} + \mathbf{b} \), where \( A \) is a \( 3 \times 3 \) square matrix accounting for rotations, scalings and shears, while \( \mathbf{x}, \mathbf{x}' \) and \( \mathbf{b} \) are 3-D arrays representing the original positions, the transformed ones and a translation vector, respectively.

Mutual Information. The most widely employed MOM is Mutual Information (MI) [59, 60], which represents the relative entropy of the two images to be registered. In general, given two random variables \( Y \) and \( Z \), their MI is

\[
I(Y, Z) = \sum_{y,z} P_{YZ}(y,z) \cdot \log \frac{P_{YZ}(y,z)}{P_Y(y) \cdot P_Z(z)},
\]

where \( P_Y(y) \) and \( P_Z(z) \) are the marginal probability mass functions and \( P_{YZ}(y,z) \) is the joint probability mass function. The MI registration criterion states that the image pair is geometrically aligned through a transformation \( \mathbf{T} \) when \( I(Z(\mathbf{x}), Y(T(\mathbf{x}))) \) is maximal. Thus, the aim is to maximize Eq. (1).
3 Differential Evolution

Differential Evolution is a stochastic, population-based optimization algorithm [49]. Given a maximization problem with \( m \) real parameters, DE faces it by randomly initializing a population consisting of \( n \) individuals each made up of \( m \) real values. Then, the population is updated from one generation to the next by means of many different operators. Among them, we have chosen the one referred to as DE/rand/1/bin. It takes into account the generic \( i \)-th individual in the current population and randomly generates three integer numbers \( r_1, r_2 \) and \( r_3 \) in \([1, n]\) differing from one another and different from \( i \). Moreover, another integer number \( k \) in \([1, m]\) is randomly chosen. Then, starting from the \( i \)-th individual, a new trial one \( i' \) is generated whose \( j \)-th component is given by

\[
x_{i', j} = x_{r_3, j} + F \cdot (x_{r_1, j} - x_{r_2, j})
\]

provided that either a random real number \( \rho \) in \([0.0, 1.0]\) is lower than a value \( CR \) (parameter of the algorithm, in the same range as \( \rho \)) or the position \( j \) under account is exactly \( k \). If neither is verified, then a copy takes place: \( x_{i', j} = x_{i, j} \). \( F \) is a real and constant factor in \([0.0, 1.0]\), which controls the magnitude of the differential variation \((x_{r_1, j} - x_{r_2, j})\), and is a parameter of the algorithm.

The new individual \( i' \) is compared to the \( i \)-th in current population and the fittest is copied into the new population. This scheme is repeated for each individual and for a maximum number of generations \( g \).

3.1 DE Applied to Image Registration

Encoding. We decided to use the affine transformation model. Since the experiments reported in this chapter refer to couples of two-dimensional images, the problem consists of finding the most suitable best combination of six real-valued parameters. Therefore, any individual in the DE population is an array with six positions, \( T = (a_{11}, a_{12}, a_{21}, a_{22}, b_1, b_2) \), and, in general, each parameter can vary within a range of its own.

Fitness. Given two images, \( C \) and \( D \), we consider their mutual information \( I \) as the fitness function so the aim of the problem becomes to find the best transformation \( T \) for \( D \) such that the mutual information of \( C \) and \( T(D) \) is maximized.

4 The Distributed DE Algorithm

Our Distributed DE (DDE) algorithm is based on the classical coarse-grained approach to EAs, widely known in literature [61]. It consists of a locally connected topology of (in our case) DE instances, where each of them is connected to \( \mu \) instances only. If, for example, we arrange them as a folded torus, then each DE instance has exactly four neighbouring populations (see Fig. 1).

Moreover, every \( M_I \) generations (migration interval), neighbouring subpopulations exchange individuals. The percentage of individuals each population sends to
its neighbours is called migration rate ($M_R$). All of the chosen individuals, be their number $S_I$, are sent to all of the neighbours, and so each subpopulation receives a total number of $S_I \cdot \mu$ elements at each migration time.

Within this general framework, we have implemented a parallel version for DE, which consists of a set of classical DE schemes (slaves), running in parallel, assigned to different processors arranged in a folded torus topology, plus a master. The pseudo-code of any slave process is delineated below.

The master process acts as an interface to the user: it simply collects the current local best solutions of the “slave” processes and saves the best element at each generation. Furthermore, it compares this latter solution against the best found so far, and it saves the best among them and shows it to the user.

\begin{verbatim}
Algorithm 6. Pseudocode of the DE slave

begin
  randomly generate an initial population of P individuals;
  evaluate goodness of each individual;
  while termination criterion not fulfilled do
    create the new population by classical DE actions;
    evaluate goodness of individuals in the new population;
    send the current best individual to the master process;
    if time to migrate then
      send the current best individual to neighbouring populations;
      receive the best individuals from neighbouring populations;
      replace some local individuals with the received solutions;
    end if
    update variables for termination;
  end while
end
\end{verbatim}
5 Experiments and Results

We have considered three problems. The first two, namely Mosaicking and Change Discovery, refer to remote sensing. The first accounts for the registration of two images of an area in San Francisco taken at the same time, while the second examines two images of an agricultural area near San Francisco taken at different times and looks for the changes in the area. The last one, named Medicine, takes into account medical imagery.

In a very preliminary set of experiments, we used a sequential DE mechanism to face the three problems. In all cases, results were encouraging; nonetheless, the computation time was quite high (tens of minutes on a 1.5 GHz Pentium 4 depending on the value of \( n \)), which led us to devote our attention to a distributed version. The DDE algorithm has been implemented in C language and communications take place via MPI. All the experiments have been effected on a Beowulf system made up of a cluster with 17 (1 master and 16 slaves) 1.5 GHz Pentium 4 nodes interconnected by a FastEthernet switch.

We have arranged the slaves in a \( 4 \times 4 \) folded torus topology (\( \mu = 4 \)); each DE procedure sends only its current best individual (\( S_1 = 1 \)) and this exchange takes place every \( M_1 = 5 \) generations. The goodness of these choices has been confirmed by preliminary experiments. As regards the exploitation of the received solutions, these replace the worst four elements in each local population.

DE parameters have been set as follows: \( n = 30, \ g = 200, \ CR = 0.5 \) and \( F = 0.5. \) No preliminary tuning phase has been performed. It is important to remark here that, different from some papers in literature about the use of EAs to solve this task, we have decided to use quite wide ranges for each variable in the \( T \) solution, since we hope that evolution drive the search towards good transformations. The allowed variation ranges are shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>( a_{11} )</th>
<th>( a_{12} )</th>
<th>( a_{21} )</th>
<th>( a_{22} )</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>0.500</td>
<td>-0.500</td>
<td>-0.500</td>
<td>0.500</td>
<td>-200.0</td>
<td>-200.0</td>
</tr>
<tr>
<td>max</td>
<td>1.500</td>
<td>0.500</td>
<td>0.500</td>
<td>1.500</td>
<td>200.0</td>
<td>200.0</td>
</tr>
</tbody>
</table>

For each test problem, 20 DDE executions have been carried out. The best of those runs will be described and discussed in the following in terms of image transformation achieved and evolution taken place.

5.1 The Mosaicking Task

In the first test case, we have used two images that are manually selected portions of a Landsat Thematic Mapper (TM) digital image recorded on September 7, 1984, over San Francisco Bay Area (CA, USA) (property of United States Geological Survey [62]). Those images are colour composites generated using Landsat TM spectral bands 2 (green), 4 (near-infrared) and 5 (mid-infrared) as blue, green and
red, respectively. Those images were transformed into grey monochannel images, so that each of them is 500 $\times$ 500 pixel large and uses 8 bits to represent each pixel. Figure 2 shows them both. Their $I$ value is 0.1732. Figure 3 (top left) reports the fusion of the two original images. As it can be noticed, they share a common area, which should be used by the DDE algorithm to find their best registration. That is, the upper-left part of the second image overlaps the bottom-right part of the first, and a slight clockwise rotation was applied to the second image with reference to the first one. Therefore, the best affine transformation should contain a slight counterclockwise rotation and two positive shifts for both the coordinates.

The best value of $I$ obtained in the best execution is 1.1305. The average of the best final values over the 20 runs is 1.1299 and the variance is 0.0006, the worst result being 1.1278. The best affine transformation found is $T = \{0.946, -0.253, 0.253, 0.946, 42.141, 49.811\}$, which represents a counterclockwise rotation of about 15 degrees coupled with a translation in both axes. The resulting transformed image is shown in Fig. 3 (top right), while Fig. 3 (bottom left) depicts its fusion with the first image. The alignment of the two images is excellent: any detail in the first image, from streets to shorelines to bridges, is perfectly aligned with the corresponding pixels in the second one.

In Fig. 3 (bottom right), we report the evolution of the best run achieved for the Mosaicking task. That is, we report the best, average and worst fitness values among those sent to the master by the 16 slaves at each generation. In spite of the very relaxed parameter range allowed, the initial population achieves an improving solution with respect to the original one. From then on, the system proposes many improving affine transformations and the average, the best and the worst fitness values increase over generations until the end of the run. It must be remarked that the values for the three above-mentioned fitnesses are different from one another until generation 196, though this is quite difficult to see from the figure, especially after generation 120. Such a behaviour confirms that good solutions spread only locally among linked
5.2 The Change Discovery Task

In the second test case, we have used two images that refer to about the same area but were taken at different times. That is, they represent an agricultural area near San Francisco (CA, USA) in 1984 and 1993, respectively (they too are property of USGS [62]). As before, the original Landsat TM images were transformed into grey monochannel images, so that each of them is $500 \times 500$ pixel large with an 8-bit representation for each pixel (see Fig. 4). Their $I$ value is 0.1123. Figure 5 (top left) reports the fusion of the two original images. As it can be observed, they share a common area, which should be used by the DDE algorithm to find their subpopulations. This local diffusion involves different processors sampling distinct search areas to avoid a premature convergence to the same suboptimal solution on all the slaves.
best registration. That is, the right part of the first image overlaps the left part of the second, and a slight clockwise rotation took place when the second image was taken with reference to the first one. Therefore, the best affine transformation should contain a slight counterclockwise rotation and some shifts for both the coordinates.

The best value of $I$ attained in the best execution is 0.3961. The average of the best final values over the 20 runs is 0.3959 and the variance is 0.0001, the worst result being 0.3957. The best affine transformation found is $T = \{0.954, -0.083, 0.083, 0.953, 16.981, 20.282\}$, which represents a counterclockwise rotation of about 5 degrees coupled with a translation in both axes. The resulting transformed image is shown in Fig. 5 (top right), while Fig. 5 (bottom left) shows its fusion with the first image. The alignment of the two images is very good: any detail in the first image, from rivers to roads to fields, is well aligned with the corresponding pixels representing it in the second one.

Figure 5 (bottom right) presents the evolution of the best run achieved for the Change Discovery task. Also in this case we report the best, average and worst fitness values among those sent to the master by the 16 slaves at each generation. Also, here, despite of the very relaxed parameter range allowed, the initial population achieves an improving solution with respect to the original one, and from then on, the system proposes many improving affine transformations and the fitness values increase over generations until the end of the run. The values for the three above-mentioned fitnesses are different from one another until the end of the run, though it is quite difficult to notice from the figure, especially after generation 90. Thus considerations similar to those effected for the Mosaicking task about the behaviour of our tool can be made in this case too.

The computed differences between the first image and the transformed second one are shown in Fig. 6, where only the part in which the two images overlap is meaningful. In this figure the grey color refers to areas where no changes occurred, the black represents areas burnt in 1984 and recovered by 1993, whereas the white stands for areas more vegetated in 1984 than in 1993 due to differences in the
amount of rainfall or the density of the vegetation. Moreover, light pixels represent areas burned in 1993 or natural landscape areas in 1984 that were converted to agricultural lands and recently tilled and finally, dark pixels stand for areas more vegetated in 1993 than in 1984.

5.3 The Medicine Task

In this test case, we have used two images that are the result of, respectively, a Photon Emission Tomography (PET) and a CT examinations taken from the abdomen of an adult male. The former was originally a $128 \times 128$ RGB colour image, while the second is $512 \times 512$ pixel large and uses 8 bits to represent each pixel. In order to achieve images of equal size, the former image has been resized up to $512 \times 512$ and has been transformed into a monochromatic image with 8 bits per pixel. Figure 7
shows them both. Their $I$ value is 0.5771. It is worth noting that this problem is quite different from the previous ones: in fact, the two images contain different views of the same part of the body, and some organs are evident in the first image but are not present in the second one, and vice versa. Thus, this problem might be even more difficult from the point of view of registration. Figure 8 (top left) reports the fusion of the two original images. As it can be noticed, they are quite poorly aligned, and rotation and shifts in both dimensions should be applied to effectively register them. As an example, the top-left and bottom-right parts of the PET go beyond the limits of the CT, while the top-right and the bottom-left are too internal.

The best value of $I$ obtained in the best execution is 0.6873. The average of the best final values over the 20 runs is 0.6870 and the variance is 0.0002,
Fig. 8 (Top Left) The fusion of the two original images. (Top Right) The best transformation for the second Medicine image. (Bottom Left) The first image is fused with the best transformation found for the second one. (Bottom Right) Behaviour of fitness as a function of the number of generations for the best run.

The worst result being 0.6865. The best affine transformation found is $T = \{0.982, 0.182, -0.002, 1.000, -48.279, 8.518\}$, which represents a clockwise rotation of about 18 degrees coupled with a translation in both axes, leftbound as regards the x axis and downbound as for the y axis. The resulting transformed image is shown in Fig. 8 (top right), while Fig. 8 (bottom left) depicts its fusion with the first image. The alignment of the two images is very improved with reference to the two original images: any organ which can be seen in one image but not in the other is well aligned with the others resulting from the other examination. For example, the organs resulting from the PET examination are almost perfectly contained within the boundary of the body as provided by the CT, the only exception being the very leftmost part: had the shift to the left been slightly larger, the registration would have been excellent. To conclude, the whole part of body under investigation is well composed.
In Fig. 8 (bottom right), we report the evolution of the best run achieved for the Medicine task. Also for this task we report the best, average and worst fitness values among those sent to the master by the 16 slaves at each generation. The graph shows that for the present problem, the DDE takes 8 generations to find an improving solution with respect to the original one. As in the previous cases, from then on, the system proposes many improving affine transformations and the average, the best and the worst fitness values increase over generations until the end of the run. It must be remarked that the values for the three above-mentioned fitnesses are different from one another in the whole run, though this is quite difficult to see from the figure, especially after generation 70. This confirms, as before, that good solutions spread only locally among linked subpopulations without causing premature convergence to the same suboptimal solution on all the slaves.

**Speedup.** In all the faced problems, we need to compare the time spent by DDE ($t_{\text{DDE}}$, of about 7 min and 35 s) against the time $t_{\text{seq}}$ of a sequential version using a population equal to the total number of individuals in the distributed algorithm, i.e. $16 \times 30 = 480$. This latter is of about 1 h and 51 min, which results in a speedup $s = t_{\text{seq}}/t_{\text{DDE}} = 6660/455 = 14.63$ and the related efficiency is $\varepsilon = s/17 = 0.86$.

6 Conclusions and Future Works

In this chapter, a distributed version of the DE strategy has been coupled with affine transformation and Mutual Information maximization to perform image registration in two fields, i.e. remote sensing and medicine, without any need of control points. A cluster of 17 personal computers has been used. The results seem to imply that this approach is promising, yet there is plenty of work to do. Therefore, future works shall aim to shed light on the effectiveness of our system in this field, and on its limitations as well. A wide tuning phase shall be carried out to investigate if some DE parameter settings are, on average, more useful than others and to analyze the influence of the parameters on performance. This phase shall take into account lots of image couples taken from different fields. A comparison must be carried out against the results achieved by other image registration methods to examine the effectiveness of our proposed approach.
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Abstract. In this chapter, we apply the Differential Evolution (DE) algorithm to fit conic curves, ellipse, parabola and hyperbola, to a set of given points. Our proposal minimizes the sum of orthogonal Euclidean distances from the given points to the curve; this is a nonlinear problem that is usually solved by minimizing the square of the Euclidean distances, which allows the usage of the gradient and some numerical methods based on it, such as the Gauss–Newton method. The novelty of the proposed approach is that we can utilize any distance function as the objective function because we are using an Evolutionary Algorithm. For the parabola case, it is proved that the calculation of the orthogonal point to a given point is a simple problem that can be solved using a cubic equation. We also show how to combine DE with a conventional deterministic algorithm to initialize it. We present experiments that show better results than those previously reported. In addition, our solutions have a very low variance, which indicates the robustness of the approach.
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1 Introduction

The problem of fitting a set of points to a conic is one of the most common problems in image processing and computer vision, where, for example, the projection of a circle is an ellipse and it is necessary to recognize that ellipse. This problem has been treated intensively in the specialized literature since more than 200 years ago.
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The main alternative methods for the detection and analysis of geometric features are the Hough transform and the moment method. In an interesting algorithm for detecting ellipses using Hough transform and DE has been presented.

A conic can be represented implicitly by the general equation $ax^2 + bxy + cy^2 + dx + ey + f = 0$. The expression $b^2 - 4ac$ is known as the discriminant for the conic general equation and its sign and value can give us which type of conic the equation represents: if $b^2 - 4ac < 0$, then the conic equation may represent an ellipse, but it also has degenerate graphs that are circles, points or imaginary solutions (there is no graph). If $b^2 - 4ac > 0$, the conic equation represents a hyperbola or it can be two intersecting lines. If the discriminant is equal to zero, the conic equation may be a parabola, but it also can represent a line, two parallel lines or it possibly has no graph. When we substitute the value of a point $(x, y)$ in the general conic equation, the value obtained is called algebraic distance, and this formulation allows the most efficient algorithms, because the fitting problem is linear and can be solved in a deterministic manner with a program that solves the generalized eigenvectors problem.

The main disadvantage of using an algebraic fitting algorithm is that the fitted conic will be distorted if the point values are not known with enough accuracy, and it does not have a geometric interpretation.

The best fit is obtained by using a geometric algorithm because it takes into account the real distance (not the square) between a point and the ellipse. Now, we have a non-linear problem that can be solved if it is linearized by calculating the Taylor series expansion of the distance equation, and if we have an initial solution close to the real solution. In this case, it is necessary to iterate, and we need the derivative’s direction to find the desired solution (the minimum). However, the Euclidean distance uses a square root, and its derivative is not continuous in all the search space. If the square of the Euclidean distance is used, then we can calculate a derivative that is continuous in all the search space and this approximation results in an iterative algorithm such as Gauss–Newton, steepest descent, etc. The main disadvantage of using the square of the distance is that the farthest points will have more weight (the squares) than the nearest points to the curve. Other important disadvantage of these numerical methods is that it is necessary to have an initial solution near to the optimum solution to avoid getting trapped in local optima.

In this work, we used Differential Evolution (DE) to solve the optimization problem of fitting a conic—ellipse, hyperbola or parabola—to a set of given points, by means of finding the minimum of the sum of the distances. DE is a relative recent evolutionary heuristic designed to optimize problems over continuous domains. Each chromosome is represented by a set of decision variables using real representation. In a previous work, we used a Genetic Algorithm (GA) with binary Gray coding for chromosome’s representation to resolve the optimization problem. In this work, we use DE because it shows better convergence properties than the GA and it directly uses real numbers representation. The usage of DE reduced the execution time in two orders of magnitude compared with the GA. The DE’s inventors mention in that it can be used to solve fitting curves’ problems; to the best of our knowledge, this work is the first effort to use an
evolutionary algorithm to fit conics according to the sum of distances to a set of given points.

In this work, we show that using DE for conics fitting results in the following: (1) A better algorithm than the one reported in [1]. It is better in the sense that it produces a lower error (this error is measured as the sum of the Euclidean distances). (2) It is robust, in the sense that it always gives a good result, and (3) It solves problems of ellipse fitting with constraints that cannot be solved in [1].

Of course, the disadvantage of using an evolutionary algorithm is that the algorithm takes a greater execution time compared with the traditional numerical method, and it gives a result of stochastic nature, i.e. we cannot guarantee that the algorithm will always converge to the global optimum. However, we obtained solutions with a very low variance value. The advantage of use an evolutionary algorithm is that we do not require an initial solution and its result can be used to initialize a conventional numerical method. Furthermore, we can use the real distance instead of square of the distance.

This article is organized as follows. Section 2 presents the general definition of the problem. Sections 3–5 present a new approach to calculate the orthogonal contacting point to the curve and the results of ellipse, hyperbola and parabola fitting, respectively. Section 6 presents a hybrid approach to initialize a conventional optimization algorithm with the result of DE. In Sect. 7, we discuss the results and, finally, in Sect. 8, some conclusions are drawn.

2 Problem Definition

Our work is based on the algorithm called least-squares orthogonal distances fitting (LSODF) of conics presented in [1]. Using their same notation, the problem of fitting a set of points to a conic can be established in a general form as follows:

1. As input, we have a set of \( m \) points, \( X_i \) \( 1 \leq i \leq m \), situated in a global coordinate system \( XY \).
2. Points \( X'_i \) on the curve are calculated according to the distance to the respective \( X_i \) points, and they must be orthogonal to the conic. To solve this, the conic’s reduced equation is used, centred at the origin. Then, points \( X_i \) must be translated to the new origin \((X_c, Y_c)\) and rotated at an angle \( \alpha \) to transform them to a new local coordinate system with points \( x_i \) that allow to apply the conic’s reduced equation. The relation between both coordinate systems is \( x = R(X - X_c) \), with the conic’s origin \( X_c = (X_c, Y_c) \), and rotation matrix

\[
R = \begin{bmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{bmatrix}
\]

3. Calculate the conic’s parameters that minimize the sum of some definition of distance from \( X_i \) to the respective \( X'_i \) over the conic (or equivalently, the sum of distances from points \( x_i \) to points \( x'_i \) can be used to avoid the calculation of the inverse transform \( X = R^{-1}x + X_c \)).
Step 2 is the main idea proposed in [1], and this approximation of using the conic’s reduced equation avoids singular solutions of the general conic equation (points, lines or imaginary solutions). In [1], the authors use the Newton’s generalized method to calculate the \( x'_i \) point. In this work, we used the parametric equations for each conic instead; this simplifies the task of finding only the value for one variable, the parametric one, instead of two variables for a point \( x'_i = (x'_i, y'_i) \). Furthermore, when we used the parametric form of the parabola’s reduced equation, the task of calculating the \( x'_i \) point is reduced to finding the solution of a cubic equation; this will be shown in Sect. 5.

The distance measure we have used is the Euclidean distance, \( d \), defined as

\[
d_i = \sqrt{(x_i - x'_i)^2 + (y_i - y'_i)^2}
\]

for calculating the distance from the given point \( x_i \) to the point on the conic’s curve \( x'_i \), in \( \mathbb{R}^2 \). The square of the distance is \( d_i^2 \).

To solve the optimization problem in step 3, the LSODF algorithm in [1] uses the Gauss–Newton method to estimate conic’s parameters that minimize the sum of square of the distance.

Now, in our algorithm, we propose to use the DE to estimate the conics’s parameters that minimize the error \( E \). This error is calculated as the sum of distances:

\[
E = \sum_{i=1}^{m} d_i
\]

for \( m \) points and \( d_i \) defined in (1).

The DE has two main operators: selection and recombination. These operators allow the searching direction and the possible step size dependent on the position of the selected individuals.

We used the rand/1/bin DE’s implementation because it is the most robust [10] and provides the best results for different kinds of problems. The first parameter means the selection type (e.g. random, individuals are randomly selected from the population). The second parameter indicates the number of chosen pairs to perform the difference (1, a single pair) and the third parameter is the recombination type (bin, binomial recombination).

### 3 Ellipse Fitting

An ellipse can be represented by five parameters, \((a, b, X_c, Y_c \text{ and } \alpha)\), where \( a \) and \( b \) are the ellipse’s semimajor and semiminor axes, \((X_c, Y_c)\) is the ellipse center and \( \alpha \) is its rotation angle. We need to obtain these five parameters.

Each individual in DE population has those five parameters. We used a population size of 30 individuals in all experiments, inclusive of the other conics. The fitness function is calculated according to (2). The selected bounds for each variable are \( 1 \leq a, b \leq 15, -10 \leq X_c, Y_c \leq 10 \) and \( 0 \leq \alpha < \pi \).
First, in this section, we explain how to calculate the contacting point over the ellipse using its parametric equation, and later, we show the results applying DE to minimize the sum of the distances.

### 3.1 Orthogonal Contact Point for the Ellipse

The parametric equation of the ellipse’s reduced form is $f(t) = (a \cos t, b \sin t)$, where $t$ is the parametric variable; the derivative is $f'(t) = (-a \sin t, b \cos t)$, which also represents the ellipse’s tangent vector equation, and the ellipse’s normal vector is $n(t) = (b \cos t, a \sin t)$. A possible formulation to calculate the value of $t$ corresponding to the nearest point $x'$ over the ellipse, which is also normal to the point $x = (x, y)$ is as follows: the equation for the line through $x$ point that is normal to the ellipse is $(x - lb \cos t, y - la \sin t)$, and this line must intersect the ellipse at point $x' = (a \cos t, b \sin t)$; making equal the respective terms, getting $l$ from one equation and substituting its value in the other equation, we get:

$$g_e(t) = yb \cos t - xa \sin t + (a^2 - b^2)(\cos t)(\sin t) = 0.$$  \hspace{1cm} (3)

Roughly speaking, Eq. (3) has two solutions if point $x = (x, y)$ is outside the ellipse, and it has four solutions if the given point is inside the ellipse. The curve form of (3) is very smooth, as can be seen in Fig. 1. Equation (3) was solved with Newton’s method using the starting point $t_0 = \arctan[(y/a)/(x/b)]$, and this point is calculated with the atan2 programming function to allow its return value in any quadrant. The Newton’s method converges in only three or four iterations because the curve is very smooth.

### 3.2 Results of Ellipse Fitting

In order to test our approach, we solved two problems of ellipse fitting proposed in [1]: one without constraints and another with two constraints. We also implemented in Octave [11] the algorithm used in [1] to calculate the sum of distances.

For the first problem, we used the same eight points as in [1]: $(1, 7), (2, 6), (5, 8), (7, 7), (9, 5), (3, 7), (6, 2)$ and $(8, 4)$. We performed 30 executions of our algorithm at several number of generations. In Fig. 2, we see the ellipse obtained at 1000...
generations, which is \((15.00000, 3.91504, -5.19936, 1.12509, 0.31956)\) (each value corresponds to ellipse’s parameters \((a, b, X_c, Y_c \text{ and } \alpha)\)) with an error of 2.30127. We used the real distance and we have points that partially cover the ellipse, and therefore, there exists many ellipses through the given points; the best ellipse will be always in the bound for parameter \(a\). We consider this as a difficult problem because the given points cover the ellipse only partially (see Fig. 2). The Graph in Fig. 3 shows the change of error’s mean and standard deviation for the 30 executions, against the number of generations. We also show in Fig. 3 the average execution time for the 30 runs. The resulted ellipse at 500 generations has a mean error of 2.3019, with a standard deviation of \(\pm0.0003\); that is, the resulted ellipses are equal within three decimals. At 1000 generations, the ellipses are equal within six decimals. If we calculate the error obtained in [1] \((6.51872, 3.03189, 2.69962, 3.81596, 0.35962)\), this is 2.72777, which is greater than the error obtained with our algorithm, 2.30127.

In Fig. 4, the test of our algorithm with other sets of point is shown; we ran the DE 30 times and the result that corresponds to the median error is shown.

It is interesting to comment here that if we use, in our algorithm, the square of the distance instead of the distances alone, our algorithm finds the same solution as that of the LSODF algorithm [1].

### 3.3 Ellipse Fitting with Constraints

The other experiment is to fit the set of points (taken from [1]) \((8, 1), (3, 6), (2, 3), (7, 7), (6, 1), (6, 10) \text{ and } (4, 0)\) to an ellipse with two constraints: \(\alpha = \pi/2\) and \(ab = 20\). Two variables are eliminated from the DE, \(\alpha\) and \(b\) (\(b\) is calculated as \(20/a\)). The resulted ellipse at 100 generations is \((8.569, 2.334, 5.081, 2.123, 1.571)\) with a mean error of 3.9352 \(\pm\) a standard deviation of 0.00007; so our algorithm calculates the same ellipse at 100 generations within three decimal points. Our algorithm is able to reach these constraints, in contrast to the algorithm in [1], which cannot give a solution that satisfies the constraint \(\alpha = \pi/2\), and of course, the error is very large.
Fig. 4 We used an ellipse of axes 4.5 and 2, with the centre at (5, 4) and rotated 30° (dotted line); then, we generate 50 points and to each point position, a Gaussian noise was added to obtain a SNR of 10. We calculate three ellipses: an algebraic fitted ellipse (dashed line), using the LSODF algorithm [1] (solid line) initialized with the previous ellipse, and our DE fit (bold line). In some cases, the LSODF algorithm does not converge. The selected bounds were $1 \leq a, b, X_c, Y_c \leq 10$ and $0 \leq \alpha \leq \pi$ as can be seen in Table 1. There are three variables for this problem, with bounds: $1 \leq a \leq 15$ and $-10 \leq X_c, Y_c \leq 10$. The mean error measured with (2) is lower than that obtained by the algorithm in [1] because of the obvious reason that it does not satisfy the constraints. Figure 5 shows graphically the ellipse obtained by both algorithms, and Fig. 6 shows the mean error and execution time for 30 runs of our algorithm.

Table 1 Ellipse fitted with the algorithm in [1]. The constraints are $\alpha = \pi/2$, and $b = 20/a$. This result does not satisfy the second constraint. We calculate both the sum of square of the distances and the sum of distances.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$a$</th>
<th>$b$</th>
<th>$X_c$</th>
<th>$Y_c$</th>
<th>$\sum d^2$</th>
<th>$\sum d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>4.58061</td>
<td>4.36740</td>
<td>6.17691</td>
<td>4.46768</td>
<td>358.04831</td>
<td>49.79220</td>
</tr>
</tbody>
</table>
4 Hyperbola Fitting

A hyperbola, as in the ellipse case, is represented by five parameters, \((a, b, X_c, Y_c\) and \(\alpha\)), where \(a\) and \(b\) are the axis lengths, \((X_c, Y_c)\) is the coordinate centre and \(\alpha\) is the pose angle.

First, we will show how to calculate the contacting point over the hyperbola using its parametric equation, and later the results of applying DE to minimize the sum of distances will be shown.

4.1 Orthogonal Contacting Point on Hyperbola

The hyperbola’s parametric equation is \(f(t) = (ac\cosh t, bs\sinh t)\), the tangent vector equation is equal to its derivative, \(f'(t) = (as\sinh t, bc\cosh t)\) and the hyperbola’s normal equation is \(n(t) = (-bc\cosh t, as\sinh t)\). In the same way we proceeded with the ellipse, the equation of the line that contains the point \(x\) and is normal to the hyperbola is \((x + bl\cosh t, y - al\sinh t)\), which must intersect the hyperbola at point \((ac\cosh t, bs\sinh t)\); making equal the corresponding terms, getting \(l\) from one equation and resolving the other, we get:

\[g_h(t) = yb\cosh t + xas\sinh t - (a^2 + b^2)(\sinh t)(\cosh t) = 0.\]  

Equation (4) was solved with Newton’s method with the initial solution \(t_0 = \cosh^{-1}(x/a)\); because the curve’s form of (4) is also very smooth, Newton’s method converges in only three iterations.

4.2 Results of Hyperbola Fitting

The same set of eight points used in [1], \((1, 4), (2, 2), (3, 6), (5, 6), (7, -1), (5, 0), (9, 8)\) and \((4, 2)\), was used as input to our algorithm. We used bounds values \(0.1 \leq a, b \leq 10, -10 \leq X_c, Y_c \leq 10\) and \(-1 \leq \alpha < 0\). We performed 30 executions of
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Fig. 7 Result of [1] (dashed line) and our DE (continuous line); the hyperbola obtained at 500 generations is shown.

Fig. 8 The mean error ± standard deviation and the average execution time for 30 runs of our algorithm.

Fig. 9 Two hyperbolas obtained by fitting the same points used in Fig. 7 with constraint $\alpha = 0$. Dashed line shows the solution obtained in [1].

Fig. 10 Hyperbola resulted of our third experiment. Dashed line shows the solution obtained in [1].

Our proposed algorithm, and the hyperbola corresponding to the median error was $(9.946, 3.301, -8.948, 4.598, -0.080)$ with an error of 2.068. The hyperbola’s right part can be seen in Fig. 7. The obtained error and the execution time can be seen in Fig. 8; the error mean and its standard deviation at 500 generations were 2.073 and 0.010, respectively. The average execution time was 173% of the execution time for fitting the ellipse without constraints in Fig. 3 at 500 generations.

We performed other two experiments. With the same set of points as used in the previous experiment, we fit a hyperbola with the constraint $\alpha = 0$. We used the same program adopted for the previous experiment, but set the value of 0 for both $\alpha$ bounds. We got two solutions, one hyperbola is $(4.781, 1.814, -4.037, 3.398, 0.000)$, with an error of 2.865, and the other one is $(0.225, 0.112, -0.444, 3.288, 0.000)$, with an error of 2.867, both solutions are drawn in Fig. 9.

The third experiment was to fit a hyperbola to eight points [1]: $(-14, -4), (-8, 7), (-5, 5), (-4, 2), (5, 4), (6, 1), (9, 0)$ and $(13, -3)$. We used the same bounds...
adopted in the two previous tests, and the resulted hyperbola corresponding to the median error was \((4.027, 2.059, 0.570, 3.080, -0.004)\). This hyperbola can be seen in Fig. 10.

5 Parabola Fitting

A parabola is represented by four parameters, \((p, X_c, Y_c \text{ and } \alpha)\), in a local coordinate system with focus in \((0, p)\) and directrix \(x = -p\); this local coordinate system is translated to point \((X_c, Y_c)\) and rotated at an angle \(\alpha\) with respect to a global coordinate system \(XY\), as is visualized in Fig. 11.

\[
\text{Fig. 11} \quad \text{A parabola with vertex at } (X_c, Y_c), \text{ focus at } (0, p) \text{ and pose angle } \alpha
\]

5.1 Orthogonal Contacting Point on Parabola

For the parabola, we used its parametric equation \(f(t) = (pt^2, 2pt)\), its derivative is \(f'(t) = (2pt, 2p)\) and the equation for its normal vector is \(n(t) = (-2p, 2pt)\). As we proceeded with ellipse and hyperbola cases, the line that passes through point \(x = (x, y)\) and is normal to the parabola is \((x + 2lp, y - 2lt)\); this line must intersect the parabola on point \((pt^2, 2pt)\); making the corresponding terms equal, getting \(l\) from one equation and solving the another equation, we get:

\[
g_p(t) = at^3 + (2p - x)t - y = 0 \quad (5)
\]

Thus, the contacting point on the parabola is \((pt^2, 2pt)\) at the value of \(t\) obtained by solving (5) for a parabola specified by the parameter \(p\). This calculated point is then the nearest one and is orthogonal to a given point \(x\).

Equation (5) has a direct algebraic solution; it is not necessary to iterate to solve it, and we used the formula explained in [12] to solve it.

5.2 Results of Parabola Fitting

For DE execution, we select a population of 30 individuals. Each individual is represented by five real variables: four real variables are used for each parabola parameter \((p, X_c, Y_c \text{ and } \alpha)\) and the fifth real variable is used to store the fitted parabola error.
For the six points \([1, (-7,9), (-3,5), (0,4), (1,3), (1,5) \text{ and } (0,8)]\), we ran our algorithm 30 times using the bounds for each parameter \(0.1 \leq p \leq 10, -10 \leq X_c, Y_c \leq 10 \text{ and } \pi/2 \leq \alpha < \pi\). The resulted parabola at 300 generations is \((0.2437, 0.8963, 2.9042, 2.1742)\), which is shown in Fig. 12; it has a mean error of 1.0617 and a standard deviation of \(7 \times 10^{-6}\); therefore, all the obtained parabolas are the same within four decimal places. The execution time of parabola’s algorithm takes approximately 67% of the time compared with the ellipse’s algorithm, as can be seen from Figs. 3 and 13. This reduction in the execution time for the parabola’s algorithm is because its contacting point calculation is direct, and the iterative Newton’s method has not been applied to solve it. We calculate the error for the parabola obtained in [1], \((0.42196/2, 1.21252, 3.31011, 2.25500)\), as 1.4345, which is greater than our error of 1.0617.

We performed other two experiments to fit parabolas according to the sum of orthogonal distances. For the set of five points \([1, (-1,1), (2,-2), (5,3), (10,-4) \text{ and } (-4,-3)]\), we used the same bounds for the variables as used before. The
resulted parabola at 300 generations was \((0.2755, -5.5828, -1.9441, 0.1322)\) with an error of 1.8310 and can be seen in Fig. 14. If we calculate the error for the solution given in [1], \((0.38164/2, -6.73135, -1.30266, 0.08523)\), it is 2.7589, which is greater than 1.8310. Using the same set of points, but now with the constraint \(\alpha = \pi/2\), we also get, at 300 generations, the parabola \((1.5865, 3.0577, 3.5945, -1.5708)\) with an error equal to 4.7320 (see Fig. 15). The sum of square of the distances for the parabola calculated in [1], \((3.40131/2, 3.80624, 2.49235, -1.5708)\), is 6.802079, which is greater than our error of 4.7320. We executed the same program to calculate this last parabola, but giving the same value of \(\pi/2\) to both bounds of \(\alpha\) parameter.

6 Hybrid Algorithm

Another possible application of our algorithm is for initializing a conic’s fitting conventional algorithm. This idea is schematized in Fig. 16. Our DE fitting algorithm was modified to use the sum of square of the distance. After a number of generations, the best individual is selected and used as input to the LSODF algorithm. The LSODF uses the Gauss–Newton method to minimize the sum of square of the distances; if the step for each used variable is less than \(1 \times 10^{-6}\), we say that the hybrid algorithm converges. If it does not, then the DE algorithm is run for another fixed number of generations, and again, the best individual is used as input to the LSODF algorithm. The whole process is repeated until the LSODF converges. In order to test this hybrid algorithm, we programmed a version for the case of ellipse fitting.

The hybrid approach in Fig. 16 was run using 10 individuals and 10 generations for one iteration of our DE algorithm, and for the application case of the ellipse shown in Fig. 5. We performed 50 runs, of which 46 got the correct result with only one iteration, and in only four of them we got the result in two iterations. We always got the correct answer that satisfies the constraint (remember that the LSODF alone was unable to solve the problem).

Fig. 16 A hybrid approach where our algorithm is used to initialize the LSODF algorithm

7 Discussion

The DE can also be used to fit the circle and the sphere in \(n\) dimensions to a set of given points, as is proposed in [1], but now using the sum of Euclidean distance (or other different distance measure) as the fitness function to minimize. The corresponding point on the circle or sphere is definitely described with the circle/sphere
parameters and with the given point, and the algorithm to circle-sphere fitting is
considered robust in [1]; because of these two facts, we did not programme those
algorithms using DE. In fact, our algorithm for ellipse’s fitting can be used to fit
circles according to the distances to the given points if constraints \( a = b \) and \( \alpha = 0 \)
are used. However, a better circle’s fitting algorithm can be programmed with an
execution time as our parabola’s algorithm, because it is not necessary to use an
iterative algorithm to calculate the contacting point over the circle.

In a previous version of this work [9], we used a GA to perform the optimization
step for ellipses. We discussed three aspects about GA versus DE: (1) the statistics
for the results, (2) the number of generations and the population size and (3) the
execution time.

The GA algorithm used a binary representation to encode the variables. The
statistics for the results exhibited much greater variance than that using the DE that
works directly with real numbers. For example, for the same ellipse fitting problem
in Fig. 2, in [9], the mean error was 2.40696. Such a result was obtained with a pop-
ulation of 100 individuals and at 3000 generations. With DE, approximately same
result was obtained with only 30 individuals and at 100 generations: a mean error of
2.3477 and standard deviation of 0.043099 was obtained, as can be seen in Fig. 3.

For the case of ellipse fitting with two constraints in Fig. 5, we reduced from 100
individuals and 1500 generations with the GA to 30 individuals and 100 generations
for the DE.

The main disadvantage of GA is that its execution time was high. For one run of
ellipse case, 3000 generations and population size of 100, and for eight points, the
time was 27 s. The DE version, at 300 generations, 30 individuals, takes 0.1 s. A
reduction in the order of two magnitudes! Execution time was measured in a iMac
G5 with a 1.8 GHz processor and with Mac OS X version 10.3.9.

To know how good the values of the fitted variables are we propose to execute
the DE algorithm 30 times and to calculate the covariances between each pair of
variables.

8 Conclusions

We presented three new algorithms\(^1\) that use DE to solve the problem of fitting a
conic (ellipse, hyperbola and parabola) to a set of points, taking as the objective
function the sum of the Euclidean distance from the given points to the curve. This
problem cannot be solved by a conventional numerical method (Newton or Gauss)
because the derivative of the Euclidean distance is not continuous in all the search
space.

We propose here three procedures to find the orthogonal contacting point on the
curve. We used the parametric form for each conic; furthermore, for the parabola
case, the result is a cubic equation that has a direct solution.

The advantages of using DE are: it uses real numbers in its representation, and
therefore, it give us execution times of less of a second; we do not need to initialize

\(^1\) Source code in C is available at http://cs.cinvestav.mx/~fraga/Softwarelibre/Conics.tar.gz
our proposed algorithm with a solution near to the global optimum, as it is required by a conventional numerical method; in all the executions, we got a reasonable solution; and it gives better results than the algorithm [1] that uses the Gauss–Newton method, according to the error measured as the sum of the Euclidean distances.

Finally, we showed that our algorithm can be used to initialize a conventional numerical algorithm, and the result of only 10 generations with 10 individuals can be used for that.
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An Evolutionary FIR Filter Design Method

Raed Abu Zitar and Ayman Al-Dmour

Abstract. In this introductory chapter, we present an evolutionary-based technique for designing one-dimensional and two-dimensional Finite Impulse Response (FIR) filters. Typically, the required filter has a given set of specifications to be met. The specifications may include cut-off frequency, band-stop region, band-pass region and ripple factors. The evolutionary method we are using is a modified version of the Genetic Algorithm (GA), which we call Flexible Genetic Algorithm (FGA). It is an optimization algorithm with high capabilities to span the space of filter parameters. FIR filters are highly required in different applications that process signals or images. A review of the state-of-the-art of filter optimization using evolutionary techniques is presented in this chapter. The aim of this work is to simply give a basic example of how filters can be designed using evolutionary techniques. As a matter of fact, medical applications require high linearity in the filter phase function to prevent undesired distortions in the detected signals. The proposed technique is based on minimizing a cost function that uses the weighted squared difference between the optimum filter specifications and the solutions generated by the evolutionary method. Comparisons between FGA-designed filter and standard method designed filters are implemented. Testing of filters is done using different noisy artificial ECG signals and selected images. We used Hermite functions to build the artificial ECG signals.

1 Introduction

The FIR filters are particularly useful to designers who need highly linear phase systems, such as in biomedicine, where it is of paramount importance to avoid distorting the signal during filtering. To obtain a more efficient linear phase FIR filter, the linear-phase region can be confined to a portion of the pass-band and the phase left unrestricted in the stop band, where it is of less importance. This will
allow the filter to be designed with fewer coefficients than for a fully linear phase system. To design this type of filters, both the magnitude and phase responses have to be optimized according to some sensitive objective function. Natural algorithms such as GA [1] and Simulated Annealing (SA) [2] have become popular optimization tools for performing searches of hilly and multidimensional surfaces, where traditional methods such as hill-climbing cannot perform well. Classical GA [3–5] has some limitations, and one of its main limitations is the fixed dimensionality of the solutions it can span. This is due to the fixed length strings used in the standard GA. In FGA, strings (chromosomes) have variable lengths; hence, solutions with different dimensionalities can be found.

The FGA is a general evolutionary optimization algorithm that may be used to optimize complex, multivariable, and nonlinear problems with constraints. In this chapter, the implementation of FGA in designing one-and two-dimensional FIR filters is investigated. In other words, the set of coefficients that constitutes an optimal FIR filter are sought. With this evolutionary-based design methodology, simultaneous optimization for the filter parameters is performed. Unlike the design process using standard techniques [6–8], FGA does not divide the search into stages, where each stage is optimized separately. Dividing the design process into stages only allows one to find sub-optimal solutions and not globally optimal ones. The need arises for a technique that takes into account the interrelation between different stages.

In the last two decades, there has also been a great deal of interest in designing two-dimensional (2Digital) filters due to the increasing applications in 2D digital signal processing. This interest has been boosted by the advances of very large scale integrated (VLSI) circuits, which have allowed real-time operations of 2D digital filters. 2D digital filters find applications in versatile areas such as digital processing of aerial and satellite photographs, enhancement of X-rays, computer tomography, digital television, radio astronomy, processing of geophysical data and radars, to name just a few.

The two classes of digital filters, depending on the nature of their impulse response, are the infinite-extent impulse response (IIR) filters and finite-extent impulse response (FIR) digital filters. The IIR filters are more economical; they can meet particular design specifications with a significantly smaller number of filter coefficients than do the FIR filters. However, the 2D FIR filters are widely used in the field of digital signal processing and are often preferred to the 2D IIR filters [9].

The problem of designing a digital filter is basically a problem of finding the impulse response (or transfer function) coefficients that meet the design specifications. Existing standard methods for designing 2D FIR filters are the windowing method, the frequency-sampling method, the frequency transformation method and optimal (minimax) methods [10]. The 2D window method is based on the same concept as its 1D counterpart. The desired filter frequency response \( H_d(n_1,n_2) \) is known and the corresponding impulse response \( h_d(n_1,n_2) \) is found by inverse Fourier transforming \( H_d(\omega_1,\omega_2) \). Then, this desired or ideal frequency
response \( H_d(n_1,n_2) \), which is of infinite extent, is truncated to a finite-extent sequence. In order to moderate the Gibbs phenomenon, this truncation is performed with a window function \( \omega(n_1, n_2) \), that is, \( h(n_1, n_2) = h_d(n_1, n_2) \omega(n_1, n_2) \).

If \( h_d(n_1, n_2) \) and \( \omega(n_1, n_2) \) are both symmetric with respect to the origin, then \( h_d(n_1, n_2) \) will also be symmetric and the designed filter has a zero-phase frequency response \( H(\omega_1,\omega_2) \). This frequency response is a smoothed version of the ideal frequency response. One-dimensional windows are often used as a basis for generating 2D windows \([11–13]\). There are two methods by which this is usually done. The first method is to obtain a 2D window \( \omega(n_1, n_2) \) as an outer product of two 1D windows, \( \omega(n_1, n_2) = \omega(n_1) \omega(n_2) \). The second method, proposed by Huang \([13]\), is to obtain a 2D window \( \omega(n_1,n_2) \) by sampling a circularly rotated 1D continuous window function using:

\[
\omega(n_1,n_2) = \omega_c\left(\sqrt{n_1^2 + n_2^2}\right).
\]

Amongst the most popular 1D windows that can be used to obtain a 2D window are the rectangular, the Hamming and the Kaiser windows. The window method is quite general and it is not optimal. There is no control over the frequency domain specifications, and sometimes, it is necessary to design several filters to meet the design specifications. The window method is conceptually and computationally simple and it is often used. On the other hand, the frequency transformation method was originally proposed by McClellan \([14]\) and further developed by other authors \([15]\). In this method, a 2D zero-phase FIR filter is designed from a 1D zero-phase FIR filter using the Fourier transformation of a finite-extent zero-phase sequence \( t(n_1, n_2) \).

The optimal 2D FIR design involves optimization of the designed filter coefficients such that some function of the error between the resulting filter frequency response and the desired filter frequency response is minimized. For instance, the Chebyshev \((L_{\infty})\) norm below may be used:

\[
E_m = \max_{(\omega_1,\omega_2)} |H(\omega_1,\omega_2) - H_d(\omega_1,\omega_2)|.
\]

Note that this error function may include weighted terms.

In the next section, we will introduce how FGA can be applied in filter design. In the third section, we specifically present the 1D case, and in the fourth section, we discuss implementing the FGA for the 2D case. In the last two sections, we present the results, discussions and final conclusions.

2 Multi-objective Optimization by FGA

The basic building block in the FGA is the "string", which is a sequence of bits representing some variables of the search space. The bits form the genotype and their decoded values are the phenotype. All FGA operations are implemented over a finite population of strings.
As the search process goes on, the average fitness for the population of strings is expected to increase. Fitness is measured using some multi-objective function that is related to the criterion that needs to be optimized (in our case, the weighted Euclidean distance between the optimum desired responses and designed responses). Reproduction is done after some sorting phase, and offspring are generated using mutation and crossover. Mutation is a random flipping of bits [7]. The flow chart of Fig. 1 describes the FGA.

![Flowchart of the FGA operations](image)

Fig. 1 Flowchart of the FGA operations

Crossover is partial swapping of selected strings. The strings are selected according to their fitness. In our FGA, the strings do not have to possess equal lengths. That is why we call this GA “flexible GA”. Since each string consists of a set of sub-strings and each sub-string is decoded to give a single filter coefficient, we will end up with a variable length set of strings. The optimum number of coefficients for our filter is unknown here. The FGA strings are “suggestions” for
the number of coefficients and their values. These coefficients are used in the design of a filter and the fitness of the filter is measured according to a measure that will be shown later. The crossover is done only amongst strings with equal lengths. This is part of the restricted mating strategy [16, 17] that preserves competition only amongst similar species. However, selection of mates is done for those with high fitness and equal strings lengths; strings with different lengths are not allowed to mate regardless of their fitness.

3 The One-Dimensional Filter Design Case

The 1D FIR filters are employed in filtering problems where there is a requirement for a linear-phase characteristic within the pass band of the filter. If there is no requirement of a linear-phase characteristic, either an IIR or an FIR filter may be employed. However, as general rule, an IIR filter has lower side lobes in stop band than an FIR having the same number of parameters. For this reason, if some phase distortion is either tolerable or unimportant, an IIR filter is preferable, primarily because its implementation involves fewer parameters, it requires less memory and has lower computational complexity.

However, as mentioned earlier, biomedical signal phase distortion in pass band region is unacceptable and computational complexity should be avoided as much as possible; therefore, it is highly desirable to design an FIR filter with fewer coefficients.

An FIR filter of length $M$ with input $x(n)$ and output $y(n)$ is described by the difference equation given below:

$$y(n) = b_0 x(n) + b_1 x(n-1) + \cdots + b_{M-1} x(n-M+1) = \sum_{k=0}^{M-1} b_k x(n-k). \quad (3)$$

Where $b_k$ is the set of filter coefficients.

The pulse response of FIR filter is given by

$$h(n) = \sum_{k=0}^{M-1} b_k \delta(n-k) \quad (4)$$

and the transfer function is given by

$$H(z) = \sum_{k=0}^{M-1} h(k) z^{-1}. \quad (5)$$

An FIR filter has a linear phase if its pulse response satisfies the symmetry or anti-symmetry conditions

$$h(n) = \pm h(M-1-n), n=0, 1, \ldots, M-1. \quad (6)$$
When the symmetry and anti-symmetry conditions in (6) are incorporated into (5), we have

\[
H(z) = z^{-(M-1)/2} \sum_{k=0}^{(M/2)-1} h(k) \left[ z^{(M-1-2k)/2} \pm z^{-(M-1-2k)/2} \right] M \text{ even}. \tag{7}
\]

The frequency response characteristics of linear-phase FIR filters are obtained by evaluating (7) with substitution of \(z = e^{j\omega}\). This substitution yields the expression for \(H(\omega)\).

When \(h(n)=h(M-1-n)\), \(H(\omega)\) can be expressed as

\[
H(\omega) = H_r(\omega) e^{-j\omega(M-1)/2}, \tag{8}
\]

where \(H_r(\omega)\) is a real function of \(\omega\) and can be expressed as

\[
H_r(\omega) = h\left(\frac{M-1}{2}\right) + 2 \sum_{k=0}^{(M-3)/2} h(k) \cos \omega \left(\frac{M-1}{2} - k\right) M \text{ odd}, \tag{9}
\]

\[
H_r(\omega) = 2 \sum_{k=0}^{(M/2)-1} h(k) \cos \omega \left(\frac{M-1}{2} - k\right) M \text{ even}. \tag{10}
\]

The phase characteristic of the filter for both odd and even is

\[
\phi(\omega) = \begin{cases} 
-\omega \left(\frac{M-1}{2}\right) & \text{if } H_r(\omega) > 0 \\
-\omega \left(\frac{M-1}{2}\right) \pm \pi & \text{if } H_r(\omega) < 0 
\end{cases} \tag{11}
\]

The problem of FIR filter design is simply to determine the \(M\) coefficients \(h(n)\), \(n=1,2,\ldots,M-1\) from the specification of desired frequency response \(H_d(\omega)\) of the FIR filter. The important parameters in the specification of \(H_d(\omega)\) are as follows:

1. Pass band ripple
2. Stop band ripple
3. Pass band edge ripple
4. Stop band edge ripple

The above specification could be shortened to one parameter, which is the cut-off frequency \(\omega_c\). The order of the filter is also an important parameter because the optimal order is the smallest one that satisfies the above specification.

There are several basic and standard methods for designing linear phase FIR filters:
1. Windows method.
2. Frequency sampling method.

In a very simple manner and in frequency domain, the optimal filter is given by

\[ g(\omega) = \begin{cases} 
1 & \text{where } |\omega| < \omega_c, \\
0 & \text{elsewhere},
\end{cases} \quad (12) \]

and

\[ ph(\omega) = -N\omega, \quad (13) \]

where

- \( g(\omega) \) is the magnitude response,
- \( ph(\omega) \) is the phase response,
- \( \omega_c \) is the normalized cut-off frequency,
- \( ph \) is the phase of the ideal filter,
- \( N \) is the order of the filter and
- \( \omega \) is the index of normalized frequency.

Optimization constraint requires that integer coefficient be used having the form:

\[ a_i = \sum_{j=-nl/2}^{nl/2} k 2^j, \quad (14) \]

where \( n \) is the length of the sub-string of the FGA, \( i \) is index of the FIR filter coefficient associated with that sub-string and \( k = 0 \) or \( 1 \).

4 The Two-Dimensional Filter Design Case

The 2D finite impulse response (FIR) digital filters have impulse response \( h(n_1, n_2) \) that is of a finite extent. Similar to 1D digital filters, 2D digital filters are generally specified in the frequency domain. The frequency response of a 2D digital filter is periodic with period \( 2\pi \) in both spatial frequencies, \( \omega_1 \) and \( \omega_2 \), i.e.

\[ H(\omega_1, \omega_2) = H(\omega_1 + 2\pi, \omega_2) = H(\omega_1, \omega_2 + 2\pi) \text{ for all } (\omega_1, \omega_2), \quad (15) \]

where \( H(\omega_1, \omega_2) = \sum_{k_1=-\infty}^{\infty} \sum_{k_2=-\infty}^{\infty} h(k_1, k_2) e^{-jk_1\omega_1} e^{-jk_2\omega_2} \)

Therefore, \( H(\omega_1, \omega_2) \) would be completely specified if known in the region \(-\pi \leq \omega_1 \leq \pi, -\pi \leq \omega_2 \leq \pi\).
In many applications, for example, image processing, a zero-phase characteristic is needed. A zero-phase filter has the tendency to preserve the shape of the signal component in the pass band region of the filter. The frequency response of zero-phase 2D FIR filters is a real-valued function, i.e.

\[ H(\omega_1, \omega_2) = H^*(\omega_1, \omega_2). \]  

(16)

If in some frequency regions, \( H(\omega_1, \omega_2) \) becomes negative, then a phase shift of \( \pi \) radians occurs. Typically, the frequency response can become negative in regions corresponding to the stop bands, and a phase of \( \pi \) rad in the stop bands has little significance. Provided that the impulse response \( h(n_1, n_2) \) is real with a symmetric impulse response with respect to the origin of \((n_1, n_2)\) plane, we will have:

\[ h(n_1, n_2) = h(-n_1, -n_2). \]  

(17)

In this chapter, the design of 2D rectangular-shaped zero-phase FIR filters in the frequency plane \((\omega_1, \omega_2)\) is considered.

As mentioned earlier, another common method of obtaining 2D filters is to obtain them indirectly by transforming 1D prototypes low pass filters. However, the ultimate goal is to find the set of coefficients that minimizes the absolute difference between the desired filter response and the suggested filter response.

5 The FGA Implementation

The FGA algorithm is initialized by, first, setting the number of strings (population size), giving the upper and lower bounds of lengths of the strings, the number of filter coefficients (the number of sub-strings is equal to the number of filter coefficients) and providing a fitness function (objective function) to be minimized. The fitness function may be given by

\[ F(\text{string}) = k_1 \| (g - g') \|^2 + k_2 \| (\phi h - \phi h') \|^2 \]  

(18)

where:

- \( F \) is the fitness of a string in the FGA population.
- \( g \) and \( g' \) are, respectively, optimal and suggested solution vectors (the values that constitute the magnitude of the filter) defined all over the range of normalized frequency.
- \( \phi h \) and \( \phi h' \) are, respectively, optimal and suggested solution vectors (the values that constitute the phase of the filter) defined all over the range of normalized frequency.
- \( k_1 \) and \( k_2 \) are weighing constants that are used to emphasize the importance of the associated term (Note that: \( k_2 = 0 \) for zero-phase case i.e. the 2D case).

All the previously mentioned specifications of the FIR filter are lumped in Eq. 18. As long as this equation measures the difference between the desired
magnitude and phase responses and any possible solution for an FIR filter, it can be used by our FGA to evaluate its strings.

In the 1D case, given the set of normalized specifications, and using the previously defined FIR filter design method, with \( k_1 = 1 \) and \( k_2 = 30 \) (\( k_2 \) is made larger than \( k_1 \) to make up for the fact that the magnitude response is less than or equal 1 while phase values can be much larger than 1), we implemented our “flexible” FGA. The fitness of FGA reached a steady value after around 500 iterations. By reaching a steady state, the average fitness of the population tends to settle to fixed values. This steady value represents the convergence state, and the best fitness string is the solution found by the algorithm. The number of sub-strings in the best string is equal to the number of the coefficients in the best design found by the FGA. The coefficients are taken directly from the string and used in building an FIR filter using a software toolbox available in Matlab 7.1. The FGA explores different possible solutions with its variable string length (i.e. different number of filter coefficients). The best fitness string achieved had a number of coefficients equal to five (i.e. the order of FIR filter was 4, see Table 1). The simulations were repeated 100 different times at different seeds for random numbers generators and the best result out of the 100 runs were taken.

Table 1 Best objective function values versus number of coefficients

<table>
<thead>
<tr>
<th>Number of coefficients</th>
<th>Objective function values (lowest relative total error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>11.02</td>
</tr>
<tr>
<td>4</td>
<td>5.37</td>
</tr>
<tr>
<td>5</td>
<td>2.68</td>
</tr>
<tr>
<td>6</td>
<td>3.48</td>
</tr>
</tbody>
</table>

As a matter of fact, we understand that fixing the coefficients number to five is unfair if we are comparing with other design methods. However, we should keep in mind that the main objective of this chapter is to demonstrate how FGA can be used in FIR filter design and then how it compares to other methods.

To evaluate our work more precisely, 10 other standard FIR filter design techniques are used with the same optimum number of FGA coefficients. We did that in order to have a fair comparison between the different techniques. Some of these methods are based on windowing techniques and others are iterative optimal methods [18–20]. These techniques are probably the most popular and most frequently used. We used Matlab 7.1 available toolbox to build the FIR filter with the previously mentioned techniques. The same optimal filter specifications were used.

Figure 2 shows the magnitude and phase responses for the optimal filter; the FIR filter based on the Hanning window and our FGA method. We preferred not to show the responses of the other filter design types due to the lack of space. By
Fig. 2 Comparison between responses of optimal, FGA and windows-based Hanning FIR

Table 2 Coefficients and total error value for all types of filters relative to optimal Filter magnitude and phase responses

<table>
<thead>
<tr>
<th>FIR filter design method</th>
<th>Filter coefficients (4th order)</th>
<th>Total error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows-based Hamming</td>
<td>0.0246  0.2344  0.4821  0.2344  0.0246</td>
<td>2.7046</td>
</tr>
<tr>
<td>Windows-based Kaiser</td>
<td>0.0246  0.2344  0.4821  0.2344  0.0246</td>
<td>2.7020</td>
</tr>
<tr>
<td>Windows-based Hanning</td>
<td>0.0596  0.2530  0.3747  0.2530  0.0596</td>
<td>2.6967</td>
</tr>
<tr>
<td>Windows-based Blackman</td>
<td>0.0000  0.1899  0.6203  0.1899  0.0000</td>
<td>2.7128</td>
</tr>
<tr>
<td>Windows-based Boxcar</td>
<td>0.1563  0.2210  0.2455  0.2210  0.1563</td>
<td>2.6909</td>
</tr>
<tr>
<td>Windows-based Bartlett</td>
<td>0.0000  0.2369  0.5262  0.2369  0.0000</td>
<td>2.7008</td>
</tr>
<tr>
<td>Optimal least square methods</td>
<td>0.1591  0.2259  0.2509  0.2259  0.1591</td>
<td>2.7079</td>
</tr>
<tr>
<td>Raised cosine</td>
<td>0.1591  0.2251  0.2500  0.2251  0.1591</td>
<td>2.6909</td>
</tr>
<tr>
<td>Optimal Chebyshev norm</td>
<td>0.3397  0.2049  0.2203  0.2049  0.3397</td>
<td>2.6909</td>
</tr>
<tr>
<td>Frequency sampling</td>
<td>0.0127  0.1212  0.2490  0.1212  0.0127</td>
<td>2.7019</td>
</tr>
<tr>
<td>FGA-based method</td>
<td>0.1251  0.2500  0.2501  0.2500  0.1251</td>
<td>2.6894</td>
</tr>
</tbody>
</table>

observing the magnitude and phase responses for the FGA, and comparing them with the characteristics of the optimal filter, it is not very clear that FGA filter qualitatively outperforms other filters. However, Table 2 shows a quantitative
measure of “how far from the desired transfer functions” is each filter, which is based on Eq. 18 described earlier.

The next stage was testing the 1D FIR filter with different artificial ECG signals made using Hermite functions. Different levels of white noise are added to the filter input in order to test the immunity. Results will be discussed in next sections. Testing is done by passing the artificial ECG signal with or without noise through the two filters (the FGA and the Kaiser-based) and then observing the output wave that is compared to input wave.

The artificial ECG testing signals are generated using the three Hermite functions $\phi_0$, $\phi_1$ and $\phi_2$.

$N$ is equal to 20.

We can make 20 different artificial ECG signals using the above template. Figure 3 consists of three parts: the upper part shows the output of the FGA filter, the middle part shows the noisy artificial ECG signal (the input signal) with signal-to-noise ratio (SNRs) of 15 and the lower part shows the output of the Kaiser filter. Kaiser filter is picked here, amongst other types of filters, because of its good output and since it represents the window-based group of filters that we would like to compare with the FGA.

![Fig. 3](image)

Fig. 3 (top to bottom) A sampled filtered signal by FGA (EP), without filtering ($S/N=1$) and filtered by Windows Kaiser

The total compound signal $H_j(i)$ is given by

$$H_j(i) = \begin{cases} 
\phi_0(i)(N-2j)/N + \phi_1(i)2j/N, & \text{for } 0 < j \leq N/2 \\
\phi_0(i)(2j-N)/N + 2\phi_1(i)(N-j)/N + \phi_2(i)(j-N)/N, & \text{for } 11 \leq j < N 
\end{cases}$$

(19)

For the 2D filter, we used $15 \times 15$ coefficients. This number was found optimal by the FGA for the sample image of rectangles we used. The FGA results are
compared with other four standard 2D FIR design methods. The first one was the frequency sampling method which is based on a desired 2D frequency response sampled at points on the Cartesian plane. The second method was FIR filter design using the 1D window method. This method uses a 1D window specification to design the desired frequency response $H_d$. The third method was the 2D window specification method. It is used to design a 2D FIR filter based on the desired frequency response $H_d$. The fourth is the frequency transformation method. This method produces a 2D FIR filter $H_d$ that corresponds to a 1D equivalent FIR filter, and finally, the FGA method, with which we used a 1D to 2D filter transformation routine. The FGA strings had the coefficients of a 1D filter. For the purpose of calculating the fitness, the 1D coefficients were transformed to 2D equivalents and used in building up the filter for the images that requires 2D coefficients. Equation 18 is then used for calculating the fitness of the string according to the magnitude response of those filters.

Figures 4, 5 and 6 show the image, filtered image, filter coefficients values and magnitude responses for all these methods, respectively. Typically, all these filters have zero-phase responses. It is worth mentioning that we used the Hamming window in the methods that required a window in the design, with normalized cut-off frequency of 0.5 and low-pass filtering. There is no specific reason for choosing the Hamming window except that it is popular and simple. The results obtained by the FGA were as good as any other method. The transfer function of the FGA filter was similar to those at the transformation method. This is probably due to the similarities in the two approaches.

**Fig. 4** The 2D FIR with frequency sampling method
Fig. 5 The 2D FIR with 1D to 2D transformation method

Fig. 6 The 2D FIR with FGA method

6 Discussion and Conclusions

Designing digital filters for medical applications requires highly linear phase response while keeping magnitude transfer function as close as possible to
required characteristics. Symmetry of coefficients for the FIR filter guarantees linearity in phase. This is discovered by FGA without giving it any clue. The fitness (objective) equation only leads the FGA towards the characteristics of the optimal filter. The FGA could not get a better solution for size larger than 5 for the optimum number of coefficients (or possibly 6 in other fewer runs) in the 1D case and 15×15 coefficients in the 2D case. This is possibly because higher order filters tend to exhibit more non-linearity in their transfer function. This non-linearity may result in solutions far from the optimal rectangular transfer function, and hence, longer strings will have less fitness. There is an extent such as the order 4 or 5 where non-linearity is low enough. Of course, less non-linear solutions of order 2 or 3 are also bad solutions. The FGA simultaneously searches for the optimal number and values of coefficients in different pools in the search space. It is a highly parallel algorithm, but unfortunately, it is simulated with serial software and hardware architectures [21]. Table 1 shows a slight advantage of FGA over the other methods although the value of this error should be multiplied by 10^6 since the range of normalized frequency spreads over 512 points for both the magnitude and phase responses. After all, numbers in Table 1 are relative measures that are good for comparisons only. The table also shows the coefficients that were used in the design of all types of filters. Table 2 shows the optimal values for the number of coefficients for the FGA. The values shown in the table are the best out of 100 runs. It is shown that with five coefficients, the minimal error is reached.

In applications that are very sensitive to noise, the FGA can make a difference even with the slight advantage we have. Its strength comes from its ability to adapt and its flexibility to meet any design requirements depending on a user-made objective heuristic fitness function. Moreover, observing the filtering of the noisy input artificial ECG waves and the associated output waves, the FGA in general showed better performance than that of the standard window Kaiser technique. The FGA had better transfer functions for magnitude and kept linearity of phase. Future work includes testing with real-life ECG taken from MIT databases [22] and using a different ideal filter and different optimization technique such as Evolutionary Programming, Ant Colony Optimization and Swarm Intelligence [23–29]. Different forms of objective functions can be used. Some recent theories emphasizes the importance of the types of cost functions used in any optimization process and how success of any algorithm compared to the other one directly depends on cost function used [30].
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