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Tough time-to-market constraints and unanticipated integration or evolution issues lead to design tradeoffs that usually cause flaws in the structure of a software system. Thus, maintenance costs grow significantly. The impact of these design decisions, which provide short-term benefits at the expense of the system’s design integrity, is usually referred to as technical debt. In this paper, we propose a novel framework for assessing technical debt using a technique for detecting design flaws, i.e., specific violations of well-established design principles and rules. To make the framework comprehensive and balanced, it is built on top of a set of metrics-based detection rules for well-known design flaws that cover all of the major aspects of design such as coupling, complexity, and encapsulation. We demonstrate the effectiveness of the framework by assessing the evolution of technical debt symptoms over a total of 63 releases of two popular Eclipse projects. The case study shows how the framework can detect debt symptoms and past refactoring actions. The experiment also reveals that in the absence of such a framework, restructuring actions are not always coherent and systematic, not even when performed by very experienced developers.

Introduction
Software systems must evolve continuously to cope with requirements and environments that are always changing [1]. Stringent time to market constraints and fast emerging business opportunities require swift, but profound, changes of the original system. Therefore, in most software projects, the focus is on immediate completion and on choosing a design or development approach that is effective in the short term, even at the price of increased complexity, and higher overall development cost in the long term [2]. Cunningham introduced the term technical debt [3] to describe this widespread phenomenon. According to this metaphor, interest payments represent the extra maintenance effort that will be required in the future, due to the hasty, inappropriate design choices that are made today, and paying the principal means the effort required to restructure the part of the systems that were improperly designed in the past. As in financial debt, there are two options: continuously paying the interest or paying down the principal, by refactoring the design affected by flaws into a better one and consequently gaining through reduced future interest payments [4].

When debt is incurred, at first, there is a sense of rapid feature delivery, but later, integration, testing, and “bug” (i.e., flaw) fixing become unpredictable, to the point where the effort of adding features becomes so high that it exceeds the cost of writing the system from the ground up [5]. The cause of this unfortunate situation is usually less visible: the internal quality of the system design is declining [6], and duplicated code, overly complex methods, noncohesive classes, and long parameter lists are just a few signs of this decline [7]. These issues, and many others, are usually the symptoms of higher-level design problems, which are usually known as design flaws [8], design smells [7], or anti-patterns [9].

Technical debt is not always bad. Often, the decision to incur debt is the correct one, especially when considering nontechnical constraints [10], but most of the time, incurring debt has a negative impact on the quality of a system’s design. In this paper, we propose a framework for assessing technical debt by exposing debt symptoms at the design level. Our framework is based on detecting a set of relevant...
design flaws and measuring the negative impact of each detected flaw instance on the overall quality of the system design.

**Related work**

The literature proposes various approaches [11–15] to detect design flaws in object-oriented systems. Although these techniques are valuable for enabling the identification of individual problems, to our knowledge, there are no publications proposing a framework to support the overall assessment of technical debt symptoms by aggregating the results of individual design flaw-detection techniques. The idea of aggregating basic quality indicators into a quality model is not new. The literature proposes various models [16–19], all based on the Factor-Criteria-Metric (FCM) de-compositional approach introduced by McCall and Boehm [1]. An FCM model aims to “operationalize” a quality goal by reducing it to several factors (e.g., maintainability and portability), but these factors are too abstract and need to be expressed by a layer of criteria (e.g., coupling and complexity) that are eventually measured by metrics.

Although FCM models are widely used, they have at least one significant limitation: These models are unable to directly expose debt symptoms because their basic indicators are fine-grained code metrics, which when analyzed in isolation can hardly reveal design flaws [20]. As a consequence, corrective actions (i.e., restructurings) are hampered.

Another noteworthy approach is proposed in the context of the SONAR quality management platform [21], where several plug-ins [19–23] claim to measure technical debt, all based on the idea that indicators of internal quality can be converted to system-level measurements of effort and money. Estimating the effort or financial costs associated with technical debt is certainly a desirable goal; however, confirming Fowler’s criticism [4], all of these approaches show two major deficiencies: 1) they do not provide any empirical evidence on how well these estimations reflect the actual effort needed to remove technical debt; and 2) they rely on the unrealistic assumption that the effort associated with basic restructuring actions is proportional with a single code metric; for example, it is hardly possible to infer the “cost to split a method” [22] solely based on the cyclomatic complexity (or conditional complexity) of a method. The approach presented in this paper overcomes the limitations of the aforementioned approaches, as it raises the abstraction level by building on top of detected instances of design flaws instead of metrics. As a result, the framework provides additional benefits in three ways:

1. **Assessment**—The framework helps assess the status of a system’s design by identifying the flaws that affect the system and by measuring their negative impact on the overall design. Such an assessment is particularly relevant when a company acquires a software system from another company [10]. In such cases, it is essential to identify signs of a fragile design structure, which are usually the result of technical debt accumulated over time by a team that was unwilling or incapable of paying down the “principal,” i.e., restructuring the design.

2. **Monitoring**—Whereas in financial debt, one knows from the beginning the debt value, when making a development decision, it is hardly possible to know its actual impact beforehand, even when knowing that the decision will incur technical debt. By quantifying debt symptoms, this framework makes it possible to continuously monitor the evolution of the system during a period when such a critical design decision is implemented.

3. **Restructuring**—Technical debt is reduced when a team decides to refactor the design [4] instead of paying the additional development effort of maintaining a flawed design fragment. By revealing the type, location, and severity of design flaws, this assessment framework allows a team to prioritize refactoring and to refactor systematically.

The remainder of the paper is organized as follows. First, we define the actual assessment framework and discuss the various instantiation details. Then we describe the two analyzed projects, the instruments, and the analysis process, and we present and discuss the results. We conclude by summarizing the advantages of the approach and several future developments.

**Framework for assessing technical debt symptoms**

Building the assessment framework involves four steps:

1) select a set of relevant design flaws, 2) define rules for the detection of each design flaw, 3) measure the negative influence of each detected flaw instance, and, eventually, 4) compute an overall score that summarizes the design quality status of a system by taking into account the influence of all detected flaws. For each of these steps, we distinguish in our description between the conceptual side and the decisions made for the actual implementation with their impact on the case study (see the section “Case study”).

**Select relevant design flaws**

It is impossible to establish an objective and general set of rules that would automatically lead to high-quality design. However, there is a common understanding of some general, high-level characteristics of a good design [1]; notably, Coad and Yourdon [24] identify four essential traits of a good object-oriented design: low coupling, high cohesion, moderate complexity, and proper encapsulation. Consequently, many authors have formulated design principles, rules, and heuristics [25–27] that would help
developers design better object-oriented systems. In addition, the software refactoring community [7, 9] describes design flaws as a means to highlight frequently encountered situations where the aforementioned design principles and rules are violated.

The framework can be used with any type of design flaw, ranging from fine-grained ones that affect methods (e.g., code duplication) to architectural flaws that occur at the level of subsystems (e.g., cyclic dependencies [27]). The mixture of flaws that are included in an actual framework instantiation should reflect the assessment focus.

**Implementation decisions**

For the concrete instantiation of the framework, we selected eight design flaws (Table 1) based on the following characteristics:

1. **Significant**—We include only design flaws that are well described in the literature and for which empirical studies or experience reports (e.g., [28, 29]) indicate a high occurrence rate and a significant negative impact on the perceived quality of the analyzed systems (e.g., high correlation with flaws).

2. **Balanced**—We select a minimal set of design flaws that cover in a balanced manner the aforementioned traits of good design identified by Coad and Yourdon [24].

3. **Accurate**—We use only design flaws that proved in our earlier studies [8, 12] to be automatically detectable with a high level of accuracy (i.e., good precision and recall).

**Detect design flaws**

In order to detect design flaws, various detection techniques can be used. Some of these techniques are based on Prolog* rules to describe structural anomalies [11], whereas others are metrics-based [12, 14, 15] or use a dedicated specification language [13] that also allows taking into account correlation among flaws. We build on our previous experience of detecting design flaws using a metrics-based approach called

<table>
<thead>
<tr>
<th>Design flaw</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>God Class</td>
<td>An excessively complex class that breaks encapsulation by directly using data from other classes.</td>
</tr>
<tr>
<td>Schizophrenic Class</td>
<td>A class that has a very low cohesion, as it defines a large interface that is used by disjoint groups of clients.</td>
</tr>
<tr>
<td>Refused Parent Bequest</td>
<td>A subclass that shows a weak connection to its superclass, by insufficiently using the hierarchy-specific methods and data inherited from the superclass.</td>
</tr>
<tr>
<td>Data Class</td>
<td>A class that does not encapsulate its data and usually does not provide significant functionality, allowing other classes to use its data directly.</td>
</tr>
<tr>
<td>Code Duplication</td>
<td>A method that has a significant number of code lines duplicated with at least another method, from a different class.</td>
</tr>
<tr>
<td>Brain Method</td>
<td>A method that is overly long, with statements showing a deep nesting level and an over-complex branching structure.</td>
</tr>
<tr>
<td>Data Clumps</td>
<td>A long parameter list, which appears over and over again in many other methods throughout the system.</td>
</tr>
<tr>
<td>Intensive Coupling</td>
<td>A method that calls an excessive number of other method from one or several other classes.</td>
</tr>
</tbody>
</table>
has to be quantified. We take into account the following three factors:

1. **Influence** ($I_{\text{flaw\_type}}$)—This factor expresses how strongly a type of design flaw affects the criteria of good design. We rely on Coad and Yourdon’s four criteria of good design [24] (i.e., low coupling, high cohesion, moderate complexity, and proper encapsulation) and propose a three-level scale (high, medium, low) to characterize the negative influence of a design flaw on each of the four criteria. The actual $I_{\text{flaw\_type}}$ values are the result of assigning numerical values to each of the three levels and computing a weighted arithmetic mean between the four criteria, where each weight represents the relative importance of a design criterion in a given assessment scenario.

2. **Granularity** ($G_{\text{flaw\_type}}$)—In general, a flaw that affects methods has a smaller impact on the overall quality than one that affects classes; consequently, we assign a weight to each design flaw according to the type of design entities (e.g., class and method) that it affects.

3. **Severity** ($S_{\text{flaw\_instance}}$)—The first two factors refer to design flaw types, which means that all instances of the same flaw weigh equally; however, because not all cases are equal, we define for each flaw a severity score based on the most critical symptom of the flaw, measured by one or more metrics. To allow comparisons among design flaws, severity scores have a lower limit of 1 (low) and an upper limit of 10 (high).

Based on the three factors, we compute the **Flaw Impact Score (FIS)** of a design flaw instance as follows:

$$FIS_{\text{flaw\_instance}} = I_{\text{flaw\_type}} \times G_{\text{flaw\_type}} \times S_{\text{flaw\_instance}}.$$  

**Implementation decisions**

Assessing quality is far from being an objective matter that can be nailed down to a generally applicable formula. Therefore, in instantiating the framework for assessing the case studies (see the section “Case study”), we made several decisions for each of the three factors that determine the FIS value:

1. **Influence**—The actual mapping between the eight design flaws and criteria was performed as follows: we asked seven senior software designers to assign one of the three influence levels for each flaw-criteria pair, and we chose the most common answer (which in all cases was selected by at least five designers). The results are summarized in Table 2. In assigning the numerical values to the three-level influence scale, we used a geometric sequence with ratio 2 (high = 2, medium = 1, and low = 0.5). By experimenting in the past with various
assignment schemas on several known systems, we learned that this geometric sequence provides the most accurate classification of the systems, compared with the perception of human experts. Furthermore, using the ratio 2 ensures a well-balanced assessment matrix (Table 2) with respect to the four criteria of good design. In the assessment scenario, we considered each of the four criteria to be equally important, and therefore, $I_{\text{flaw\_type}}$ was computed as a simple arithmetic mean. For example, for the God Class flaw $I_{\text{flaw\_type}}$ is 1.25, i.e., $(1 + 1 + 1 + 2)/4$.

2. **Granularity**—Based on our extensive previous experience in assessing object-oriented systems [12], we considered a Class flaw to be three times more influential than a Method flaw.

3. **Severity**—The severity scores are computed on the basis of the metrics presented in Table 2 and using the implementation available in inFusion [31], the assessment tool used to perform the case study. Severities are computed by measuring how many times the value of a chosen metric exceeds a given threshold. For example, in God Class, the severity is based on the ATFD metric (see the section “Detect design flaws”), which has threshold 4. Considering two God Classes $\text{Foo}(\text{ATFD} = 20)$ and $\text{Bar}(\text{ATFD} = 50)$, the severity of $\text{Foo}$ is 5, i.e., $20/4$, but because of the upper bound of severity scores, the severity of $\text{Bar}$ is 10 and not 12.5. We limit the severity score to an upper bound in order to avoid skewing the overall value, because of extreme outliers. In the future, we plan to refine the formulas for computing the severity of a design flaw instance by taking into account information about the evolution of the flawed entity; for example, a God Class that has barely changed over time may be considered less harmful than another one that has changed substantially in each release [32].

**Compute the overall score**

In order to get a quantifiable overview of design debt in a system, the various instances of flaws must be aggregated.

<table>
<thead>
<tr>
<th>Design flaw</th>
<th>Influence</th>
<th>Granularity</th>
<th>Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coupling</td>
<td>Cohesion</td>
<td>Complexity</td>
</tr>
<tr>
<td>God Class</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Schizophrenic Class</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>Refused Parent Bequest</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Data Class</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Code Duplication</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Brain Method</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Data Clumps</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Intensive Coupling</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
</tbody>
</table>

Table 2 Overview of the factors that influence the impact of each design flaw.
For this purpose, we define the Debt Symptoms Index (DSI) as follows:

\[
DSI = \frac{\sum FIS_{\text{law\_instance}}}{KLOC},
\]

where \( KLOC \) represents the number of thousands of lines of code of the system. Normalizing the DSI relatively to the code size of systems makes its values comparable among systems of different sizes.

**Case study**

In this section, we describe using the framework to assess the design debt in two Eclipse* projects. The goal of the case study was to demonstrate how the proposed framework can track the evolution of design debt over time and how it can expose the presence of debt symptoms in the source code.

**Projects and instruments**

We have applied the assessment framework to two of the oldest and most popular Eclipse projects: the Java* Development Toolkit (JDT) and the Eclipse Modeling Framework (EMF). The JDT project defines a full-featured Java Integrated Development Environment that provides a large number of views, editors, wizards, and refactoring tools [33]. The EMF project is a modeling framework and code-generation facility for building applications on the basis of a structured data model [34]. As summarized in Table 3, for each project, we analyzed more than 30 public releases, following their evolution, from the earliest versions (8 to 10 years ago) until the end of 2011. During this period, the source code of both projects grew significantly in size: In JDT, there is now four times more code than in the initial version, whereas in EMF, there is three times more code.

We selected the two projects because they fulfill several criteria, which are particularly important for the goals of this case study:

1. **Popularity**—A large userbase forces a project to constantly adapt in order to address the new, complex, and sometimes conflicting requirements, which inevitably lead to technical debt.
2. **Maturity**—A long history of releases ensures that the evolution of technical debt symptoms can be followed over an extensive period; it is only in the long run that one can notice significant variations of debt because of changing conditions.

3. **Open**—Open-source projects ensure that the presented case study is reproducible and may be enlarged in the future.
4. **Proficiency**—Experienced developers know the principles of software design very well and are therefore aware of the consequences of breaking them. This allowed us to reveal how such developers address the symptoms of increasing debt, even in the absence of a systematic approach such as the one described in this paper.

**Table 3**  Size characteristics of the two systems used in the case study.

<table>
<thead>
<tr>
<th>System</th>
<th>No. of Releases</th>
<th>Releases</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>First</td>
<td>Last</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Number</td>
<td>Year</td>
<td>Lines of code</td>
</tr>
<tr>
<td>Java Development Tools</td>
<td>31</td>
<td>1.0.0</td>
<td>2001</td>
<td>272,539</td>
</tr>
<tr>
<td>Eclipse Modeling Framework</td>
<td>32</td>
<td>1.0.2</td>
<td>2003</td>
<td>127,888</td>
</tr>
</tbody>
</table>

**Instruments**

The case study was performed as follows: All 63 releases were downloaded from the official website of the two projects [33, 34]. For each release, the source code, together with the depending libraries, was extracted and analyzed using inFusion [31], a quality-assessment tool that automatically detects a large set of design flaws. For this case study, we extended inFusion to compute the DSI according to the specifications described in the section “Framework for assessing technical debt symptoms.” In addition, inFusion was extended with the capability of comparing two consecutive releases and identifying all the changes that occurred, in terms of number of instances and severities of detected design flaws. This feature, together with inFusion’s built-in source code exploration features enabled us to perform a detailed analysis of the evolution patterns for each design flaw, as described in the section “Evolution of design flaws.”

**Overview of DSI evolution**

**Figure 1** shows how the DSI changed over time in each of the two systems. In order to put the DSI values into perspective, the figure also shows the evolution of source code size. Based on this information, we discuss two interesting aspects: the variations of DSI over time and the relation between code growth and design debt.

**DSI variations**

JDT starts (release 1.0) with an extremely high DSI value, but in release 2.0, there is a massive improvement,
as the DSI is reduced by 25%. Prior to release 3.3, design quality improves substantially and steadily. During this period, there are only two small and temporary setbacks, which occurred in releases 2.1 and 3.2. After 3.3.1, the next two major releases show consecutive increases of debt symptoms. Finally, after release 3.5, the design enters a very stable phase, with almost no variations of DSI.

EMF has a very different story. It starts with a lower DSI value, but each of the first three major releases adds significant debt. In total, an extra 30% of DSI was added. After release 2.5, we observe a standstill in the evolution of design debt.

To put the DSI values of JDT and EMF into perspective, it is worth mentioning that in a different, not yet published, study, we measured the DSI in 140 popular open-source Java systems. Eighty percent of these systems had DSI values between 7 and 17, with a median value of 10.5.

**DSI and code growth**

Prior to JDT release 3.3, there were several releases where the code grew abruptly, with each release increasing the size of the code base by at least 25%. Surprisingly, in JDT 2.0 and 3.0, where the code size grew by 68% and 29%, respectively, the design quality appeared to improve substantially. In addition, the only major code growth associated with a decline of design quality is recorded in JDT release 2.1.

EMF shows again a different evolution. From the first release, until release 2.2, the code base almost triples in size, but it seems that functionality was added while neglecting the impact on design quality. A potential reason could be that EMF started with a low DSI value, so design debt was probably of no concern in the early releases. EMF 2.2 is the first release where the DSI is reduced. From there, up to EMF 2.5, we notice an alternation of debt-reducing releases (2.2 and 2.4) and debt-increasing releases (2.3 and 2.5). After release 2.5, the system enters

**Figure 1**

Evolution of code size and design debt in JDT and EMF. The blue line plots the evolution of DSI, whereas the gray area shows the source code growth over time. The triangles indicate versions where a significant debt decrease (green) or increase (red) was recorded.
because it indicates that developers are aware of the
debt caused by that particular flaw and have considered
it worthwhile to change it in order to improve its design
quality.

3. **New Flawed Class**—a newly introduced class that is
affected by the flaw from the start.

For each type of design flaw, and for each type of change
(i.e., decaying, refactored, and newly flawed), we compute
the Delta DSI ($\Delta$DSI) by adding all the differences for
the FIS between the two releases (current and previous):

$$\Delta\text{DSI} = \sum_{\text{instances}} \frac{\text{FIS}_{\text{current instance}}}{\text{KLOC}_{\text{current}}} - \frac{\text{FIS}_{\text{previous instance}}}{\text{KLOC}_{\text{previous}}}. $$

In order to match the identity of the class in the two
releases, we compare the fully qualified names of classes.
In addition, in order to capture the cases where a class
has been moved from one package to another, we use
a pattern-based matching algorithm [35].

We deliberately ignored in our analysis classes that have
been deleted from the previous to the current release. The
deletion of a flawed class can be interpreted as a refactoring,
but deletion can also have different reasons (e.g., extract
some classes to a new project). Therefore, we decided to
take a conservative approach and count as refactorings
only classes that exist in both versions.

**Occurrence of design flaws**

The results of applying the aforementioned procedure on
the two case studies is summarized in Figure 3 using one
evolution chart for each of the eight design flaws. A chart
depicts the evolution of $\Delta$DSI for each of the three types
of changes: decaying (dark gray area), newly flawed
(light gray area), and refactored classes (green line).

In order to understand the occurrence of flaws, we
examine the gray areas in Figure 3 and notice that the
overall impact of various design flaws, as well as their
evolution patterns, is very different. Schizophrenic Class,
Data Class, and Intensive Coupling have a very minor
influence in both JDT and EMF. The presence of these
flaws occurs mostly in the first releases and is probably
due to classes that have not yet reached a stable state.

In JDT, the newly added classes have a constant and
significant $\Delta$DSI value for the God Class flaw. In addition,
previously existing God Classes tend to become gradually
worse. In EMF, God Class shows a different pattern: In the
second release, there is a moderate growth, but beginning
with release 2.3, almost no new instances were detected.

The impact on the two projects is reversed when it
comes to Refused Parent Bequest; in EMF, the flaw occurs
massively in the new classes of several early releases,
whereas the problem seems less present in JDT. However, an
interesting observation applies to both systems. In all cases,
Figure 3

Evolution of Delta DSI for each type of design flaw, broken down by the three types of affected classes: decaying (dark gray), newly flawed (light gray), and refactored (green).
this problem occurs when a class is first created, and there are no cases where the flaw appears or becomes more severe for an existing class in a later release. A possible explanation, confirmed by a partial manual investigation, is that subclasses are not yet completely implemented when they are introduced in the hierarchy; in the beginning, they have a weaker coupling to their base class, which becomes stronger in subsequent releases, when the derived class reaches its complete implementation.

Another flaw that occurs differently in the two systems is Data Clumps; in JDT 2.0, this flaw appears massively in new classes. Unlike in JDT, in EMF, most of the Data Clumps instances occur almost exclusively in classes that have existed before that release.

Brain Method is a flaw that significantly affects both systems similarly. It occurs in new and in previously existing classes, where new overly complex methods tend to appear or existing Brain Methods tend to get worse.

Code Duplication occurs moderately in both systems. Among the two systems, JDT is certainly more affected, because new cases appear in almost all releases, both in new classes, especially in 2.1 and 3.2, but also in previously existing ones, especially in 3.4. In EMF, the flaw is present mainly in the new classes of early releases.

**Refactoring actions**

In the final part of this study, we looked for signs of refactoring actions, aimed to reduce the symptoms of technical debt. In performing this analysis, we considered the following three aspects:

1. **Diligence**—How intense are the efforts of improving classes affected by design flaws?
2. **Reactivity**—Are major refactoring actions correlated with an increase of debt symptoms in the previous releases?
3. **Coherence**—Are there cases where, for the same flaw type, we see both a decrease of DSI (due to refactoring actions in some classes) and an increase of DSI (due to new flawed classes and/or existing classes with an increased severity)?

In general, the diligence of refactoring actions is substantial and persistent over time for all those design flaws that significantly affect the systems. As one noteworthy exception, we did not detect any corrective actions for Data Clumps in EMF, despite their significant occurrence in release 2.0. This is a sign that EMF developers did not consider this to be a problem, whereas in JDT, Data Clumps were substantially refactored in release 3.1.

Concerning reactivity, Figure 3 shows that the main refactoring actions for a design flaw occur when one or two previous releases exhibit a significant increase of DSI related to that flaw. In some cases, the improvement actions are observed in the immediately following release; for example, Code Duplication in JDT 3.0 and Brain Method in EMF 2.1.

In many other cases, a significant refactoring action is noticeable only after several releases. The best example here is the reduction of debt symptoms caused by God Class in EMF 2.4; a significant refactoring occurred despite that almost no new such classes were detected in EMF 2.2 and 2.3. Thus, the refactoring was focused mainly on God Classes introduced in the first three major releases (1.1 to 2.1).

Another noteworthy refactoring case concerns Refused Parent Bequest in EMF. After the massive debt symptoms recorded in 2.0 and 2.1, beginning with release 2.2, there is a steady improvement effort. By analyzing the evolution of several sample classes, we found the following explanation: Between releases 2.2 and 2.4, there is a stepwise refinement of class hierarchies that leads to a stronger connection between base and derived classes.

Refactoring does not always indicate a coherent attempt at tackling a design flaw. We noticed two very different situations: In some cases, a significant refactoring action is counterbalanced, in the same release, by an increase of DSI due to the same flaw, for example, Brain Method in JDT 3.0 and EMF 2.1, or God Class in JDT 3.0. In other cases, the improvements related to a flaw in a release surpass by far the occurrence of new negative signs, for example, God Class in EMF 2.4 or Code Duplication in JDT 3.0.

The common point between the two situations is that design flaws are often not coherently targeted. One example illustrates this point very well. In JDT 3.1, there was a massive, system-wide refactoring action aimed at addressing the Data Clumps flaw by replacing a group of parameters in all methods with a parameter object [7], but the refactoring was not performed systematically; in IDSourceElementRequestor, the change was performed, whereas the very similar interface IDocumentElementRequestor was left unchanged. This shows that refactoring is not always performed coherently.

**Lessons learned**

Although our intuition says that a steep growth in code size would harm the design, the data from the two analyzed systems show that abrupt growths of code size do not necessarily increase debt and smooth growth does not guarantee that technical debt is under control.

Debt symptoms can have significant variations, and both systems show an alternation of decay and improvement phases, but the starting point is very important: JDT started with a high level of debt symptoms, and although reduced significantly, it stays above the values measured along the evolution of EMF.

The most significant variations of DSI occur in the earlier releases, whereas later in the lifetime of the systems, the DSI tends to stabilize completely. Furthermore, with
one notable exception (JDT 3.3.1), the DSI suffers almost
no variations during minor releases, which is a sign that none
of the two development teams use the minor releases to
perform refactoring (also see the section “Evolution of
design flaws”).

The different evolution patterns for JDT and EMF can
be explained, at least partially, by their inherent differences.
JDT must model the complex and constantly evolving
elements of the Java language; and at the same time, it must
implement a rich set of complex features aimed to support
development (e.g., cross-referencing and refactoring). These
two dimensions lead unavoidably to significant tangling
and cross-cutting concerns, and this is amplified by the code
optimizations needed to ensure a good time performance
during parsing. All of these may explain the higher DSI
values measured in the early releases of JDT. By contrast,
the evolution of DSI in EMF could be explained by the
fact that the application domain is easier to model in an
object-oriented manner. In addition, the evolution of
requirements in EMF is easier to foresee, because the
meta-model in EMF is more stable than the specifications
of various Java versions. Whereas some design flaws
(e.g., Brain Method, Refused Parent Bequest, and Code
Duplication) play a significant role in both JDT and EMF,
not all design flaws have the same negative impact in both
systems, and the same flaw may have different evolution
patterns in different systems.

Beyond the results of this case study, the fact that design
flaws are strongly correlated with external debt signs (e.g.,
flaws or excessive changes) is confirmed by a recent
exploratory study [28], which analyzed more than 50 releases
of four systems (including Eclipse) and 13 design flaws.
This extensive study conclusively revealed that classes
involved in design flaws are more fault- and change-prone
than others, and size alone cannot explain the fact that classes
with design flaws are more likely to undergo fault-fixing
changes.

**Threats to validity**

In any experimental study, there are factors that can be viewed as possible influences and threats to validity [36].

Threats to external validity concern the possibility of
generalizing our results. To make our results as generalizable
as possible, we used two different Java systems and studied
their evolution for more than 30 releases each, but we
cannot be sure that the findings will be valid for other
domains, applications, or development teams with a different
level of experience in object-oriented design. More case
studies are needed in order to establish whether the
aforementioned observations concerning the evolution of
technical debt are applicable in a different context. This
experiment also did not include any design flaws that affect
subsystems (e.g., Cyclic Dependencies), because their
detection accuracy requires a precise specification of the
subsystem structure, which is often unavailable for systems
such as the ones that we analyzed. However, a recent
study [37] has shown that approximately 80% of all
architecture problems in programs were related to design
flaws such as those described in this paper. This means
that our framework can be used with relatively high
confidence even if architectural flaws are not included.

Threats to internal validity concern any confounding
factors that could have influenced the results of our study.
This threat is mainly related to the assumption that cases of
significant improvement in terms of DSI (see Figure 3) are the result of developers acknowledging the negative effect of
a particular flaw. Although this assumption is in line with
other studies [38, 39], we cannot exclude other factors
influencing the decision to change a class. To limit this
threat, we performed random manual inspections of classes in
order to determine whether the changes were focused on
removing the design problem or whether other changes
unrelated to design quality concerns were performed on those
classes. To a large extent, the results of these inspections
support the assumption, but in order to draw any solid
conclusions on the actual causes of the changes between
releases, a detailed study is needed that would include
interviews with the developers of the two Eclipse projects.

**Conclusion**

In this paper, we present an assessment framework for
exposing and quantifying the symptoms of technical debt
at the design level. The goal is to increase the visibility of
design flaws that result from debt-incurring design changes.
We have used the framework to analyze 63 releases of two
well-known Eclipse projects: JDT and EMF.

Assessing design symptoms of technical debt is complex.
It requires both a coarse-grained perspective to monitor
the evolution of debt over time, and it requires a more
detailed perspective that enables locating and understanding
individual flaws, which can lead in turn to a systematic
refactoring. The proposed framework provides both.

The provided assessment is quantitative and informative,
because it directly measures technical debt in terms of major
design flaws that incur future evolution and maintenance
costs. This is particularly important because it provides
concrete input for concrete corrective actions.

The framework is useful, because the case study showed
that the framework characterizes quality aspects that the
developers of the two systems have considered important.
This is revealed by the fact that for all flaws, significant signs
of restructuring actions have been noticed.

We have observed that the tool support offered by such
a framework is necessary. Without it, corrective actions are
not always coherent and systematic, and their benefit can
be neutralized by new instances of the same flaws.

Although this framework is useful for capturing design
symptoms of technical debt, it also has its limits. The
experiment describes in detail how the framework can be customized and applied in a concrete assessment scenario, but the conclusions of the case study cannot be generalized, considering the few analyzed systems and the limited number of design flaws that were included in the actual instantiation of the framework.

We are aware that debt symptoms can also be project-specific; for example, an application with no internationalization support that is acquired by a company for which internationalization is mandatory automatically incurs debt [10]. Assuming that detection rules for project-specific debt symptoms can be defined, the framework is sufficiently flexible to accommodate them next to the general rules for design quality presented here. In addition, the framework is not aimed to measure or predict the actual effort or financial cost associated with technical debt [4]. This is a highly challenging task that needs to be addressed in the future.
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