Image Complexity and Feature Extraction for Steganalysis of LSB Matching Steganography
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Abstract

In this paper, we present a scheme for steganalysis of LSB matching steganography based on feature extraction and pattern recognition techniques. Shape parameter of Generalized Gaussian Distribution (GGD) in the wavelet domain is introduced to measure image complexity. Several statistical pattern recognition algorithms are applied to train and classify the feature sets. Comparison of our method and others indicates our method is highly competitive. It is highly efficient for color image steganalysis. It is also efficient for grayscale steganalysis in the low image complexity domain.

1. Introduction

Steganography is the art and science of writing hidden messages in such a way that no one apart from the intended recipient knows of the existence of the message. Steganalysis aims to expose the presence of hidden data. In the past, some steganographic embedding methods, such as LSB embedding, spread spectrum steganography, F5 algorithm, have been very successfully attacked [1, 2, 3]. While other embedding paradigms, such as LSB matching [4] are much more difficult to detect.

The literature does contain a few detector for LSB matching steganography. One of the first papers on detecting of embedding by noise adding is the paper by Harmesen and Pearlman [3], wherein the measure, histogram characteristic function center of mass (HCFCOM), is extracted and a Bayesian multivariate classifier is applied. In [15], Adjacency HCFCOM and Calibrated HCFCOM were presented to improve the probability of detection for LSB matching in grayscale images. Farid and Lyu described an approach to detecting hidden messages in images by using a wavelet-like decomposition to build high-order statistical models of natural images [5]. Fridrich et al. [6] proposed a maximum likelihood estimator for estimating the number of embedding changes for non-adaptive ±K embedding in images. Unfortunately, the ML estimator starts to fail to reliably estimate the message length once the variance of sample exceeds 9 [6]. In [7], correlation features are proposed for image steganalysis, which is efficient for detection of several steganography systems.

In this paper, we extend the features in [7] and present a method for steganalysis of LSB matching steganography based on correlation features and pattern recognition techniques. Additionally, we introduce the shape parameter of generalized gaussian distribution (GGD) of the wavelet domain to measure the image complexity, and study the relation between the performance of detection and image complexity.

2. Image Complexity & Statistical Property

Experiments show that a good PDF approximation for the marginal density of coefficients at a particular subband produced by various types of wavelet transforms may be achieved by adaptively varying two parameters of the GGD [8], which is defined as

\[ p(x; \alpha, \beta) = \frac{\beta}{2\alpha \Gamma(1/\beta)} e^{-\alpha x^\beta} \]  \hspace{1cm} (1)

Where \( \Gamma(\bullet) \) is the Gamma function,

\[ \Gamma(z) = \int_0^\infty e^{-t} t^{z-1} dt, \quad z > 0. \]

Here \( \alpha \) models the width of the PDF peak (standard deviation), while \( \beta \) is inversely proportional to the decreasing rate of the peak. Sometimes, \( \alpha \) is referred to as the scale parameter while \( \beta \) is called the shape parameter. The GGD model contains the...
Gaussian and Laplacian PDFs as special cases, using \( \beta = 2 \) and \( \beta = 1 \), respectively.

Generally, an image with high complexity has a high shape parameter to the GGD in the wavelet domain.

3. Feature Extraction

Considering LSB matching steganography mainly modifies the binary bits in the Least Significant Bit Plane (LSBP), we define \( C_1 \), the correlation between LSBP and the second Least Significant Bit Plane (LSBP2), \( M_1(1:m, 1:n) \) denotes the binary bits of the LSBP and \( M_2(1:m, 1:n) \) denotes the binary bits of the LSBP2.

\[
C_1 = \text{cor} (M_1, M_2)
\]

The autocorrelation of LSBP, \( C(k, l) \), is defined as:

\[
C(k, l) = \text{cor} (X_k, X_l)
\]

where,

\[
X_k = M_1(k+1:m, l+1:n), \quad X_l = M_1(1:m-k, 1:n-l).
\]

Different values are set to \( k \) and \( l \), and C2 to C15 is:

\[
\begin{align*}
C_2 &= C(1, 0); \\
C_3 &= C(2, 0); \\
C_4 &= C(3, 0); \\
C_5 &= C(4, 0); \\
C_6 &= C(0, 1); \\
C_7 &= C(0, 2); \\
C_8 &= C(0, 3); \\
C_9 &= C(0, 4); \\
C_{10} &= C(1, 1); \\
C_{11} &= C(2, 2); \\
C_{12} &= C(3, 3); \\
C_{13} &= C(4, 4); \\
C_{14} &= C(1, 2); \\
C_{15} &= C(2, 1);
\end{align*}
\]

The histogram probability density, \( H \), is denoted as \( \rho_1, \rho_2, \ldots, \rho_{N-1} \). The histogram probability densities, \( H_2, H_1, H_0, \) and \( H_3 \) are denoted as follows:

\[
\begin{align*}
H_2 &= \rho_0, \rho_2, \ldots, \rho_{N-2}, \\
H_1 &= \rho_0, \rho_1, \rho_2, \ldots, \rho_{N-1}, \\
H_0 &= \rho_0, \rho_1, \rho_2, \ldots, \rho_{N-1}; \\
H_3 &= \rho_0, \rho_1, \rho_2, \ldots, \rho_{N-1}, \ldots.
\end{align*}
\]

The autocorrelation coefficients \( C_{16} \) and \( C_{19} \) are defined as follows:

\[
C_{16} = \text{cor}(H_0, H_0)
\]

\[
C_{19} = \text{cor}(H_{1}, H_{1})
\]

Set \( l = 1, 2, 3, \) and \( 4 \), the features from C17 to C20 are defined as follows:

\[
\begin{align*}
C_{17} &= C_{16}(1), \\
C_{18} &= C_{16}(2), \\
C_{19} &= C_{16}(3), \\
C_{20} &= C_{16}(4).
\end{align*}
\]

Besides the features mentioned above, we consider the difference between test image and the denoised version. Firstly, the test image is decomposed by haar wavelet. Zero is set to the coefficients in HL, LH and HH subbands, whose absolute value are smaller than some threshold values, \( t \). The image is reconstructed according to the inverse wavelet transform. The reconstructed image is treated as denoised image. The difference between test image and reconstructed version is \( E \), \( t \) is the threshold value.

\[
C_{\beta}(t; k, l) = \text{cor} (E_{t-k, l}, E_{t,l})
\]

where,

\[
E_{r,k} = E_r(1:m-k, 1:n-l); \quad E_{r,l} = E_r(k+1:m, l+1:n).
\]

Different values are set to \( t \), \( k \) and \( l \), features from C21 to C41 are defined as follows:

\[
\begin{align*}
C_{21} &= C_{16}(1.5; 0, 1); \\
C_{22} &= C_{16}(1.5; 1, 0); \\
C_{23} &= C_{16}(1.5; 1.1); \\
C_{24} &= C_{16}(1.5; 0.2); \\
C_{25} &= C_{16}(1.5; 2, 0); \\
C_{26} &= C_{16}(1.5; 1.2); \\
C_{27} &= C_{16}(1.5; 2.1); \\
C_{28} &= C_{16}(2; 0, 1); \\
C_{29} &= C_{16}(2; 1, 0); \\
C_{30} &= C_{16}(2; 1.1); \\
C_{31} &= C_{16}(2; 0.2); \\
C_{32} &= C_{16}(2; 2, 0); \\
C_{33} &= C_{16}(2; 1.2); \\
C_{34} &= C_{16}(2; 2, 1); \\
C_{35} &= C_{16}(2.5; 0, 1); \\
C_{36} &= C_{16}(2.5; 2, 0); \\
C_{37} &= C_{16}(2.5; 1, 1); \\
C_{38} &= C_{16}(2.5; 0.2); \\
C_{39} &= C_{16}(2.5; 2.0); \\
C_{40} &= C_{16}(2.5; 1.2); \\
C_{41} &= C_{16}(2.5; 2.1).
\end{align*}
\]

When detecting RGB color images, the correlation features across the color channels are explored. Assuming \( M_{rgb}, M_{g1}, M_{b1} \) are the matrices that stand for the least significant bit planes of red, blue and green channels, respectively, the correlation coefficients \( C_{rgb}, C_{g1} \) and \( C_{b1} \) are defined as follows, where \( \text{abs}(\cdot) \) is the function of absolute value.

\[
\begin{align*}
C_{rgb} &= \text{abs}(\text{cor}(M_{rgb}, M_{rgb})), \\
C_{g1} &= \text{abs}(\text{cor}(M_{g1}, M_{g1})), \\
C_{b1} &= \text{abs}(\text{cor}(M_{b1}, M_{b1})).
\end{align*}
\]

Similar to (8), \( E_{c}(c = r, g, b) \) is the difference between the color channel \((r, g, \) and \( b)\) of the test image and reconstructed version. \( t \) is the threshold value. The correlation features are defined as follows.

\[
\begin{align*}
C_{E_{r,t}}(t) &= \text{cor}(E_{r,t}, E_{r,t}), \\
C_{E_{g,t}}(t) &= \text{cor}(E_{g,t}, E_{g,t}), \\
C_{E_{b,t}}(t) &= \text{cor}(E_{b,t}, E_{b,t}.
\end{align*}
\]

4. Experiments and Results

The original images in our experiments are 5000 TIFF raw format digital pictures from Olympus C740, taken in U.S.A, across spring to winter. The original images are 24-bit, 640×480 pixels, never compressed.

In steganalysis of color images, like the method proposed in [5], we cropped the original images into 256×256 pixels in order to get rid of the low complexity parts. The cropped images are categorized according to the image complexity. The image complexity for color images is defined as follows:

\[
\beta = (\beta_r + \beta_g + \beta_b) / 3
\]

The variable, \( \beta(c = r, g, b) \) is the shape parameter of the GGD of the HH subband coefficients, corresponding to red, green, and blue channel.
In steganalysis of grayscale images, the cropped color images are converted into grayscale images which are covers. The image complexity for grayscale is measured by the shape parameter of the GGD of the HH subband coefficients.

4.1 Steganalysis of LSB matching

In steganalysis of color images, correlation feature set consists of the following feature elements: C1, C2, C6, C10, C14, C15, C16, C17, C{k, l} (t ∈ {2, 3}; (k, l) ∈ {(0,1),(1,0),(1,1)}) defined in Section 3, corresponding to red, green, and blue channels, 14×3 = 42 features; C{k, l} (t), C{k, l} (t), C{k, l} (t), ( t ∈ {1, 1.5, 2}) , 3×3 = 9 features; adding Crg, Crb, and Cgb, total 54 features. In addition to extract correlation features motioned above, the Histogram Characteristic Function Center of Mass (HCFCOM) features are extracted according to steganalysis of additive noise modeable information hiding [3]. Additionally, Farid and Lyu described an approach to detecting hidden messages in images by building High-Order Moment statistics in Multi-Scale decomposition domain (HOMMS) [5]. There are 3-dimension features for HCFCOM and 216-dimension features for HOMMS.

The experiments on steganalysis of LSB matching steganography in grayscale domain are the same to those for color images, except that the feature sets are different. Correlation feature set consists of the 41 features, C1 to C41, defined in section 3. In addition to compare HOMMS feature set, which consists of 72 features in grayscale domain [5], we extend HCFCOM feature set to the high order moments. HCFHOM stands for HCF center of mass High Order Moments; HCFHOM (r) denotes the rth order moment. In our experiments, the HCFHOM feature set consists of HCFCOM and HCFHOM(r) (r = 2, 3, and 4). Additionally, Ker [15] proposed two novel ways of applying the HCF: calibrating the output using a downsamped image and computing the adjacency histogram instead of the usual histogram. In [15], the best discriminators are Adjacency HCFCOM (A.HCFCOM) and Calibrated Adjacency HCFCOM (C.A.HCFCOM), which are compared with our method in steganalysis of grayscale LSB matching steganography.

Since different classifier has different classification performance on different feature set, we apply the following classifiers to each feature set. The classifiers are Fisher Linear Discriminate (FLD), optimization of the Parzen Classifier (ParzenC), Naïve Bayes classifier (NBC), Support Vector Machines (SVM), Linear Bayes Normal Classifier (LDC), Quadratic Bayes Normal Classifier (QDC), Bayes Classifier (BC) based on maximal likelihood estimation of Gaussian mixture model, Levenberg-Marquardt trained feed-forward Neural net Classifier (LMNC), and Adaboost algorithm (Adaboost) [9, 10, 11, 12, 13, 14].

Several experiments are done on each feature set using every classifier. The average classification accuracy on each feature set is compared.

4.2 Classification performance

Fig. 1 shows the top two classification accuracy (average values) for each feature set and the corresponding classifiers in steganalysis of color LSB matching steganography. Fig. 1(a) is with the LSBP hiding ratio, 1. It indicates that both correlation features and HCFCOM features are highly efficient. Fig. 1(b) is with the LSBP hiding ratio, 0.5. It shows that correlation feature set is the best in the experiments. Fig. 1(a) and (b) also indicate that the classification performances decrease when the image complexity increases. Especially the performance on HOMMS features decreases obviously and the classification performance is not good when the GGD shape parameter of the HH subband wavelet coefficients is bigger than 1. Fig. 2 shows the top classification accuracy (average values) for each feature set in steganalysis of grayscale LSB matching steganography. Fig. 2 indicates that the probability of correct classification on correlation features is the best, and the probability of correct classification on HOMMS features is the lowest.

5. Conclusions and Future Work

In this paper, we present a scheme for steganalysis of LSB matching steganography based on correlation features and pattern recognition techniques. GGD shape parameter in the wavelet domain is introduced to measure the image complexity. In comparison with HCFCOM and HOMMS for color image steganalysis, and HCFHOM, HOMMS, A.HCFCOM, and C.A.HCFCOM for grayscale steganalysis, our method is highly competitive. It is highly efficient for color image steganalysis and efficient for grayscale steganalysis in the low image complexity domain.

One task in the future is to improve the detection performance on grayscale steganalysis in the high image complexity domain; another is to optimize the feature set. As steganalysis is a topic of increasing interest to the national and cyber security communities, integration of all effective and applicable steganalytic algorithms into a practical tool is usually anticipated.
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Fig. 1 Top two classification accuracies on each feature set. Fig. 1(a) is the test performance on the color steganography with the LSBP hiding ratio, 1. Fig. 1(b) is the test performance on the color steganography with the LSBP hiding ratio, 0.5.

Fig. 2 The best classification accuracy on each feature set. Fig. 2(a) is the test performance on grayscale LSB matching steganography with the LSBP hiding ratio, 1. Fig. 2(b) is the test performance on the grayscale steganography with the LSBP hiding ratio, 0.5.