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Abstract—The Internet of Things (IoT) has been realized as one of the most promising networking paradigms that bridge the gap between the cyber and physical world. Developing green deployment schemes for IoT is a challenging issue since IoT achieves a larger scale and becomes more complex so that most of the current schemes for deploying wireless sensor networks (WSNs) cannot be transplanted directly in IoT. This paper addresses this challenging issue by proposing a deployment scheme to achieve green networked IoT. The contributions made in this paper include: 1) a hierarchical system framework for a general IoT deployment, 2) an optimization model on the basis of proposed system framework to realize green IoT, and 3) a minimal energy consumption algorithm for solving the presented optimization model. The numerical results on minimal energy consumption and network lifetime of the system indicate that the deployment scheme proposed in this paper is more flexible and energy efficient compared to typical WSN deployment scheme; thus is applicable to the green IoT deployment.

Index Terms—Deployment, energy efficient, green, Internet of Things (IoT).

I. INTRODUCTION

THE INTERNET OF THINGS (IoT) has been envisioned as one of the most promising networking paradigms that bridge the gap between the cyber and physical world. The prevalence of IoT leads toward a new digital context for configuring novel applications and services. IoT consists of a variety of things or objects such as Radio Frequency Identification (RFID) tags, sensors, actuators, mobile phones, etc., which are interconnected through both wired and wireless networks to the Internet. Objects in IoT can sense the environment, transfer the data, and communicate with each other. They become powerful tools to understand physical world and to respond to emergent events and irregularities promptly. Thus, the IoT is seen by many as the ultimate solution for getting insights about real-world physical processes in real-time.

In parallel, the advancement of IoT brings some challenges to its implementation. Different from traditional wireless sensor networks (WSNs), IoT achieves a larger scale and becomes more complex [1]. This turns out that the schemes for deploying WSNs may not be transplanted in the IoT directly. On the other hand, since IoT consists of more objects that consume higher power, green issues should also be taken into consideration. Green networking plays a vital role in deploying IoT: they can reduce emission and pollution, exploit environmental conservation and surveillance, and minimize operational costs and power consumption [2]–[5]. Therefore, how to cost-effectively realize green deployment for IoT is a crucial issue, which is the research focus of this paper.

Although much exciting progress has been made in deploying energy-efficient WSNs, such as exact [6]–[8], ad hoc [9]–[11], hierarchy [12]–[14], and hybrid [13]–[15] schemes, these studies have not sufficiently investigated the deployment issue with green networking consideration in order to build a scalable and sustainable IoT. In response, we investigate how to cost-effectively arrange objects to form a green networked IoT in this paper and propose a novel deployment scheme. Specifically, we first give a hierarchical system framework for IoT deployment. The framework captures the scale feature of IoT and thus making it extensible. Then, we present an optimization model on the basis of the presented framework, where the model is constrained in terms of energy consumption, link flow balance, and system budget, which facilitate the IoT toward green. Finally, we devise a minimal energy consumption algorithm (MECA) by leveraging the clustering principle and a well-known Steiner tree algorithm to solve the optimization problem. We show that the proposed scheme can work more flexibly and energy-efficiently compared to typical WSN deployment scheme; thus is applicable to the green IoT deployment. The contributions of this paper are summarized as follows.

1) We present a hierarchical framework for placing network elements, i.e., objects/things in IoT. The framework captures the scale feature of IoT thus enables its extension. By allowing direct communications among relay nodes and not allowing communications among sensing nodes, the framework can migrate the traffic load from sensing nodes to relay nodes, thus prolonging the network lifetime.

2) Based on the presented framework, we model a green IoT by considering energy consumption, link flow balance, and system budget as an optimization problem. We then propose an MECA, which leverages the clustering principle and the Steiner tree algorithm to solve the optimization
problem. The proposed algorithm facilitates the deployed IoT to achieve green.

3) We conduct extensive numerical experiments on random networked IoT and compare our proposed scheme against a representative deployment scheme for WSNs. The obtained results show that our scheme is more preferable for green deployment of IoT.

The remainder of this paper is organized as follows. Section II describes the system framework for placing network elements in IoT. Section III formulates the problem of green IoT deployment and formally presents the optimization model. An MECA for solving the optimization problem is also proposed in this section. Section IV presents the experimental results to validate both the proposed model and algorithm. Section V concludes this paper.

II. RELATED WORK

The topological structures for large-scale WSNs can be classified into four categories: mesh, plane, hierarchy, and hybrid. The corresponding deployment schemes for these four structure classes are exact, ad hoc, hierarchy, and hierarchy + ad hoc, respectively. The exact deployment scheme [6]–[8] places sensors in a regularly distributed way where each sensor not only captures and disseminates its own data but also serves as a relay for other nodes; i.e., nodes must collaborate to propagate data in the network. Although this deployment scheme could increase network reliability and survivability, the nodes around the sink are more often to run out of power, which makes the lifetime of the whole network comparatively short. Therefore, this scheme may not be suitable for large-scale IoT deployment. The ad hoc deployment scheme [9]–[11] is widely used in many practical WSN scenarios, including battlefield surveillance and disaster relief operation as two representative applications. Networks deployed with this scheme also have a limited lifetime due to the same reason as the exact scheme. Hierarchy scheme [12] allows nodes to be placed in a tiered framework through some clustering algorithms. The sensor nodes are normally deployed in the lower layer and the relay nodes or base stations are placed in the upper layer. In this scheme, sensor nodes are only permitted to communicate with a relay node or base station and cannot communicate with each other directly. In this regard, the routing efficiency can be improved dramatically, thus making the network scalable and extensible well. The hierarchy + ad hoc scheme [14], [15] also deploys nodes in a tiered framework but allows sensor nodes in the lower layer to communicate directly with their neighbor nodes. Although this deployment scheme has better functionality in transmitting data, it suffers from the same problem as the exact and ad hoc schemes, and it needs the sensors to be equipped with more complex chips.

Therefore, in this paper, we adopt the philosophy of hierarchical deployment and present a three-layer system framework for large-scale IoT deployment. The proposed framework differs from the current hierarchical deployment scheme for WSNs in four ways. First, the hierarchical structure of WSNs is usually formed by configuring a certain clustering algorithm in sensing nodes; thus requiring the nodes to have relatively strong computing and storage capabilities. The proposed framework does not require a complex routing function at sensing nodes; thus significantly simplifying sensor implementation and reducing the network cost. Second, the relay nodes are deployed in advance instead of being elected by sensing nodes in each cluster. Third, the “cluster heads” in our model are the relay nodes which have more computing and storage capabilities, while the cluster heads in earlier studies are usually sensing nodes that are selected by a clustering protocol, such as LEACH [16], etc. Therefore, the network lifetime of previous protocols is comparatively short in the large-scale IoT since the sensing nodes are more likely to run out of power. Finally, the relay nodes in our architecture are allowed to communicate with each other, whereas communications among the cluster heads in most of the earlier works are not allowed. From a scalability perspective, our hierarchical architecture is more resilient to support large-scale IoT compared with the existing solutions.

Although paper [17] gave a very similar three-layer hierarchical framework that allows relays to communicate with each other, the relays were connected in the tree structure by running Breadth-First-Search (BFS). The relays in our proposed framework are connected in a mesh mode; i.e., each relay node can communicate with all other relays within its transmission range. This is able to facilitate the proposed algorithm to find a better deployment solution.

Recently, energy saving for WSNs has also attracted a lot of interest from research community. Energy efficient strategies for WSNs can be classified into five categories: updating operating system [18], [19], controlling transmitting power [20]–[22], managing duty cycle [23], [24], routing with minimized power [25], [26], and clustering for data aggregation [14], [27]. The first strategy dynamically manages system resources by updating the operating system in sensor nodes to reduce power consumption. This kind of strategy requires high performance sensor nodes that lead to high system cost; therefore, may not be applicable to a large-scale IoT. The second type of approaches adjusts transmitting power via optimizing network topology in order to lower the overall network power consumption. However, unlimited adjustment in transmitting power would shorten network lifetime; therefore, network connectivity should be considered when adjusting sensor node transmitting power. Due to the complex network topology of IoT, applying this kind of strategy may cause a great amount of overheads for topology maintenance and path finding, which are not desirable for scalable IoT. The strategies based on managing duty cycle allow the smallest set of nodes to work, while putting the others in the sleep mode in order to minimize energy consumption. Although such techniques could prolong the network lifetime, the mechanism for discovering sleeping nodes is so complex that it is not suitable for IoT. Routing with minimized power employs data transmission power as one of the routing metrics in order to find network routes that minimize power consumption. Cluster-based energy saving schemes make use of some clustering algorithms to form a set of cluster heads and aggregate the data collected from sensors to cluster heads for saving power.

Compared to traditional WSNs, IoT must support effective and efficient data collection, process, and transmission in a much larger scale. In order to address the new challenges of energy saving in IoT, this paper presents a comprehensive, efficient, and simple optimization model, which differs from the previous
studies in the following four aspects. First, this model considers the energy consumption of both transmitting and receiving data for communications among nodes in IoT. Second, the link traffic balance constraint is proposed for improving network load in order to address the problem caused by excessive pursuing energy consumption through limiting the maximum link traffic. Third, the optimization model examines change in network lifetime while minimizing energy consumption, which seeks the best node deployment solution to reduce system energy consumption and prolong network lifetime at the same time. Fourth, the optimization model reduces energy consumption and prolongs network lifetime by considering a system budget constraint, which leads to comprehensive optimization of the overall cost for IoT deployment.

III. SYSTEM FRAMEWORK

IoT typically contains a large number of networked objects located in a wide area; thus having a larger scale and more complex networking scenario than regular WSNs. Our previous engineering practice in deploying large-scale WSNs [28] shows that WSN architecture with a dynamic routing mechanism is barely operable in wide area outdoor environments. Many factors such as electromagnetic interference, air humidity, and temperature, all have great impacts on sensor’s data transmission; thus making such a network structure ineffective for large-scale networking. More importantly, WSNs configured with dynamic routing protocols require network nodes, which typically have low battery capacity, to perform power-consuming data processing for path computation. The power consumption of data processing increases significantly with network scale due to the complexity of dynamic routing protocols for a large number of nodes. In addition, dynamic routing requires network nodes to exchange route information among them regularly, which not only causes overhead traffic in network but also consumes node power for extra data communications. All these factors make such a network deployment scheme ineffective for building scalable green IoT. On the other hand, network elements deployed in IoT very often have low mobility and network topology remains relatively stable, which makes dynamic routing to gain little advantage over static routing configuration. Based on these observation and consideration, we argue that for large-scale IoT it is reasonable to adopt static routing for higher power efficiency in order to achieve better network scalability and longer lifetime. With above experience, we have installed more than 3000 nodes including temperature sensors, humidity sensors, ambient light sensors, etc., which are interconnected by a static routing protocol [28]. This IoT, at that time, was deemed as the largest IoT engineering practice in deploying large-scale WSNs [28] shows that WSN architecture with a dynamic routing mechanism is barely operable in wide area outdoor environments. Many factors such as electromagnetic interference, air humidity, and temperature, all have great impacts on sensor’s data transmission; thus making such a network structure ineffective for large-scale networking. More importantly, WSNs configured with dynamic routing protocols require network nodes, which typically have low battery capacity, to perform power-consuming data processing for path computation. The power consumption of data processing increases significantly with network scale due to the complexity of dynamic routing protocols for a large number of nodes. In addition, dynamic routing requires network nodes to exchange route information among them regularly, which not only causes overhead traffic in network but also consumes node power for extra data communications. All these factors make such a network deployment scheme ineffective for building scalable green IoT. On the other hand, network elements deployed in IoT very often have low mobility and network topology remains relatively stable, which makes dynamic routing to gain little advantage over static routing configuration. Based on these observation and consideration, we argue that for large-scale IoT it is reasonable to adopt static routing for higher power efficiency in order to achieve better network scalability and longer lifetime. With above experience, we have installed more than 3000 nodes including temperature sensors, humidity sensors, ambient light sensors, etc., which are interconnected by a static routing protocol [28]. This IoT, at that time, was deemed as the largest IoT system in China. Following the design principle of this IoT, in this paper, we propose a tiered framework for IoT deployment, which places objects in a hierarchical network structure with static routing configuration.

Fig. 1 shows a paradigmatic example of system framework for IoT deployment that includes three layers, i.e., sensing layer, relay layer, and convergence layer from bottom to up. Sensing layer is used for placing objects and things (e.g., RFID etc.), Relay layer is formed by a collection of relay nodes, and convergence layer consists of several base stations that are connected to the Internet. With the purpose of energy saving and link load balancing, the objects/things (sensing nodes) in the sensing layer are not allowed to communicate with each other directly. Instead, the communication between any two objects must go through a relay node. That is, nodes in the sensing layer can only send data to a relay node in the upper layer. On the other hand, a sensing node receives a few signaling packets from its relay node. Such signaling packets are quite small, which can be neglected compared with data sending from sensing node. Nodes in the relay layer form a relay network where any two neighbor nodes can communicate with each other. The other major functionality of a relay node is to forward data from the sensing layer to a base station in the upper layer. In the convergence layer, base stations are also interconnected to form a network, which further uploads data to the Internet.

Note that in this work, we provide a general deployment scheme that facilitates building scalable and green IoT. We do not limit our scheme to any specific technical implementation in order to make the scheme applicable for various application scenarios. The typical network traffic or applications that can be expected under this framework include industrial control, environmental monitoring, etc.

By placing IoT elements in the above hierarchical framework, the proposed deployment scheme provides flexibility, scalability, and promises increased manageability. One of the major benefits introduced by such a tiered paradigm is that equipments in IoT do not require sophisticated hardware and do not need to run complex routing mechanisms, and thereby significantly reduce the network cost.

In order to enable the tier-deployed IoT to be green, we first formally formulate the system framework as follows. Let \( x \) and \( y \) be the two points in Euclidean plane, \( d(x, y) \) be the distance between \( x \) and \( y \), denote \( S \) as the set of \( i \) sensing nodes (objects or things) in the sensing layer, \( r > 0 \) as the communication radius of each node. Also, denote \( R \) as the set of \( m \) relay nodes, \( R \geq r \) as the communication radius of each relay node. Let \( B \) be the set of \( n \) base stations, and assume the communication radius of a base station be fairly large. Denote the entire network of IoT as \( G(N, A) \) where \( N \) represents the node set and \( A \) represents the wireless link set, then the communication policy of any two nodes in IoT can be outlined as follows:

1) To any \( i \in S, j \in S \), \( i \) and \( j \) cannot communicate with each other even \( d(i, j) \leq r \);
2) To any $i \in S$, $j \in R$, if $d(i, j) \leq r$, $i$ can send data to $j$;
3) To any $i \in R$, $j \in R \cup B$, if $d(i, j) \leq R$, $i$ and $j$ can reach each other.

With these notations and symbols in hand, we herein make the following assumptions for the system framework.
1) All the nodes in the framework are in a fixed site.
2) Nodes in the same type have the same attribute, e.g., initial energy, energy consumption parameters, maximum sending power, minimal receiving power, and so on.
3) Nodes of the sensing layer can send data to a base station in a multi-hop manner.
4) Each node in both sensing and relay layers is energy constrained, while base station is not.
5) The whole network of IoT $G(N, A)$ represents a connected network; i.e, each node in the sensing layer has a path to a base station, so does each relay node.

In Section IV, we will model the IoT with green requirements based on the above assumptions of the system framework.

IV. MODELING THE GREEN IOT

Given such a hierarchical system framework, the goal of deploying a green networked IoT is to determine the number and location of relay nodes while satisfying power-saving and budget constraints. In this section, we start with the variable and notation definitions used in the rest of the paper, then we formulate the system constraints according to the green requirements for IoT. Next, we address the IoT green deployment as an optimization problem. Finally, we propose an algorithm to solve such a problem. We also discuss the performance of our proposed algorithm in this section.

A. Variable Definition

Listed following are notations of variables and parameters used in this paper.

- $E_{tx}$, $E_{rx}$: energy consumption at a node for data transmission and receiving, respectively;
- $E_{elec}$: energy consumption of radio electronics;
- $\epsilon_0$, $\epsilon_1$, $\epsilon_2$: transmit amplifier of the node, sensing node, and relay node, respectively;
- $d_{ij}$: the distance between node $i$ and node $j$;
- $L$: data length;
- $F_{ij}$: data rate from node $i$ to node $j$;
- $F_{max}$: maximum data rate of a link;
- $C_S$, $C_R$, $C_B$: monetary cost of a sensing node, relay node, and base station, respectively;
- $|\cdot|$: cardinality of a set;
- $l$, $m$, $n$: cardinality of set $S$, $R$, $B$;
- $W_0$: system budget;

B. System Constraints

A sensing node can only communicate with a relay node in the upper layer, whereas a relay node can send/receive data both to/from its neighbor relay nodes as well as a base station; therefore, $G(N, A)$ is a directed and connected graph. We call node $i$ and node $j$ neighbors, if $i$ and $j$ are able to communicate with each other. Let $N(i)$ be the set of $i$’s neighbors, $C$ be the adjacency matrix of $G(N, A)$, then

$$
C = \begin{bmatrix}
  c_{11} & c_{12} & \cdots & c_{1|N|} \\
  c_{21} & c_{22} & \cdots & c_{2|N|} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{|N|1} & c_{|N|2} & \cdots & c_{|N||N|}
\end{bmatrix}
$$

(1)

where $c_{ij} = 1$ if $j \in N(i)$, otherwise $c_{ij} = 0$.

To address the green requirements, we consider the following system constraints.

1) Energy Consumption Constraints: From a system perspective, the energy consumption of IoT mainly comes from data communication because the energy expenditure in data sensing and processing is much less compared to data communication [29]. Thus, only the energy consumption of data communication, i.e., energy for sending and receiving data, is taken into account in this model. According to the Friis free space model [16], we have

$$
E_{tx} = (E_{elec} + \epsilon_1 \cdot d^2) \cdot L
$$

(2)

$$
E_{rx} = E_{elec} \cdot L.
$$

(3)

From the above two equations, the data length $L$ from node $i$ to node $j$ in a time unit is equal to the data rate from $i$ to $j$. Therefore, the energy consumption per time unit of each node can be calculated by

$$
e_i = \sum_{j \in R} c_{ij} \cdot F_{ij} \cdot (E_{elec} + \epsilon_1 \cdot d_{ij}^2) \quad \forall i \in S
$$

(4)

$$
e_j = \sum_{i \in S \cup R} c_{ij} \cdot F_{ij} \cdot E_{elec}
+ \sum_{i \in S \cup R} c_{ij} \cdot F_{ji} \cdot (E_{elec} + \epsilon_2 \cdot d_{ji}^2) \quad \forall j \in R
$$

(5)

$$
e_k = \sum_{j \in R} c_{jk} \cdot F_{jk} \cdot E_{elec} \quad \forall k \in B
$$

(6)

where $\epsilon_1$, $\epsilon_2$, and $\epsilon_k$ denote the consumption of sensing node, relay node, and base station, respectively. $E_{elec}$, $E_{elec}$, and $E_{elec}$ are the energy consumption of radio electronics of sensing node, relay node, and base station, respectively.

Note that in (4), we only consider the case that sensing nodes send data to the upper layer, i.e., the energy of a sensing node for receiving data is ignored. This is due to the fact that the data received by a sensing node are usually signaling messages, the size of which is much smaller compared to sensing data (e.g., $F_{ij}$). Therefore, the energy consumption at sensing nodes for receiving data is omitted. Similarly, (5) excludes the energy consumption for receiving data from the base station and for transmitting data to the sensing node. Also, (6) omits the energy consumption when a base station sends data.

2) Link Flow Balancing Constraints: In the IoT, the base stations are usually interconnected by wired links, which have more bandwidth compared with relay and sensing nodes; therefore, the bandwidth is constrained at nodes except for base stations. For a relay node, it communicates with not only...
its neighbor relay nodes but also sensing nodes in the lower layer. Thus, the wireless links of a relay node should satisfy

\[ c_{ij} \cdot F_{ij} + c_{ji} \cdot F_{ji} \leq F_{\text{max}} \quad \forall i, j \in \mathbb{R}. \]  

(7)

Likewise, the wireless links at each sensing node and base station need to meet the following constraint:

\[ c_{ij} \cdot F_{ij} \leq F_{\text{max}} \]  

(8)

where \( \forall i \in \mathbb{S} \), \( j \in \mathbb{R} \) or \( \forall i \in \mathbb{R} \), \( j \in \mathbb{B} \).

It is interesting to note that, by placing a relay layer over the sensing layer in IoT, the relay nodes carry most of the network loads. Since relay nodes have relatively strong performance, one of the advantages of layering relay nodes in our proposed framework is that link flows can be balanced. In the ad hoc scheme, although each node is capable of transmitting data to its neighbors, nodes near to the sink or base station typically consume more energy due to the unbalanced flows that overload these nodes; thus suffering a short lifetime. Therefore, we advocate that the tiered framework is preferable for IoT deployment because it balances the flow loads, thus prolonging the network lifetime.

3) System Budget Constraint: Since relay nodes and base stations are comparatively expensive, the deployment of an IoT must be as cheap as possible. On the other hand, the number of base stations is fixed, consequently, the IoT deployment should meet the system budget constraint, i.e.,

\[ 0 < C_\mathbb{S} \cdot l + C_\mathbb{R} \cdot m < W_0. \]  

(9)

With above system constraints, we are now ready to present the optimization model for green IoT deployment.

C. An Optimization Model for Green IoT Deployment

The main purpose of this paper is to reduce energy consumption to achieve a green IoT. Hence, the optimization model for green IoT deployment is defined as

\[
\min \left[ \sum_{i \in \mathbb{S}} e_i + \sum_{j \in \mathbb{R}} e_j + \sum_{k \in \mathbb{B}} e_k \right]
\
\text{s.t.}
\
e_i = \sum_{j \in \mathbb{R}} c_{ij} \cdot F_{ij} \cdot (E_{\text{elec}}^\mathbb{S} + e_1 \cdot d_{ij}^2) \quad \forall i \in \mathbb{S}
\]
\[ e_j = \sum_{i \in \mathbb{S} \cup \mathbb{R}} c_{ij} \cdot F_{ij} \cdot E_{\text{elec}}^\mathbb{R} \]
\[ + \sum_{j \in \mathbb{B} \cup \mathbb{R}} c_{ji} \cdot F_{ji} \cdot (E_{\text{elec}}^\mathbb{B} + e_2 \cdot d_{ji}^2) \quad \forall j \in \mathbb{R} \]
\[ e_k = \sum_{j \in \mathbb{R}} c_{kj} \cdot F_{kj} \cdot E_{\text{elec}}^\mathbb{B} \quad \forall k \in \mathbb{B} \]
\[ c_{ij} \cdot F_{ij} + c_{ji} \cdot F_{ji} \leq F_{\text{max}} \quad \forall i, j \in \mathbb{R} \]
\[ c_{ij} \cdot F_{ij} \leq F_{\text{max}} \quad \forall i \in \mathbb{S}, j \in \mathbb{R} \quad \text{or} \quad \forall i \in \mathbb{R}, j \in \mathbb{B} \]
\[ 0 < C_\mathbb{S} \cdot l + C_\mathbb{R} \cdot m + C_\mathbb{B} \cdot m < W_0. \]  

(10)

Theorem 1: Problem (10) is NP-hard.

Proof: The key step to resolve problem (10) is to map the transmitting/receiving energy for the node pair to a weight on each edge. As such, the problem of finding the minimum energy consumption for the entire system reduces to a Steiner tree problem where the base stations and partial relay nodes (cluster heads) are the destinations, the remainder relay nodes are Steiner points. Since the Steiner tree problem is NP-hard, problem (10) is NP-hard.

D. A Minimal Energy Consumption Algorithm

Algorithm I MECA

Input:
\[ \mathbb{S}, \mathbb{R}, \mathbb{B}, R \geq r > 0 \]
Output:
Minimal Energy Consumption \( \min(e) \)

1: Apply \( K \)-means clustering algorithm to obtain a single-cover set \( \mathbb{S}_1 \subset \mathbb{S} \), choose the closest relay \( i \in \mathbb{R} \) to replace the \( j \in \mathbb{S}_1 \) forming the set \( \mathbb{R}_1 \).
2: \( \text{for } i \in \mathbb{R}, \ j \in \mathbb{R} \cup \mathbb{B}, \ i \neq j \text{ do} \)
3: \n4: \n5: \n6: \text{end if}
7: \text{end for}
8: Assign edge weight for \( G \) in terms of (4), (5), and (6) on each edge;
9: Apply a well-known Steiner Tree algorithm to compute a minimal energy consumption Steiner tree \( G^T \) of \( G = (\mathbb{S} \cup RN \cup \mathbb{B}, A) \) spanning the node set \( \mathbb{B} \cup \mathbb{R}_1 \).
10: \( \text{for each edge in } G^T \text{do} \)
11: \n12: \text{end for}
13: \text{return } \min(e).$

We devise an MECA as shown in Algorithm I in order to solve problem (10). The basic idea behind MECA is to first apply canonical \( K \)-means clustering algorithm to select the relays, then construct a graph to associate each edge a weight through mapping the transmitting/receiving energy of the connected node pair. Finally, MECA employs a well-known Steiner tree algorithm to solve the problem. Specifically, MECA works in the following four steps.

In the first step (line 1), MECA applies \( K \)-means clustering algorithm [30] in the sensing layer to find a set of clusters, and then the closest relay from each cluster is selected to form the set \( \mathbb{R}_1 \), where \( K \)-means clustering is a method of cluster analysis...
which aims to partition \( n \) observations into \( K \) clusters in which each observation belongs to the cluster with the nearest mean. Set \( \mathbb{R}_1 \) is essentially the minimal single-cover set due to the minimal clusters found by \( K \)-means.

The second step (lines 2–8) establishes the graph connecting relays and base stations. It also assigns the weight on each edge.

In the third step of MECA (line 9), it employs a well-known Steiner tree algorithm [31] to compute a minimal energy consumption tree. Note that the Steiner tree algorithm used in this paper is similar to that used in [15] and [32]. The major difference is that MECA exploits the energy consumption as the link weight instead of the weight as defined in [15] and [32]. In such a way, the number and location of relay nodes can be determined by the Steiner tree algorithm, which guarantees the entire network to be energy-efficient.

The forth step obtains the solution \( \min(e) \) for optimization problem (10) by summing the total weight on each edge, where

\[
\min(e) = \min \left[ \sum_{i \in S} e_i + \sum_{j \in R} e_j + \sum_{k \in B} e_k \right]
\]

the total weight here means the multiples of the weight on the common links, which transmits data to base stations for two or more sensing nodes.

It is worthwhile noticing that MECA is a deployment algorithm that runs offline before the IoT is formed. Thus, there is no information distribution required among the nodes during network operation. The traditional sensor network-based works are usually configured with dynamic routing protocols requiring network nodes to exchange route information among them regularly, which not only causes overhead traffic in network but also consumes node power for extra data communications. Therefore, we present a static network based on MECA to restrain the networking overhead. On the other hand, since MECA runs in an offline computation mode, dealing with link failures after the IoT has been formed is not a function of the algorithm. How to handle the link failures is beyond the scope of the paper, which is an important problem for study in the next stage.

Now we show the worst-case time complexity of MECA by the following theorem.

**Theorem 2:** The worst-case time complexity of MECA is \( O(T_A + m \cdot (m + n) + T_B) \). \( T_A \) and \( T_B \) are the time complexities of \( K \)-means clustering and Steiner tree algorithm.

**Proof:** The first line in MECA leveraging \( K \)-means algorithm to select clusters takes \( O(T_A) \) time. The first for-loop from line 2 to line 7 spends \( O(m \cdot (m + n)) \) time to establish the graph. Line 8 consumes \( O(|A|) \) time for assigning edge weights. Line 9 takes \( O(T_B) \) to generate the Steiner tree, while the for-loop from lines 10 to 12 consumes \( O(|A|) \) time at most. Therefore, the worst-case time complexity of MECA is \( O(T_A + m \cdot (m + n) + 2 \cdot |A| + T_B) = O(T_A + m \cdot (m + n) + T_B) \).

**Theorem 3:** The approximation ratio of MECA is \( 2 \cdot \left(1 - \frac{1}{m + |R_1|}\right) \).

**Proof:** Since the approximation ratio of MECA depends on that of Steiner tree algorithm used in this paper, according to [31], the approximation ratio of the Steiner tree algorithm used is \( 2 \cdot \left(1 - \frac{1}{h}\right) \) where \( h \) represents the number of leaf nodes in the Steiner tree. Then in the MECA, the number of leaf nodes is \( m + |R_1| \), therefore, the approximation ratio of MECA is \( 2 \cdot \left(1 - \frac{1}{m + |R_1|}\right) \).

On the basis of MECA, it is easy to calculate the network lifetime [33]–[35]. The network lifetime is defined as the time spans from when a network starts its operation to when energy depletion occurs at the first node [36]. Using such a definition, we can examine the worst-case network lifetime, which offers an in-depth insight for entire IoT performance. The network lifetime of entire IoT is

\[
T^L = \min \left\{ \frac{E_1}{e_i}, \frac{E_2}{e_j} \right\}
\]

where \( E_1 \) and \( E_2 \) are the initial energies of sensing and relay nodes.

Here, we defined network lifetime as the time to the first node death so that we can examine the worst-case network lifetime, which offers an in-depth insight for entire IoT performance. More network lifetime metrics, such as [37], could also be used for examining energy efficiency of the proposed deployment scheme.

Through calculating the Steiner tree in MECA, the number and location of relay nodes are thus determined: assume that the set of Steiner point in the tree \( G^T \) is \( \mathbb{R}_2 \), then the minimal connected single-cover is \( \mathbb{R}_1 \cup \mathbb{R}_2 \). In other words, the green networked IoT can be eventually deployed according to such a single-cover set.

V. PERFORMANCE EVALUATION

A. Experiment Setup

In this section, we validate the effectiveness of the deployment scheme presented in this paper through numerical experiments. The nodes in each topology are distributed in a \( 100 \times 100 \) m² region. Fig. 2 shows randomly generated topology where \( l = 57 \), the number of candidate locations for placing relay node is 99, and \( m = 1 \). The detailed topology settings used in our experiments can be found in [38]. The
parameters are configured as follows. We set $E_{elec} = 50$ nJ/bit, $E_{elec}^s = 2E_{elec}^b = 4E_{elec}^g$, $e_1 = e_2 = 100$ pJ/bit/m$^2$, $F_{ij} = 100$ kbps for sensing nodes, $F_{ij} = 200$ kbps for relay nodes, and $F_{max} = 400$ kbps. We examine the variation of IoT energy consumption and network lifetime with parameters such as communication radius and the number of sensing nodes.

B. Experimental Results

Fig. 3 shows the number of relay nodes deployed to achieve the green networked IoT in different communication radii. In this experiment, the number of sensing nodes was set to be 50, 150, 300, 600, and 1000 to represent different scales of IoT. From this figure, we can see that the minimal number of relay nodes increases with network scale. This is natural because the larger the network scale is, the more relay nodes are needed for covering all the sensing nodes. Another interesting observation we obtained from this figure is that when the number and positions of sensing nodes and base stations are stable, the minimal number of relay nodes decreases as the communication radius of relay nodes increases. This is because larger communication radius allows a relay node to cover more sensing nodes; thus reducing the number of relays required for deploying. In addition, we also find that a small variation in communication radius has little impact on the minimal number of relay nodes. In particular, Fig. 3 gives similar minimum numbers of relay nodes for the cases of 600 and 1000 nodes. Since the nodes are randomly distributed in a 100 x 100 m$^2$ region, the nodes’ density is relatively high. Therefore, the minimal number of relay nodes for IoT deployment would be affected by not only communication radius but also the node density.

Figs. 4–7 give the relationship between energy consumption of deployed IoT and the number of relay nodes with different communication radii. It can be seen from these figures that the...
network energy consumption per unit time increases with the number of sensing nodes. Specifically, Fig. 4 shows the energy consumption for another topology where \( l = 150 \) and \( n = 1 \). We observe that the energy consumption tends to be high while the communication radius of relay nodes increases. It turns out that the minimal number of relay used in this topology is reached when \( R = 2r = 30 \). In addition, we can also see that the IoT is unconnected when \( R = r = 20 \) or \( m < 12 \) or \( m < 13 \), which leads to zero network energy consumption. Note that we assume the network energy consumption be zero if the graph is unconnected. Since the goal of deploying a green networked IoT is to place as few relay nodes as possible in the IoT, we only need to consider the energy consumption for the scenario with the least relay used. Therefore, it is not necessary to consider the case of \( m > 15 \), \( R = 2r = 30 \), and we assume that the energy consumption is also zero in this setting. Figs. 5–7 give the data of energy consumption for the network when \( l = 300 \), \( l = 600 \), and \( l = 1000 \), respectively. These figures provide the same insight as Fig. 4 does, which proves the proposed algorithm’s robustness.

In order to validate the effectiveness of our proposed hierarchical deployment structure, we implement a hybrid deployment scheme for comparing the network lifetime of the two frameworks. The main difference between the hybrid scheme and our proposed hierarchical framework is that the sensor nodes in the lower layer of the hybrid structure are allowed to communicate directly with their neighboring nodes. Figs. 8–10 show the comparing results of network lifetime for different numbers of nodes with various communication ranges. From these figures, we find that the network lifetime of IoT deployed in the hierarchical structure is longer than that of IoT deployed in the hybrid scheme. This is due to the fact that in the hybrid scheme, the sensing nodes near to relay nodes may be overloaded, therefore, consume more energy than other nodes, which causes a shorter network lifetime. While in the hierarchical scheme, sensing nodes send information to their neighbor relay nodes, then the relay nodes forward such information to a base station. In this way, the hierarchical scheme balances the network
load of the nodes; thus balancing node energy consumption and extending the network lifetime. As shown in Figs. 8–10, the more the relay nodes are deployed, the longer the network lifetime is. In addition, increasing communication radius of relay nodes would also prolong the network lifetime. Another important fact we can see from these figures is that the network lifetime becomes shorter when the number of sensing nodes increases. Since more sensing nodes result in more network traffic, which leads to a shorter network lifetime, the proposed hierarchical deployment scheme is better than the hybrid scheme with respect to the network lifetime. Therefore, we claim that the proposed hierarchy scheme is more preferable for green deployment of IoT.

VI. CONCLUSION

The prevalence of IoT lowers the barrier from real world to the Internet, which leads toward a new digital context for novel applications and services. Developing green deployment schemes for IoT plays a vital role in its massive implementation. In this paper, we have investigated the problem of cost-effectively arranging network objects to form a green IoT and proposed a novel deployment scheme. Specifically, we first gave a hierarchical system framework for IoT deployment, which captures the scale feature of IoT and thus making it extensible. Then based on this framework, we have presented an optimization model that is constrained by energy consumption, link flow balance, and system budget, which facilitate green IoT deployment. Finally, we have devised a MECA leveraging the clustering principle and a Steiner tree algorithm to solve the optimization problem. Through extensive numerical experiments, we show that the proposed scheme can achieve much longer network lifetime compared to the typical WSN deployment scheme; thus is preferable for green deployment of IoT. As future work, we will consider applying the compressed sensing technique [12], [27] in the proposed hierarchical framework and address the other energy consumption models [39] to achieve a more energy-efficient IoT. Further, study on both coverage and connectivity [40] in the IoT is also an interesting topic for investigation.
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