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Abstract—We are interested in the sensor networks for scientific applications to cover and measure statistics on the sea surface. Due to flows and waves, the sensor nodes may gradually lose their positions; leaving the points of interest uncovered. Manual readjustment is costly and cannot be performed in time. We argue that a network of mobile sensor nodes which can perform self-adjustment is the best candidate to maintain the coverage of the surface area.

In our application, we face a unique double mobility coverage problem. That is, there is an uncontrollable mobility, U-Mobility, by the flows which breaks the coverage of the sensor network. Moreover, there is also a controllable mobility, C-Mobility, by the mobile nodes which we can utilize to form the sensor network. Our objective is to build an energy efficient scheme for the sensor network to achieve an autonomous coverage with this double mobility behavior.

A key observation of our scheme is that the motion of the flow is not only a curse but should also be considered as a fortune. The sensor nodes can be pushed by free to some locations that potentially help to improve the overall coverage. With that taken into consideration, more efficient movement decision can be made. To this end, we present a dominating set maintenance scheme to exploit the U-Mobility and balance the energy consumption among all the sensor nodes. We prove that the coverage is guaranteed in our scheme. We further propose a fully distributed protocol that addresses a set of practical issues. Through extensive simulation, we demonstrate that the network lifetime can be significantly extended, compared to a straight forward back-to-original reposition scheme.

I. INTRODUCTION

Sensor networks today are penetrating into people’s life in a stunning speed. The capabilities of the sensor nodes have gone broader beyond a static sensing device; and now they include mobility, communication, computation, etc. They provide valuable information that is originally difficult or impossible to obtain in all domains. To name a few, we have recently seen the design and deployment of applications such as the structural health monitoring for roads and bridges [14], monitoring of ecological systems (e.g., redwood trees), measurement and data collection of active volcanos [7].

In this paper, we are interested in applications which need to collect data in an area of interest on the sea surface. The data are valuable in many aspects. For scientific applications, the measurement of salt level at the mouth of a glacier can serve a good indicator for the melt speed during different seasons. For recreation purposes, the temperature and wave strength of the sea may help divers to choose better locations and prepare equipments. Clearly, we need to have the area monitored for these applications. It is therefore efficient to deploy some sensor nodes floating on the sea surface to form a sensor network that covers the area and reports the data.

The coverage issue for sea surface monitoring applications is challenging and in sharp contrast to static sensor coverage problems, as the sensor nodes face the continuous motion of the flows and waves. In some existing applications, drifters and moorings are used to build the sensor network [1] for water surface monitoring. If unattended, a drifter [2] cannot keep its position; thus not suitable for monitoring a fixed area. A mooring [4] is anchor at the sea bottom and is able to stay put. The deployment, however, is usually more complicated and requires professional technicians. In addition, it is restricted in shallow waters only. These solutions are thus not adequate to achieve an autonomous coverage for sea surface monitoring sensor networks.

We consider sensor nodes with movement capability to be the best candidate to form the sensor network for our applications. Some existing studies have used mobile sensor nodes to assist area coverage on land. We are different, however, as we face a double mobility coverage problem. On one hand, the sensor nodes will be affected by the motion of flows and waves. They will gradually lose their positions. This mobility is uncontrollable (we call it U-Mobility thereafter) and the coverage of the sensor network may be broken by the U-Mobility. On the other hand, the mobile sensor nodes have the movement capability to reinstall the network coverage. This mobility is controllable (we call it C-Mobility thereafter).

The sensor nodes are battery powered and the most stringent resource is energy. In our application, the sensor network has to monitor the area of interest for a long period of time. If the battery of a sensor node is depleted, a manual battery replacement by sending a technician is expensive. Thus, the frequency of this operation should be minimized. For the mobile sensor nodes, the dominant factor of the energy consumption is the mechanical movement, i.e., the C-Mobility. Consequently, the objectives of our system include 1) the sensor nodes should collaboratively monitor and guarantee coverage of the area of interest; 2) the movement of the sensor nodes due to C-Mobility should be minimized and the power consumption should be balanced in the long run; and 3) the sensor network should be able to adapt to different U-Mobility patterns; as there is no universal U-Mobility model that can capture the behavior of all sea.

We achieve the aforementioned objectives by considering the interaction between the U-Mobility and the C-Mobility. Our key observation is that the U-Mobility should not only be considered as a curse that the C-Mobility should always counter-effect, but also a fortune. With U-Mobility, some
sensor nodes may be pushed to positions that may improve the coverage. Thus, less C-Mobility is needed if taking this into consideration. We first discuss two general yet realistic U-Mobility models, namely, the meandering current model [8] and a random ring model [3] which may capture the mobility of different water bodies. Our C-Mobility is designed in a way such that it can fit for different U-Mobility models. In our C-Mobility scheme, each sensor node dominates (maintains) a set of points that it covers; and the sensor network dominates all the points of interest. We design a distributed event driven algorithm to maintain the coverage. When a point of interest is not covered, the algorithm finds a substitute by a joint optimization with consideration of the velocity constraints of the sensor nodes, the balance of power consumption and maximizing the advantage of U-Mobility. A low-overhead protocol is designed thereafter which addresses a set of practical difficulties such as collisions and local inconsistent views of the sensor nodes introduced by the distributed algorithm. We prove that the coverage is guaranteed based on our scheme.

As a summary, the contributions of the paper are 1) We are the first to address the coverage issue for the double mobility scenario. We provide key observation that although U-Mobility brings significant challenge, we can also leverage it to solve the coverage issue in a more efficient way. 2) We formulate the double mobility problem, and propose a distributed dominating set maintenance approach to solve it. 3) We propose a practical distributed protocol and conduct comprehensive simulation which verifies the effectiveness of the proposed scheme.

The remaining part of the paper proceeds as follows. Section II presents the related work. An overview of the system design and challenges is presented in Section III. We discuss the U-Mobility models in Section IV. Section V is devoted to the design and optimization of the detailed sea surface coverage solutions. Protocol specifications are described in Section VI. We evaluate the performance of the system in Section VII; and finally Section VIII concludes the paper.

II. RELATED WORK

Sensor network today has been applied to many applications for data collection on land [15][20]. Collecting data to better understand the sea, though also important, is far lagging behind. Currently some data of the sea are captured by the satellites [5]. These data, however, usually provide a macro view of a large geographic region during a long period of time; without the details that are suitable for applications that request for micro level data. Using sensor networks is consider to be a feasible and effective solution for these applications. Nevertheless, such difficulties as deployment, communication, etc., need to be addressed; see comprehensive research challenges in [6]. Providing effective coverage is among them before bringing these applications into reality.

Most of the existing works related to coverage issue in sensor networks are focus on static sensor nodes [15]. For the sea surface monitoring applications, significant reconsideration is needed as the motions of the flows and waves will push the sensor nodes away from their positions.

The motion of the sea flows and waves is affected by a number of factors [3], such as salt level, wind, temperature, geographic outlines and in water obstacles such as reefs [11]. In general, the sea flows can be approximated as a stochastic process. However, accurately modeling the water circulation is not an easy task. Especially, different sea or different regions of the sea may have different circulation patterns. Some current advances in oceanography can be found in [17]. There is a recent meandering current model for the underwater circulations [8] and captures the horizontal motion. In our paper, we will apply this model and propose a random ring model to capture the basic sea flow motion.

There are many studies that utilize mobile nodes with controllable mobility to assist or improve application performance. For sensor coverage issues, they can be classified into two main categories. First, hybrid architecture with both mobile and static sensor nodes is proposed to assist area coverage [9][21]. In these works, the mobile nodes move to fix the coverage holes caused by the uneven distribution of the static sensor nodes. None of them faces the effect of U-Mobility, however. Second, there are sensor networks with mobile nodes only. The nodes are self-controlled to move continuously to improve the overall coverage [16]. Howard [13] proposed a moving scheme based on potential field to maximize the coverage. However, this work does not guarantees full coverage; and again it does not face the U-Mobility.

In all these works, none of them faced the double mobility scenario as in this paper, where the interaction between the U-Mobility and the C-Mobility should be carefully considered.

III. THE PROBLEM AND DESIGN CONSIDERATIONS

A. Problem Statement

Assume the region is composed of $m \times m$ cells. Let the set of points of interest be $I$, which is a subset of the cells of the region. There are $N$ sensor nodes deployed in these cells to cover $I$. By convention, we use $(px, py)$ to denote the cells in $I$; and $(ox^i_t, oy^i_t)$ to denote the position of the sensor node $i$ at time $t$. All sensor nodes have the same coverage capability and we use a disk coverage model with a sensing range of $Rs$. We assume that the time is divided into slots. For the applications that we are interested in, the data sampled at the same time is more useful for data analysis. Consequently, the sensor network has to sample the data periodically every $T$ time slots. Thus, our definition of coverage is:

**Definition 1:** Given a time $T$, $I$ should be covered every $T$ time slots, i.e.,

$$\forall k > 0, \forall (px, py) \in I, \exists \text{ sensor node } i, s.t. \sqrt{(ox^i_{kT} - px)^2 + (oy^i_{kT} - py)^2} \leq Rs$$ (1)

We assume that the sensor nodes have GPS or other facilities which can help them to obtain their positions and system time. The communication range of a sensor node is $Rc$. 

In our application, the sensor nodes are initially deployed to provide full coverage of $I$ by technicians. If the battery of a mobile sensor node is depleted, we will have to send a technician for battery replacement as the mobile sensor nodes (with scientific apparatus) can be expensive and the lost of the sensor node by the flows may even cause environmental issues. Due to the cost of dispatching the technician, the batteries of all the nodes will be replaced. Therefore, we use the first depleted sensor as a measurement of the system lifetime, which is also widely used in current research as an indication of the end of a steady-state operation.

To illustrate the double mobility of a mobile sensor node, let the velocity constraint for the U-Mobility be $V_u$, i.e., at every time slot, a sensor node can only be pushed to another cell that is at most $V_u$ steps away (in the stochastic process, the probability that the sensor node will be moved farther than $V_u$ in one time slot is zero). Let the velocity constraint for C-Mobility be $V_c$. Notice that we assume $V_c \geq V_u$. Otherwise, it is impossible to guarantee coverage.

Let $(U_x(x, y), U_y(x, y), (C_x(x, y), C_y(x, y))$ denote the locations of a node, at $(x, y)$, after U-Mobility and C-Mobility respectively. The location transformation of a node from time slot 0 to $t + 1$ can be represented as:

$$\begin{align*}
    x_{t+1} &= C_x(U_x(x_t, y_t), U_y(x_t, y_t)) \\
    y_{t+1} &= C_y(U_x(x_t, y_t), U_y(x_t, y_t))
\end{align*}$$

Let the energy reserve for each node be $e^0 = \max\text{-energy}$ at time slot 0. At every time slot, C-Mobility consumes energy and is represented by the total steps the node travels:

$$
e^{t+1} = e^t - |C_x(U_x(x_t, y_t), U_y(x_t, y_t)) - U_x(x_t, y_t)| - |C_y(U_x(x_t, y_t), U_y(x_t, y_t)) - U_y(x_t, y_t)|$$

Notice that we ignore the energy cost of sensing and communication. As shown in [18], a typical mobile sensor node consumes 27.96 Joule per meter in moving whereas the energy consumption of transmission is in the order of $100 \times 10^{-9}$ Joule per bit and sensing is even less [12]. Generally speaking, it is widely accepted that mechanical movement is much more energy expensive than electronic communications.

The sensor nodes could cover all cells of $I$ at time slot 0. With U-Mobility, the objectives of C-Mobility are thus:

1) The coverage is guaranteed according to Definition 1,

2) Maximize the network lifetime $L$:

$$\text{maximize } L, \text{ s.t. } \forall i \in N, e^t_i > 0$$

**B. Observations and Challenges**

Before going into our scheme, we first study the U-Mobility models. Modeling the sea flows is not an easy task. Due to wind, salinity, reefs, temperature, different sea has different circulation characteristics. In general, the sea flow can be considered as a stochastic process with both local variety (caused by reefs, turbulence), and the main circulation effects (caused by wind, salinity). By no means this paper provides a comprehensive study on modeling sea flows. We refer interested readers to [17]. In this paper, we will use two concrete models as examples to discuss the interaction between U-Mobility and C-Mobility.

In [8], a simplified model (meandering current model) is presented for underwater circulation. The mobility is divided into a fast downstream motion (a jet) and a looping motion (a vortex). The trajectory of the move is the solution of the
following equations [8]:

$$\dot{x} = -\partial_y \psi(x, y, t), \quad \dot{y} = \partial_x \psi(x, y, t)$$

where \( \psi(x, y, t) = -\tanh \left( \frac{y-B(t)\sin(k(x-c_t))}{\sqrt{1+k^2B^2(t)\cos^2(k(x-c_t))}} \right) \).

Fig. 1 (Fig. 1 in [8]) shows the water motion of the meandering model. Notice that this model is deterministic. When the initial position of a sensor node is determined, its subsequent route is also determined.

In this paper, we further introduce a simpler ring-like model that consists of both local variety and main circulation, which captures some characteristics of a wider range of water bodies.

For the main circulation effects, we consider the strength and speed of the flow. This depends on specific characteristics of different sea. We illustrate with an example of Lake Pontchartrain [19] (see Fig. 2 (a)). Mainly caused by the wind in that region, its flow shows a ring-like pattern (see Fig. 2 (b)). Thus, we model it as:

$$P_{\text{local}}((x, y) | (ox, oy)) = \begin{cases} \frac{1}{2\sqrt{1+4r^2}} |x-ox| + |y-oy| \leq V_u \\ 0 \text{ otherwise} \end{cases}$$

(4)

For the main circulation effects, we consider the strength and speed of the flow. This depends on specific characteristics of different sea. We illustrate with an example of Lake Pontchartrain [19] (see Fig. 2 (a)). Mainly caused by the wind in that region, its flow shows a ring-like pattern (see Fig. 2 (b)). Thus, we model it as:

$$P_{\text{main}}((x, y) | (ox, oy)) = \begin{cases} 1 \quad x = ox + \Delta x(ox, oy) \& y = oy + \Delta y(ox, oy) \\ 0 \text{ otherwise} \end{cases}$$

(5)

The overall U-Mobility is a combination of these two models. We use factor \( \alpha \) and \( \beta \) to represent the weights of two walk model separately. Formally,

$$P((x, y) | (ox, oy)) = \alpha \times P_{\text{main}}((x, y) | (ox, oy)) + \beta \times P_{\text{local}}((x, y) | (ox, oy))$$

(6)

We admit that this is a simplified U-Mobility model for ring like circulation. This selection is because 1) we believe that the ring-like model captures some major characteristics of the wave flow; 2) the ring-like model is a randomized model in contrast to the deterministic meandering model. This makes the design and analysis of the C-Mobility of the mobile sensors more comprehensive; 3) a more complex model may defeat a clear presentation of the main topic of this work.

In this paper, our C-Mobility model is designed such that it can integrate different U-Mobility models; and we will test both these two U-Mobility models.

V. SEA SURFACE COVERAGE: DESIGN AND OPTIMIZATION

A. Algorithm Outline

In our algorithm, each sensor node has to maintain two types of information. First, the set of cells that it needs to cover at the end of the period. Second, the location that it has to travel to so as to cover these cells. Formally, let \( D_i \) be the set of cells that node \( i \) need to cover. We name it the dominating set. By our assumption, \( D_i \) is fully covered by sensor nodes at time 0:

$$\bigcup_{1 \leq i \leq n} D_i^0 = I$$

(7)

For a dominating set \( D_i \), a target cell is the location to move to at the end of a period, so that node \( i \) can cover \( D_i \). Notice that this location must be feasible according to its velocity constraint and the flow speed. We propose the definition of a feasible target cell as follows:

**Definition 2:** Assume at time \( t \), the dominating set that sensor node \( i \) in location \((ox^i_t, oy^i_t)) \) maintains is \( D_i \). A target cell \((qx, qy)\) is called feasible if and only if the node can reach \((qx, qy)\) before the end of period \((T \text{ time slot in worst case})\) and cover \( D_i \) in \((qx, qy)\):

$$|V_x - V_u| \times \left( \frac{1}{T} |T - t + 1| \right) \geq |ox^i - qx| + |oy^i - qy|$$

$$\forall (px, py) \in D_i, \sqrt{(px - qx)^2 + (py - qy)^2} \leq R_u$$

(8)

Usually there are many feasible target cells for node \( i \). The closest feasible target cell is the one that is reachable with the least among of energy for node \( i \). We temporarily delay the explanation of how the least energy is calculated (which will be detailed in next section). Intuitively, it is a shortest path with consideration of U-Mobility.

Obviously, a node does not need to move immediately when it finds a feasible target cell given enough time slots left. We define the status of a node to be "IDLE" or "BUSY" to indicate whether the node has to start C-Mobility.

**Definition 3:** Assume at time \( t \), sensor node \( i \) in location \((ox^i_t, oy^i_t)) \) finds a feasible target cell \((qx, qy)\). We call node \( i \) "BUSY" if and only if the following inequality holds, and "IDLE" otherwise:

$$|V_x - V_u| \times \left( \frac{1}{T} |T - t| \right) < |ox^i - qx| + |oy^i - qy| + V_u$$

(9)

Inequality (9) indicates that if node \( i \) does not move in C-Mobility at current time slot \( t \) there will not be enough time for it to move to the target cell. Thus, node \( i \) should be set as "BUSY" and start to move. Otherwise, the sensor node just take a greedy approach to stay "IDLE".

In every time slot, both the dominating set \( D_i \) of and the feasible target cell of node \( i \) will change; either because of the U-Mobility or with the collaboration of other sensor nodes. We would like to emphasize that these change does not necessarily result in C-Mobility. Intrinsically, the sensor nodes monitor the effect of U-Mobility. They negotiate with other nodes and estimate the future U-Mobility given certain U-Mobility models so as to find a collective most efficient strategy to cover the points of interest at the end of \( T \).

**Algorithm 1** Operation of Sensor Node \( i \)

Initialize dominate set \( D_i^0 \) and energy \( e_i^3 \)

\( t \leftarrow 0 \)

while \( e_i^3 > 0 \) do

Update \( D_i \) by corporation with neighbor nodes;

Find the closest feasible target cell for C-Mobility;

Move in U-Mobility and C-Mobility;

\( t \leftarrow t + 1 \)

end while

The above distributed algorithm is executed at each sensor node. We can interpret it in the following way. At every time
slot, a node first searches for the possible advantage of U-Mobility (upgrading its dominating set with neighboring nodes); it then computes the best way to take this advantage (finding a closest feasible target cell); and finally, the node predicts the advantage of U-Mobility in future and starts C-Mobility if necessary. The remaining task is to show the detailed designs of each step, such that the U-Mobility is better exploited and the energy consumption is balanced. We detail these designs in next section.

B. Updating Dominating Set

The objective of updating dominating set is to hold the coverage after the U-Mobility so that each point of interest will be dominated by a sensor node. The dominating set of a sensor node can change when this sensor is floating away by the U-Mobility. It can also change because that this sensor inherits the coverage responsibility from other nodes; or hands its coverage responsibility to other nodes. The sensor nodes update the coverage responsibility with neighboring nodes with concerns of residual energy.

In this paper, we call two nodes to be neighbors if they are within each other’s communication range \( R_c \). Assume point \((px, py)\) is covered by node \(i\) at time slot \(t\), there are two different cases to update \(D_i^t\):

CASE I: Let \(j\) be a neighbor of node \(i\). If the status of node \(j\) is “BUSY” and its target cell \((qx_j, qy_j)\) is within the sensing range of \((px, py)\), point \((px, py)\) could be removed from \(D_i^t\) and added into \(D_j^t\).

We select the node \(j\) which best fit for load balance. Formally, let \(B\) be the set of nodes that satisfies this condition, maximize \(e_j^t, j \in B\)

\[
\text{s.t.} \quad (1) \quad \text{node } j \text{ is ”BUSY”} \\
(2) \quad \sqrt{(ax_j - ax_i)^2 + (ay_j - ay_i)^2} \leq R_c \\
(3) \quad \sqrt{(qx_j - px_i)^2 + (qy_j - py_i)^2} \leq R_s
\]

This problem can be solved optimally by a greedy algorithm; and we choose the one with the maximum residual energy to inherit \((px, py)\) from node \(i\) as shown in Equ.(10).

In this case, node \(j\) does not need to pay anything to inherit \((px, py)\). However, such neighbor node may not be available. In more general situations, a node has to change its target cell to inherit the coverage of \((px, py)\).

CASE II: Let \(j\) be a neighbor of node \(i\). Define dominating set \(D_j^t\) as:

\[
D_j^t = D_j^t \cup \{(px, py)\}
\]

If the closest feasible target cell \((qx_j^+, qy_j^+)\) for \(D_j^t\) to \((ox_j, oy_j)\) exists at the beginning of time slot \(i\), node \(j\) is able to inherit the coverage of \((px, py)\) from node \(i\).

For a node \(j\) whose dominating set has \((px, py)\), define dominating set \(D_j^t\) as:

\[
D_j^t = D_j^t \setminus \{(px, py)\}
\]

Obviously a feasible target cell \((qx_j^-, qy_j^-)\) for \(D_j^t\) exists. The difference between selecting \((qx_j^+, qy_j^+)\) or \((qx_j^-, qy_j^-)\) is the extra cost that node \(j\) needs to pay if it decide to inherit the coverage of \((px, py)\) from node \(i\).

Figure 3 illustrates CASE II by an example. Node \(i\) moves from \((7, 3)\) to \((7, 2)\) and loses the coverage of the point of interest \((px, py) = (6, 5)\). Node \(j\) has the dominating set \(D_j^t = \{2, 4\}\) and the corresponding target cell is \((qx_j, qy_j) = (3, 3)\) which can not cover \((px, py) = (6, 5)\).

Node \(j\) can adjust its target cell to \((qx_j^+, qy_j^+) = (4, 4)\) to cover the original points of interest from \(D_j\) and \((px, py)\) at the same time. Thus, node \(j\) is a potential node that could inherit \((px, py)\) from node \(i\) but it may need to take more steps to move to the new target cell.

There might be many potential nodes which could inherit the coverage of \((px, py)\); and they have different costs. Let \(f_{ox, oy}(qx, qy)\) denote the energy cost for a node to move from \((ox, oy)\) to target cell \((qx, qy)\) (we will introduce how to calculate \(f\) in next section). For every potential node \(j\), the extra energy cost to inherit coverage of \((px, py)\) is:

\[
\Delta_j = f_{ox, oy}(qx_j^+, qy_j^+) - f_{ox, oy}(qx_j^-, qy_j^-)
\]

(13)

Again, we choose the node with the maximum residual energy that is deducted by \(\Delta\) for load balancing purpose: maximize \(e_j^t - \Delta_j\)

\[
\text{s.t.} \quad (1) \quad \sqrt{(ax_j - ax_i)^2 + (ay_j - ay_i)^2} \leq R_c \\
(2) \quad \exists (qx_j^+, qy_j^+), (qx_j^-, qy_j^-) \text{ is the closest feasible target cell for } D_j^t
\]

(14)

Obviously node \(j = i\) is one of the potential nodes which can inherit \((px, py)\) from node \(i\). Therefore, solution exists in CASE II. It can be guaranteed that at every time slot the union of the dominate sets is \(I\), as shown in Lemma 1.

Lemma 1: At every time slot \(t\), the union of the dominating sets \(D_i^t\) from all sensor nodes equals to the set of points of interest \(I\):

\[
\forall t \geq 0, \quad \bigcup_{1 \leq i \leq n} D_i^t = I
\]

(15)

Proof: For \(t = 0\), it holds based on the problem assumption in Equ.(7). Assume the lemma holds for \(t = k\):

\[
\bigcup_{1 \leq i \leq n} D_i^k = I
\]

For \(t = k + 1, \forall i, \forall p \in D_i^k, p\) will be either in \(D_i^{k+1}\) or \(D_j^{k+1}\) while node \(j\) is selected by the approach above
according to the process of “updating dominating set”. Thus, we have:
\[
\bigcup_{1 \leq i \leq n} D_i^{k+1} = \bigcup_{1 \leq i \leq n} D_i^k = I
\] (16)

The lemma holds by induction.

C. Find the Closest Feasible Target Cell

Every time a sensor node updates its dominating set, or the current location of this sensor node is changed, it needs to recalculate the feasible target cells that it should move to for covering this dominating set. The objective is to find the feasible target cell that is optimized in terms of moving distance from its current location to this target cell.

We have on purposely delayed the description of the closest feasible target cell. If there is no U-Mobility, or the pattern of U-Mobility is entirely unknown, we use the shortest path from \((ox, oy)\) to \((qx, qy)\) as the estimated energy cost for the weights of the feasible target cells:
\[
f_{ox, oy}(qx, qy) = |qx - ox| + |qy - oy|
\] (17)

However, different U-Mobility patterns may seriously affect the weight of the path and the selection of the target cell. Let \((U_x(x, y), U_y(x, y))\) denote the expected cell that the node will move from \((x, y)\) in one time slot under a U-Mobility pattern. Given this \(U\), we construct a weighted direct graph \(G(V, E, W)\) such that:
\[
V = \{v_i = (x_i, y_i) \mid \text{cell} (x_i, y_i) \text{in the region}\}
\]
\[
E = \{(v_i, v_j) \mid |x_j - U_x(x_i, y_i) + |y_j - U_y(x_i, y_i)| \leq V_c\}
\]
\[
W = \{w_{ij} = |x_j - U_x(x_i, y_i) + |y_j - U_y(x_i, y_i)||\}
\] (18)

If the U-Mobility is known in advance and shows a long term behavior, the shortest path between any pair of two cells are calculated at the initial stage in graph \(G(V, E, W)\). In our simulation, we will see the effect of the two U-Mobility models discussed in Section IV.

D. Move in U-Mobility and C-Mobility

After finding the closest feasible target cell, a node may start to move. We would like to clarify that the closest feasible target cell is a macro target but it is usually not reachable in one time slot. After each time slot the status (the dominating set and the closest feasible target cell) of the sensor node can change. In local movement, the sensor node still can take advantage of the U-Mobility on the fly.

CASE I: If node \(i\) is “IDLE” at time \(t\), it only moves in U-Mobility. The energy cost of node \(i\) for this time slot is zero: \(e_i^{t+1} = e_i^t\).

CASE II: If node \(i\) is “BUSY” at time \(t\), it will move both in U-Mobility and C-Mobility.

Let \(tx_i^t\) and \(ty_i^t\) be the number of steps that node \(i\) will move along X-axis and Y-axis separately in C-Mobility during this time slot. After C-Mobility, at the end of time slot \(t\) (or beginning of time slot \(t+1\)), we could obtain the new position of node \(i\) by:
\[
\begin{align*}
|ox|^{t+1} &= U_x(ox_i^t, oy_i^t) + tx_i^t \\
|oy|^{t+1} &= U_y(ox_i^t, oy_i^t) + ty_i^t
\end{align*}
\] (19)

Intuitively, we prefer to select such a pair of \((tx_i^t, ty_i^t)\) that could minimize the total cost of energy moving from \((ox_i^t, oy_i^t)\) to \((qx_i^t, qy_i^t)\). Meanwhile, \((tx_i^t, ty_i^t)\) should not exceed the maximum velocity of \(V_c\) and guarantee node \(i\) could reach the target cell in time after this C-Mobility:
\[
\begin{align*}
\text{minimize} \ (|tx_i^t| + |ty_i^t| + f_{ox_i^t, oy_i^t}(qx_i^t, qy_i^t)) \\
\text{s.t.} \ (1) \ |tx_i^t| + |ty_i^t| \leq V_c \\
(2) \ (qx_i^t, qy_i^t) \text{is still a feasible target cell at the beginning of time slot } t+1
\end{align*}
\] (20)

Condition (1) in Eqn. (20) indicates the velocity constraint of C-Mobility while condition (2) guarantees the node could arrive at the target cell in time with this C-Mobility. Once the shortest path on \(G(V, E, W)\) is found, \((tx, ty)\) could be determined by the subsequent node on the shortest path. We also notice that CASE I is actually a special case for CASE II while \((tx, ty) = (0, 0)\) is a best solution.

Lemma 2: At the end of every time \(t\), for every node \(i\), there exists a feasible target cell \((qx_i^t, qy_i^t)\) for \(D_i^t\).

Proof: We just need to prove that there exists at least one pair of \((tx_i^t, ty_i^t)\) which satisfies the conditions in Eqn. (20) so that \((qx_i^t, qy_i^t)\) is a feasible target cell at the beginning of time slot \(t+1\) (the end of time slot \(t\)).

Let \(x' = U_x(ox_i^t, oy_i^t)\) and \(y' = U_y(ox_i^t, oy_i^t)\), according to the maximum velocity of U-Mobility, we could obtain:
\[
\begin{align*}
|ox_i^t - x'| + |oy_i^t - y'| &\leq V_u \\
\Rightarrow \ &-V_u \leq (|ox_i^t - x'| - |qx_i^{t+1} - x'|) + (|qy_i^{t+1} - y'| - |oy_i^t - y'|) \leq V_u
\end{align*}
\] (21)

We have two different cases to analyze:

1) If \(|x' - qx_i^{t+1}| + |y' - qy_i^{t+1}| \leq V_c\)

Let \(tx_i^t = qx_i^{t+1} - x'\) and \(ty_i^t = qy_i^{t+1} - y'\) which could satisfy the velocity constraint of C-Mobility.
\[
\begin{align*}
|ox_i^{t+1} - qx_i^{t+1}| + |oy_i^{t+1} - qy_i^{t+1}| &
= \ |x' + tx_i^t - qx_i^{t+1}| + |y' + ty_i^t - qy_i^{t+1}| \\
&= \ |x' + (qx_i^{t+1} - x') - qx_i^{t+1}| + |y' + (qy_i^{t+1} - y') - qy_i^{t+1}| \\
&= 0
\end{align*}
\] (22)

Thus \((V_c - V_u) \times [(t+1)^2 - (t+1) + 1] \geq |ox_i^{t+1} - qx_i^{t+1}| + |oy_i^{t+1} - qy_i^{t+1}| = 0\)

In this case, we have a solution \((tx_i^t, ty_i^t) = (qx_i^{t+1} - x', qy_i^{t+1} - y')\) to guarantee \((qx_i^{t+1}, qy_i^{t+1})\) is a feasible target cell at the beginning of time slot \(t+1\).

2) If \(|x' - qx_i^{t+1}| + |y' - qy_i^{t+1}| > V_c\)

In this case, there must exists a pair of value \((x^*, y^*)\) so that:
\[
\begin{align*}
(6) \ \text{min} (y^*, qy_i^{t+1}) &\leq y^* \leq \text{max} (y^*, qy_i^{t+1}) \\
(3) \ |x^* - x'| + |y^* - y'| \leq V_c \\
(3) \ |x^* - x'| + |y^* - y'| \leq V_c
\end{align*}
\] (23)

Let \(tx_i^t = x^* - x'\) and \(ty_i^t = y^* - y'\), we could obtain:
\[
\begin{align*}
\ &(|qx_i^{t+1} - ox_i^t| + |qy_i^{t+1} - oy_i^t|) - \\
&(|ox_i^{t+1} - ox_i^t| + |oy_i^{t+1} - oy_i^t|) \\
= \ |(qx_i^{t+1} - qx_i^{t+1}) + |qy_i^{t+1} - qy_i^{t+1}| - |ox_i^{t+1} - x'| + |qy_i^{t+1} - qy_i^{t+1} - |oy_i^{t+1} - y'|) \\
= \ |qx_i^{t+1} - ox_i^t| - |qy_i^{t+1} - x'| + |qy_i^{t+1} - oy_i^t - |qy_i^{t+1} - y'| + V_c \\
\geq \ V_c - V_u
\end{align*}
\] from (21) (24)

Since \((qx_i^{t+1}, qy_i^{t+1})\) is feasible at the beginning of time slot \(t\), we have:
The current location \((ox, oy)\) of a sensor node is obtained by GPS or other mechanisms at the beginning of every time slot. For \((qx, qy)\) and \((tx, ty)\), one may consider their relationship to be that \((qx, qy)\) is the final destination at the end of the period \(T\) and \((tx, ty)\) is the next hop. Notice, however, that \((qx, qy)\) is also changing if \(D\) changes. To avoid the collision in updating dominating set, each node works as follows:

1) Node \(i\) broadcasts a Query message to its one-hop neighbor nodes to claim that it is querying for some node to take the responsibility to cover \((px, py)\):

\[
i \Rightarrow \text{neighbors Query } | \ i \ | \ (px, py)
\]

2) Node \(j\) receives this Query message and finds that it is possible to add \((px, py)\) in its dominating set \(D_j\). Then, node \(j\) sends a Response message back to node \(i\) with the status of node \(j\) and the cost to inherit \((px, py)\):

\[
j \Rightarrow i \ \text{Response} | \ j \ | \ (px, py) \ | \ \text{status} \ | \ \text{evaluating value}
\]

3) For all the Response node \(i\) receives, it ranks the candidates according to the cost metric defined in section V. Node \(i\) will then send a Request message to request a node in the candidate list in order to inherit \((px, py)\):

\[
i \Rightarrow j \ \text{Request} | \ i \ | \ (px, py)
\]

4) After receiving a Request message, node \(j\) will make a decision based on current dominating set to see whether it can accept this request (e.g., if node \(j\) has accepted a request from other node at this time, the dominating set maybe changed so the re-judgement is necessary) and send a feedback to node \(i\):

\[
j \Rightarrow i \ \text{Req_Accept} | \ j \ | \ (px, py)
\]

\[
j \Rightarrow i \ \text{Req_Reject} | \ j \ | \ (px, py)
\]

Node \(i\) will send requests to the nodes in candidate list until a Request_Accept is received or the end of the list is reached.

We will evaluate our protocol and show that it has a low average communication overhead by simulation.

### VII. PERFORMANCE EVALUATION

#### A. Simulation Settings

We evaluate our SSC in an event driven simulator. The default values of our simulation are as follows. We deploy 500 sensor nodes in a region of 500m \( \times \) 500m for the random ring model, and 1600m \( \times \) 400m for the meandering model. Each cell for computation is a square of 5m \( \times \) 5m. In both models, 1000 points of interest are randomly and uniformly distributed in the region. For the mobile sensor nodes, the sensing range is \(R_s = 50m\) and the default communication range \(R_c = 100m\). We adopt the movement parameters similar to Starbug AUV [10]. The maximum speed of Starbug is 1.5m/s (3 knots), i.e., \(V_c = 1.5m/s\). The battery allows a continuous movement for a distance of 7500m. The maximum velocity of U-Mobility is \(V_u = 0.5m/s\) [8]. We set one time slot as 100 seconds (e.g. \(t = 100s\)) and time interval \(T = 10t\). The system lifetime is the first sensor node that the energy is depleted. We use the standard deviation \(\sigma(t)\) of the residual energy to represent the energy balance among sensors at time \(t\).

#### TABLE I

<table>
<thead>
<tr>
<th>Description</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOMINATING SET</td>
<td>(D)</td>
</tr>
<tr>
<td>CURRNT LOCATION</td>
<td>((ox, oy))</td>
</tr>
<tr>
<td>TARGET CELL</td>
<td>((qx, qy))</td>
</tr>
<tr>
<td>TIME SLOT</td>
<td>((tx, ty))</td>
</tr>
</tbody>
</table>

The current location \((ox, oy)\) of a sensor node is obtained by GPS or other mechanisms at the beginning of every time slot. For \((qx, qy)\) and \((tx, ty)\), one may consider their relationship to be that \((qx, qy)\) is the final destination at the end of the period \(T\) and \((tx, ty)\) is the next hop. Notice, however, that \((qx, qy)\) is also changing if \(D\) changes. To avoid the collision in updating dominating set, each node works as follows:

1) Node \(i\) broadcasts a Query message to its one-hop neighbor nodes to claim that it is querying for some node to take the responsibility to cover \((px, py)\):

\[
i \Rightarrow \text{neighbors Query } | \ i \ | \ (px, py)
\]

2) Node \(j\) receives this Query message and finds that it is possible to add \((px, py)\) in its dominating set \(D_j\). Then, node \(j\) sends a Response message back to node \(i\) with the status of node \(j\) and the cost to inherit \((px, py)\):

\[
j \Rightarrow i \ \text{Response} | \ j \ | \ (px, py) \ | \ \text{status} \ | \ \text{evaluating value}
\]

3) For all the Response node \(i\) receives, it ranks the candidates according to the cost metric defined in section V. Node \(i\) will then send a Request message to request a node in the candidate list in order to inherit \((px, py)\):

\[
i \Rightarrow j \ \text{Request} | \ i \ | \ (px, py)
\]

4) After receiving a Request message, node \(j\) will make a decision based on current dominating set to see whether it can accept this request (e.g., if node \(j\) has accepted a request from other node at this time, the dominating set maybe changed so the re-judgement is necessary) and send a feedback to node \(i\):

\[
j \Rightarrow i \ \text{Req_Accept} | \ j \ | \ (px, py)
\]

\[
j \Rightarrow i \ \text{Req_Reject} | \ j \ | \ (px, py)
\]

Node \(i\) will send requests to the nodes in candidate list until a Request_Accept is received or the end of the list is reached.

We will evaluate our protocol and show that it has a low average communication overhead by simulation.
We evaluate both the meandering model and the random ring model for U-Mobility. The simulation results are the average of 10 randomly conducted experiments.

B. Network Lifetime and Balance of Energy

We first compare the SSC to the back-to-original reposition scheme that we presented in Section III.B under random ring model. We evaluate our SSC in two communication range settings, i.e., 100m and 200m (notice that the sensing range does not change). In Fig. 4, Y-axis is the minimal residual energy of the sensor nodes in the network. It is normalized to represent the remaining distance a node can travel. Clearly, the minimum energy of the back-to-origin scheme decreases much faster and the system lifetime is only around $25 \times 10^3$s. Our SSC algorithm has a system lifetime of $90 \times 10^3$s, a more than three-time improvement. If the communication range is 200m, the lifetime is improved further to $180 \times 10^3$s, i.e., around 45 hours.

Fig. 5 illustrates SSC better balances the residual energy of the sensor nodes. The standard deviation of the residual energy is very small compared with the back-to-origin scheme. More interestingly, as time evolves, the increase of the standard deviation almost flattened. This shows that our SSC is able to scale better. This is further verified by Fig. 6, where we show the distribution of the residual energy at the end of the system lifetime. We can see that the residual energy of most sensor nodes can only support a traveling distance of less than 1000 meters in SSC, i.e., less than 15% of the energy reserve. As a comparison, in the back-to-origin scheme, many sensor nodes have significant residual energy left.

C. Communication Range and Overhead

We see in Fig. 7, the system lifetime increases as the communication range increases. This is because that the sensor nodes are able to find more neighboring nodes and make better decisions. When the communication range is above 200m, however, improvement is marginal. It is not surprising as the sensing range and velocity of a sensor node have a limit. Therefore, seeking help from sensors that are far away is not helpful. This locality property strongly support our distributed protocol design against a design of overall optimization.

Though we neglect the communication cost in the design of C-Mobility, we evaluate the communication overhead of our protocol as large overhead will affect the protocol latency and increase packet collisions and retransmission. There are five main types of packets in our protocol: Query, Response, Request, Req_Accept and Req_Reject. From Fig. 8, we can see that there is a bell shape for the number of packets generated during each time period $T$. During the initial period the sensor nodes are losing their positions and are more and more aggressively negotiating with the candidate nodes that can exchange the dominating set. After that, the number of “BUSY” nodes increases and less dominating set updates happens as compared with the “IDLE” state. Notice that every time $T = 10t$, the number of communication packets become zero which indicates no dominating set update happens. From another point of view, this verifies that our scheme guarantees the coverage. Fig. 8 shows that every node results less than 100 packets totally in one time slot. Since each time slot represents 100s, this is a very low communication requirement.

We compare the overhead of different communication range in Fig. 9. When the communication range doubles, we see that the overhead increases less than 4 times. This clearly shows the scalability of our protocol.

Fig. 10 compares the ratio of Request and Query. This indicates the number of collisions in each query. As we can see, the ratio is less than 1.5; this means that most nodes can find a proper node to inherit that cell by the first try.

D. Meandering Model

We then evaluate SSC for meandering current model. We see from Fig. 11 that though not as significant as the random ring model, SSC shows greatly increased (50% and 150% for two different CR respectively) lifetime than back-to-original scheme. From Fig. 12, we also see that SSC balance the energy consumption better. By looking into the details of the simulation data trace, we observe that the meandering model shows a much more deterministic jet behavior. All the sensor nodes are pushed more consistently in one direction. This makes the benefit of exploring the U-Mobility less significant. Considering an extreme case where all the sensor nodes are pushed straight towards one direction, then SSC will reduce to back-to-origin as the sensor nodes have no choice other than going back. Nevertheless, our simulation results have clearly shown that exploiting the benefit of the U-Mobility.

VIII. Conclusion

In this paper, we for the first time study a double mobility coverage problem for sea surface monitoring. Our problem is sharply different from previous works as we face both an uncontrollable mobility by the sea flows and a controllable mobility of the sensor nodes. We made an observation that U-mobility not only breaks the coverage of the sensor network but also sends the sensor nodes to the locations that may improve the coverage. Thus, the key target of this paper is by leveraging U-Mobility, to minimize the movement distance in C-Mobility and balance the energy consumption among all the sensor nodes to provide a guaranteed coverage of the points of interest. We proposed a distributed sea surface coverage (SSC) algorithm which leverage the advantage of the U-Mobility. The algorithm naturally addressed a set of difficulties, such as the limitation of the velocity of the mobile sensor nodes, and the balance of energy consumption. We proved that the algorithm guarantees coverage. A distributed protocol was then developed that addressed a set of practical concerns, e.g., competition of transferring the coverage responsibility to other nodes. Our simulation results demonstrated that SSC can extend the system lifetime over a back-to-origin scheme under various configurations significantly.
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