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Abstract – Internet security finds it difficult to keep the information secure and to maintain the integrity of the data. Sending messages over the internet secretly is one of the major tasks as it is widely used for passing the message. In order to achieve security there must be some mechanism to protect the data against unauthorized access. A lossless data hiding scheme is proposed in this paper which has a higher embedding capacity than other schemes. Unlike other schemes that are used for embedding fixed amount of data, the proposed data hiding method is block based approach and it uses a variable data embedding in different blocks which reduces the chances of distortion and increases the hiding capacity of the image. When the data is recovered the original image can be restored without any distortion. Our experimental results indicate that the proposed solution can significantly support the data hiding problem. We achieved good Peak signal-to-noise ratio (PSNR) while hiding large amount of data into smoother regions.
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I. INTRODUCTION

One of the most important issues arising out of the wide spread use of internet is the security of information. Cryptography has long been used to maintain the secrecy of the data. There are a number of algorithms to encrypt and decrypt a message. However, sometimes it is not enough to keep a secret message. It is essential that except for the intended receiver of the message, no one should even come to know that any communication is taking place.

Nowadays there has been a rapid development in the internet and its technology, the individual prefers internet as the primary medium for communication between one parts of the world to another. There are many possible ways to transmit the data across the internet: via e-mails, chats, video streaming, video calling, etc. Internet has made the transmission of the data very simple, fast and accurate. Internet has both its merits and demerits as the intended users can view the information and one who is not intended can also do. Thus in order to make it visible only to the intended users, we must have some method such that people who are not intended may be prevented from viewing information directly. Thus we can say that one of the main problems with sending the data over the internet is ‘security threat’ posed, in other words personal or confidential data can be stolen or hacked in many ways. Therefore it becomes very important to take data security into consideration. It is one of the most essential factors that need attention during the process of sending or receiving of data.

Before proceeding further it is necessary to understand the conceptual difference between cryptography and steganography. Cryptography conceals information by encrypting it into cipher text and transmitting it to the user using an unknown key, whereas steganography hide the cipher text into a seemingly invisible image or other formats. The word steganography is of Greek origin which means “covered or hidden writing” [1]. Steganography is the art and science of writing hidden messages in such a way that no one, apart from the sender and intended recipient, suspects the existence of the message, a form of security through obscurity. It is therefore a book on magic. It is emerging in its peak because it does not attract anyone by itself.

Encrypting data into some form has been the most popular approach for protecting information, but this protection can be breached with enough computational power. An alternate approach to encrypting data is hiding it by making this information appear to be something else. This way only intended user can receive a true content. In particular, if the data is hidden inside an image then everyone but our intended users or the person it is meant for can view it as a picture which is transmitted. At the same time he/she could still retrieve the true information while the unintended people would view it only as an image.

Data hiding has its application in various areas due to the image being the most common digital media transmitted over the internet. Thus practically, it is very difficult for an unwanted user to masquerade the information that is transmitted over the channel by checking each and every image as it is a very time consuming job. Thus it is quite a nice option to choose images to hide the data and send them over internet and the receiver can easily extract the information from image.

Two important properties of steganographic technique are perception and data hiding capacity. Steganography generally exploits human perception because human senses are not trained to look for file that has hidden information inside it. Therefore steganography disguises information from people who try to hack it. Data hiding capacity is the amount of information that can be hidden in the cover
object. The cover object means the image that we use for embedding the data and the stego object means the image obtained after embedding the data into cover object.

The different types of steganography techniques are substitution, transform domain, spread spectrum, statistical and distortion techniques and cover generation techniques. Substitution techniques replace the least significant bit of each pixel in the cover file with bits from the secret document. The transform domain techniques hide secret information in the transform space (like frequency domain) by modifying the least significant coefficient of the cover file. Most of the research work done in the area of transform domain embedding is focused on taking the advantage of redundancies in Discrete Cosine Transformation (DCT). Spread spectrum techniques spread hidden information over different bandwidths. Even if the parts of the message are removed from several bands, there would still be enough information present in other bands to make out the message. Statistical techniques change several statistics of the cover file and then split it into blocks where each block is used to hide one message bit. The most obvious limitation to these techniques is that the cover image must be very largely compared to the secret information it is going to carry fixed payload over the image. We can hide large amount of information in multiple files but it could lead to suspicion. Therefore, it is very important to use only one image file to hide the entire secret information.

Each application using information hiding technique has different requirements depending on the purpose of the application. Generally, there are four issues that we encounter while designing the algorithm: perceptibility, payload, security, robustness, and they are common to most applications. Because there are tradeoffs existing between those requirements, it is very challenging to design an algorithm that satisfies all the four requirements.

Hiding a fixed amount of data in the image may give a uniform distribution of data but it makes the image more suspicious for the attackers as the changes in the image are visible. We need to check the image by the means of threshold and make sure it is able to adapt to the amount of data that we want to embed into it. If we do not perform this step then it may result in loss of information or poor embedding of data. Also we have to select such an image which does not have large sharp details. We present a simplified embedding algorithm based on difference expansion, which is capable of minimizing the distortion of the stego-image presents in the traditional difference expansion algorithms. The main principle underlying the proposed framework is blocks and centralized difference expansion. In the framework, the original cover image is partitioned into continuous non-overlapping blocks. The bits embedded in each block depend on its block size and the image complexity. A new approach is employed to find the image complexity of each image block, and all the blocks are categorized into three levels according to their block intensity values. Finally varying amounts of data are assigned to image blocks at different intensity levels. Although there are three types of blocks in the embedding procedure, only 1 bit is required to record these three blocks. This way, the proposed method can reach a higher hiding capacity while maintaining good visual quality of the stego-image. Our major concern is that the image should not show any visual effects and it carries as much data as possible. Some other approaches can also be utilized with to enhance the algorithm [2-9].

This paper is outlined as follows: section 2 provides some of the core concepts used in image steganography and presents a survey of efforts done by researchers in the past to address this problem; section 3 describes the framework for the scanning the image as well as embedding and extracting the data; section 4 discusses the result and compare it with classical approach; finally section 5 summarizes the novelties, achievements and limitations of the proposed solutions and indicate some future directions.

II. LITERATURE REVIEW

In this section, we focus on the previous work done by several researchers in the area of data hiding, steganography and steganalysis. Data hiding and steganography can be seen as instances of the image security. People have been resorting steganography or information hiding since Greek times. However, digital steganography is a relatively new research field. Since being undetectable is one of the essential requirements for steganographic applications, steganography and steganalysis techniques are evolving in competition with each other.

The aims of improving the original DE (data embedding) proposed by researchers are twofold: first is to make the embedding capacity as high as possible, second is to make the visible distortion as low as possible. To achieve high embedding capacity, the reviewed schemes adopted three different approaches: (i) simplifying the location map in order to increase its hidden capacity, (ii) embedding payload without location map, and (iii) expanding differences more than once which allows more data to be embedded. Meanwhile, the visual quality may be enhanced by: (i) using a predefined threshold T, (ii) selecting smooth areas to embed data, and (iii) using sophisticated classification functions. However, there is a tradeoff between distortions and embedding capacity. If distortion is minimized, lesser data can be embedded. On the other hand, if the embedding capacity is increased, it results in low visible quality.

Most of the researchers in the field of data hiding or image steganography have considered capacity and robustness as a key for their approach. Some of them have considered both and some of them have considered them individually. In most of the techniques, fragile images are used which is of no use after the extraction of data and it can’t be restored to the original state. The major part of the research attention has been paid to the perception part of the topic rather than that of capacity.

Recently, Li et al. [10] proposed a reversible data hiding (RDH) scheme based on two-dimensional difference-histogram modification by using difference-pair-mapping (DPM). First, by considering each pixel-pair and its context, a sequence consisting of pairs of difference values is computed. Then, a two-dimensional difference-histogram is generated by counting the frequency of the resulting difference-pairs. Finally, reversible data embedding is implemented according to a specifically designed DPM.
Where, the DPM is an injective mapping defined on difference-pairs. It is a natural extension of expansion embedding and shifting techniques used in current histogram-based RDH methods.

Faragallah [11] proposed quadruple difference expansion-based reversible data hiding method for digital images which is characterized by two aspects. First, reversible data hiding scheme is enhanced to exhibit data hiding in color palette images. Second, the embedding level is improved by using quadruple difference expansion to guarantee the embedding of 2-bit data into color images. But they have not considered the level of the details present in the image and hide 2-bit at each place (i.e. smoother and non-smoother areas) which is a drawback of this approach.

In the this section, we discuss several approaches used by researchers [12-22] with the aim of being aware to the latest research carried out our focus is on those related to the formulated problems in this paper.

A. Literature Survey

The word steganography is originally derived from Greek words which mean “Covered Writing”. It has been used in various forms for thousands of years. In the 5th century BC, Histiaicus shaved a slave’s head, tattooed a message on his skull and the slave was dispatched with the message after his hair grew back [23-25]. In Saudi Arabia at the King Abdulaziz City of science and technology, a project was initiated to translate some ancient Arabic manuscripts into English on secret writing which are believed to have been written 1200 years ago. Some of these manuscripts were found in Turkey and Germany [26].

Color palette based steganography exploits the smooth ramp transition in colors as indicated in the color palette. The LSBs here are modified based on their positions in the palette index. Johnson and Jawdaj [23] were in favour of using BMP (24 bit) instead of JPEG images. Their next-best choice was GIF files (256-color). BMP as well as GIF based steganography apply LSB techniques, while their resistance to statistical counter-attacks and compression are reported to be weak. BMP files are bigger as compared to other formats which render them improper for network transmissions. However JPEG images were avoided at the beginning because of their compression algorithm which does not support a direct LSB embedding into the spatial domain.

One of the earliest methods to discuss digital steganography is credited to Kurak and McHugh [27]. They proposed a method which resembles embedding into the 4 LSBs (least significant bits). They also examined image downgrading and contamination which is now known as image based steganography. Provos and Honeyman [24], at the University of Michigan, scrutinized three million images from popular websites looking for any trace of steganography. They have not found a single hidden message. Embedding hidden messages in video and audio files is also possible. Examples exist in [28] for hiding data in music files, and even in a simpler form such as in Hyper Text Markup Language (HTML), executable files (.EXE) and Extensible Markup Language (XML) [29].

Vleeschouwer et al. [30] solved the problem of salt-and-pepper noise artifact by using a circular interpretation of bijective transformation. The proposed algorithm guarantees the coherence of the transformation interpretation and, consequently, ensures total reversibility. To improve the performance of Fridrich et al.’s scheme in terms of message bits, Celik et al. [31] presented a high capacity, low distortion reversible data embedding algorithm by compressing quantization residues. Images can be obtained after a quantization process and then the CALIC lossless compression algorithm is used to get the compressed residues. The remainder of the compression space is used to hide the secret message. In addition, Ni et al. [32] utilizes zero or minimum point of histogram. If the peak is lower than the zero or minimum point in the histogram, it increases pixel values by one higher than the peak values to lower than the zero or minimum point in the histogram. While embedding, the whole image is searched thoroughly. Once a peak-pixel value is encountered, if the bit to be embedded is ‘1’ the pixel is added by 1, else it is kept intact. The algorithm essentially does not follow the general principle of lossless watermarking. The advantages of this algorithm are (i) it is simple, (ii) it always offers a constant PSNR 48.0dB, (iii) distortions are quite invisible, and (iv) its capacity is high. The disadvantage is that the algorithm is time consuming because it searches the image several times. Tian suggested multiple-layer embedding in order to achieve larger embedding capacity [33]. For example, the second layer embedding would take place in the orthogonal direction, where the difference image is obtained by performing integer Haar wavelet transform on the embedded image in column direction. If the capacity of the two-layer embedding is still insufficient for the payload, a third layer embedding is needed. One performs integer Haar wavelet transform in row direction again and repeats the embedding operation. Such a process continues until the total embedding capacity is large enough for the payload. However, multiple-layer embedding results in some unexpected problems. First, image quality (in terms of peak signal-to-noise ratio (PSNR)) drops greatly after the first layer embedding due to the use of large differences. Second, the new difference image has smaller embedding capacity than its predecessor. Each layer-embedding progressively decreases the correlation not only in the embedding directions but also of the neighborhood.

In [34], a lot of secret data bits are hidden in a vector. After the difference of that vector is expanded the difference expansion by generalized integer transform to make it work for more than two pixels per vector with k-1 bits of secret data hidden into k pixels. However when it is pixel pair difference expansion or difference expansion for more than two pixels, there is additional information to save this keeps track of the characteristics of a vector. In this case, a location map is needed because it records the characteristics of a vector.

Maniccam and Bourbakis [35] presented a lossless image compression and information hiding scheme. In their methodology, they have performed both lossless compression and encryption schemes which are based on known SCAN patterns generated by the SCAN methodology. This SCAN is a formal language based two-
dimensional spatial accessing methodology which can efficiently specify and generate a wide range of scanning paths or space filling curves. This algorithm has lossless image compression and encryption abilities. The only advantage of simultaneous lossless compression and strong encryption makes the methodology very useful but the drawback of the methodology is that compression-encryption takes longer time.

Paulson [36] reported that a group of scientists at Iowa State University were focusing on the development of an innovative application which they call ‘Artificial Neural Network Technology for steganography (ANNTS)’ aimed at detecting all present steganography techniques including DCT, DWT and DFT. The inverse discrete Fourier transform (iDFT) encompasses round-off error which renders DFT improper for steganography applications.

Abdelwahab and Hassaan [37] proposed a data hiding technique in the DWT domain. Both secret and cover images are decomposed using DWT (1st level). Each of which is divided into disjoint 4 X 4 blocks. Blocks of the secret image fit into the cover blocks to determine the best matches. Afterwards, error blocks are generated and embedded into coefficients of the best matched blocks in the HL of the cover image. But the extracted payload is not totally identical to the embedded version as the only embedded and extracted bits belong to the secret image approximation while setting all the data in other sub images to zeros during the reconstruction process.

In [38], authors used a spatial domain technique in producing a fingerprint secret sharing steganography for robustness against image cropping attacks. The logic behind their proposed work is to divide the cover image into sub-images and compress and encrypt the secret data. The resulting data is then sub-divided in turn and embedded into those image portions. To recover the data, a Lagrange Interpolating Polynomial is applied along with an encryption algorithm. The computational load was high, but their algorithm parameters, namely the number of sub-images (n) and the threshold value (k) were not set to optimal values leaving the reader to guess the values. Data redundancy that they intended to eliminate does occur in their stego-image.

Lin et al. [39] created a method to restore the marked image to its pristine state after extracting the embedded data. They achieved this by applying the pick point of a histogram in the difference image to generate an inverse transformation in the spatial domain. The example shown in their hiding phase section might not be sufficient to verify the accuracy of the algorithm. Some questions remain unanswered such as what happens when we have two peak points instead of one? On which criterion will we base our selection? It is very likely that after the subtraction process we will have some values that collude with the peak value which confuses the extraction of the embedded data.

Wu and Shih [40] presented a GA-based algorithm which generates a stego-image to break the detection of the spatial domain and the frequency-domain steganalysis systems by artificially counterfeiting statistical features. This is the first paper of utilizing the evolutionary algorithms in the field of steganographic systems. Time complexity, which is usually the drawback of genetic based algorithms, is not discussed in this paper. They have only mentioned that the process is repeated until a predefined condition is satisfied or a constant number of iterations are reached.

Raja et al. [41] used wavelet transforms that map integers to integers instead of using the conventional wavelet Transforms. This overcomes the difficulty of floating point conversion that occurs after embedding. Some other approaches also can be employed to improve the performance [42-48].

### III. PROPOSED METHODOLOGY

A good image steganography approach aims at concealing the highest amount of data in an image while maintaining its imperceptibility so that its visual quality is not hampered or least affected. The least significant bit scheme is one of the simplest and easily applicable data hiding methods, where bits of secret data are directly embedded in the least significant bits of each image pixel. In traditional data embedding schemes, the exact original image cannot be recovered after data embedding. Compared with loss prone embedding methods, reversible data embedding methods embed a fixed payload into a digital content in a reversible fashion. After embedding, the image changes very little or looks no different.

Another obvious feature of reversible data embedding is the reversibility, that is, when the digital content has been used for the purpose it was embedded, one can extract the embedded data and restore the original content. There are a number of challenges that must be addressed to perform data hiding in images. The issues that we must keep in mind while designing the algorithm are perceptibility, payload, security and robustness. We must maintain a trade-off among all these and find a better solution to the problems encountered in data hiding.

---
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**Fig. 1. Data Hiding and Extraction Process**
Steganography techniques aim at secretly hiding data in a multimedia carrier such as text, audio, image or video, without raising any suspicion of alteration to its contents. The original carrier is referred to as the cover object. In this work, we mainly focused on image steganography. Therefore, the term cover object now becomes cover image.

Figure 1 illustrates a basic information hiding system in which the embedding technique takes a cover image and a secret image as inputs and produces as output a stego image. The receiver side carry out the extraction process to retrieve the secret message from the stego image sent over the communication links to the receiver.

The proposed approach is comprised of three steps as shown in Figure 1. In the first step secret message is generated and an image is being selected. If the image is too small for the data then another image is selected to make sure that the data gets embedded into the image. In the second step data embedding process is carried out. In the last step data is being extracted by the extraction algorithm and the original image and protected information are recovered.

A. Message generation and image selection

The basic step in data hiding is that first of all we should have a data or secret message to be hidden in any form i.e. it may be in the form of text or any other form. After getting the data we change its form to some digital form (i.e. binary). The algorithm to convert the message into binary array form is as follows:

1. Read and store the characters of a message in an array A.
2. Do for 1 to length of A
   a. Convert each character into its decimal value.
   b. Convert those values from decimal to binary value.
   c. Store these values in an array A’.
3. Store the length of A’ in L.

After we successfully converted the secret message into binary form, we know the total number of bits of the message that we need to embed into the image. Next we select an image and scan it to calculate the amount of data it can carry. If the message data is larger than the hiding capacity of the image then select different image otherwise continue with the same. The image that we are using here is called the cover image and the image obtained after embedding the data is known as the stego-image. Now, we have the data and the image in which the data is to be embedded.

B. Data embedding algorithm based on Difference Expansion

There are lots of redundancies in a digital image. If we change some pixel values to some extent, the appearance of the picture is similar to the original one. So, data embedding can be obtained by changing some pixel values in an image. The DE technique [33] reversibly embeds one bit data into two integers, which is explained in Figure 2. The DE technique uses the difference between two pixel values to embed one bit. Assuming there are two grayscale values $x = 206, y = 201$, we reversibly embed one bit $b = 1$. First the integer average and difference of $x$ and $y$ are computed,

\[
\begin{align*}
    l &= \lfloor(x+y)/2\rfloor \\
    h &= x - y
\end{align*}
\]

where the symbol $\lfloor \cdot \rfloor$ is the floor function meaning “the greatest integer less than or equal to”. Next the difference value $h$ is represented in its binary representation.

\[
    h = 5 = 101_2
\]

Then embedding bit $b$ is appended into the binary representation of $h$ after the least significant bit (LSB), and the new difference value $h'$ is obtained.

\[
    h' = 101_b = 1011_2 = 11
\]

Mathematically, this is equivalent to

\[
    h' = 2 \times h + b = 2 \times 5 + 1 = 11
\]

Finally the new grayscale values are computed, based on the new difference value $h'$ and the original integer average value $l$, and new two pixel values $x = 209, y = 198$ are obtained. After finishing this process, one bit is embedded into the two pixel values.

\[
\begin{align*}
    x' &= l + \lfloor(h' + 1)/2\rfloor = 203 + \lfloor(11 + 1)/2\rfloor = 209 \\
    y' &= l + \lfloor h'/2 \rfloor = 203 + \lfloor 11/2 \rfloor = 197
\end{align*}
\]

This method is focused on the data rather than the image as integrity of data is more important. In this technique, we have a text message that is to be hidden in the image and an image that is available in which the data is to be embedded. We consider that the image is of size ‘M x N’. We use the image in our computations as grey scale image. Further we need to consider a block of particular size let it be ‘m x n’. We also select a threshold value ‘T’ for keeping the image distortion free.

The image is divided into various non-overlapping blocks of size ‘m x n’. For each block we have various components in the block. We arrange them in increasing order, select the mid value and subtract all the values from this mid value. Some values give us positive result some give negative. In the next step, we select the maximum difference of all the values and compare it with a threshold in order to decide the amount of data that we can embed into
that block. The blocks are named as a, b and c. If a block belongs to type 'a', it means this block is located in a rather smooth area since the difference values are all very small. In this case, it is a very suitable block to hide more secret data bits here 3 bits of data may be embedded. Block 'b' belongs to the region of sharp detail or edges which can acquire only 1 bit of data and in the last block 'c' no secret data is embedded as to avoid distortion. We also use a record bit in order to identify the block after the embedding thus we set the record bit as 1 for all data embedded into block 'a' and record bit '0', for all data embedded into block 'b'. For block 'c', it is not needed. The input to this algorithm is an image and a secret message binary array threshold value. The output is the marked stego image. The process is carried out as shown in Figure 3.

5. Find the type of block (i.e a, b and c) using T and divide the image into smooth regions and edge regions on the basis of threshold and difference in pixel values.
6. We embed large data in smooth regions and less data in non-smooth regions. The conditions are as follows:
   a. If \( d_{\text{max}} < T/8 \), then it belongs to block 'a' and three bits can be embedded into each block with record bit being 1.
   b. If \( T/8 \leq d_{\text{max}} < T \), then it belongs to block 'b' and one bit can be embedded to each block with record bit being 0.
   c. If \( d_{\text{max}} \geq T \), then it belongs to the block 'c' and it is a non-embeddable block.
7. Output: an image with data embedded (i.e. stego image).

Data embedding process is illustrated in Figure 3 and can be summarized as follows: first of all non-overlapping blocks of a particular size are extracted from the image; then for a particular block, all the pixel values are sorted and mid value are subtracted from each pixel value. Maximum difference value is selected to decide the type of the block because the magnitude of the local differences can adequately describe the edges of the local regions of the image. According to the details of the edges using maximum difference value and a threshold value we decide the type of the block and further the number of bit to be embedded in that block. We are not embedding any information in that block which have very high level of edge details to avoid any degradation in the image.

C. Secret Data and Cover Image Extraction

In this method, now, we have a stego image containing secret information. We consider that this image is also of size ‘M x N’. In the next step, we need to consider a block of particular size let it be ‘m x n’ which is same as it was for the embedding part otherwise we would not be able to extract the data from it. We have prior knowledge of threshold value ‘T’ and we use its same value here also. The image is divided into various blocks of size ‘m x n’. For each block we have various components in the block. We arrange them in increasing order and select the mid value then subtract all the values from the mid values. Some values give us positive result while some give negative then we select the maximum difference of all the values and compare it with the threshold in order to decide the amount of data we can extract from that block. If a block belongs to type ‘a’, it means that this block is located in a rather smooth area since the difference values are all very small. In this case, it must contain 3 bits of concealed data in it. We check the record bit, if it is ’1’ we need to extract the data by subtracting the last 3 bit from the values of the component. Then with the help of the \( d_{\text{max}} \) we restore the image value to what it was earlier. On the other hand if the block is of type ‘b’ it contains only 1 bit of data and we extract this data in the same way as we extracted for the block ‘a’.

In this situation we only need to extract the LSB (Least Significant Bit) and check the record bit being '0'. For the blocks of type ‘c’, there is no secret data embedded. The input to this phase is a stego-image and a threshold value and the output is original restored cover image and the
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secret data. During the extraction process we also notice that we are able to recover the original cover image same as it was before. Thus, this suggests that there is no noise further added during the embedding other than the secret data embedded (see Figure 4).

### Secret Data Extraction Algorithm

1. Segment the stego image into non-overlapping blocks of size m x n.
2. Label components as v_k, v_1, ..., v_k, where k = mn - 1.
3. Find v_min and hence compute differences as d_1, d_2, ..., d_m, d_1, d_2, ..., d_n.
4. We already know threshold 'T' and 'd_max'.
5. Find the type of block (i.e a, b and c) using T and divide the image into smooth regions and edge regions on the basis of threshold and difference in pixel values.
6. We extract large data from smooth regions and less from non smooth regions. The conditions are as follows:
   a. If \( d_{max} < T/8 \), then it is block of type 'a' therefore three bits are to be extracted from each block with record bit being 1.
   b. If \( T/8 \leq d_{max} < T \), then it is 'b' type block and one bit can be extracted from each block with record bit 0.
   c. If \( d_{max} \geq T \), then the block belongs to type 'c' and no data can be extracted from such block.
7. Restore cover image with the extracted secret data.

The hidden information extraction approach is described in the Figure 4 and can be summarized as follows: first of all again the image is divided into non-overlapping blocks and for each block the pixel intensities are sorted and subtracted with the mid value in order to find the type of the block using the maximum difference value (i.e. the number of bits to be extracted from a particular block), it should be noted that the maximum difference value will be same as it was previously because intensity differences are invariant to the monotonic intensity change caused by the embedding bits; three, one or none number of bits are extracted according to the type ‘a’, type ‘b’ and type ‘c’ of the block respectively; and finally the information and image both are recovered.

Our approach is able to embed more data in smoother images keeping the distortion not visible at all. The most important fact as well as advantage of using this approach is that we are able to restore the original image back to its initial state (i.e. the state in which it was earlier before data embedding) thus our approach makes sure that no additional noise is added into the image other than the. This is one of the features of the DE (Difference Expansion) technique that the image can be restored to its previous state.

### IV. RESULTS AND DISCUSSIONS

This section analyses the various aspects of the proposed method. Embedding is not prone to any visual attacks as the changes are hardly visible in the image. In addition to this we use an image that has smoother regions and hence it can acquire more data as compared to the one with less smooth region. Here we test our method for the correctness and performance. The PSNR (peak signal to noise ratio) is used to measure the quality of stego image when compared with the cover image. It is calculated using equation 8, where MSE is mean square error given by equation 9.

\[
\text{PSNR} = 10 \log_{10} \frac{(\frac{2^n - 1)^2}{MSE})}{2}
\]

Where, MSE is given by

\[
\text{MSE} = \frac{\sum (x - \hat{x})^2}{A}
\]

The quality of the image is higher if the PSNR value of the image is high. Since PSNR is inversely proportional to MSE value of the image, the lower MSE value yields higher PSNR value. It means, the better the stego image quality the lower the MSE value will be. Using variable data to be hidden in the image we test the images for the PSNR and the Bit per Pixel (BPP). Where BPP is given by

\[
\text{BPP} = \frac{n}{\text{MXN}}
\]

Where n is the number of bits to be embedded in the image while M and N are the dimensions of the image.

#### A. Data Set Used

In order to evaluate our proposed, we have used a data set of 20 images (i.e. 20 cover images). All the images used are gray scaled images of size 512 X 512. Figure 5 shows the 20 cover images used in this paper for the experiments. The simulation for the experiment was set up and carried out on a Windows XP Professional with 1.8 GHz dual core processor and 1 GB of RAM.
The proposed approach is implemented on the publicly available MATLAB R2009b. We have further referred the images of the data set as 01.jpg, 02.jpg, 03.jpg….20.jpg in the Figure 5.

B. Experimental Results

We have obtained the stego image after data embedding (payload size of 61376 bit with BPP of 0.2341) in all cover images of the dataset and recovered all the images after extraction of data as it is shown in Figure 6. First column shows the original input cover images, second column depicts the stego image obtained after data hiding and third column shows the recovered images obtained after data extraction.

In Figure 6, we can see that there is nearly no visual difference among input, stego and recovered images it means our embedding algorithm is robust to noise and able to recover original image accurately. Figure 7 illustrates the quality of stego image with the size of payload data embedded. It shows the graph between PSNR and BPP for all images of the dataset used. From this figure it is clear that if size of the data increases (i.e. BPP increases) quality of the stego image degrades because the value of PSNR decreases.

We are able to achieve high embedding capacity with keeping PSNR in range and also the visual quality of the image is not getting too distorted to visualize as it is depicted by Table 1. This table listed the value of the PSNR obtained for each images after data embedding of varying sizes. The value of the PSNR is highest for 13.jpg in each case of payload data because 13.jpg has largest smoother area (we can see it in the 13th image of Figure 5) and the value of the PSNR is lowest for 14.jpg in each case of payload data because 14.jpg has lowest smoother area (we can see it in the 14th image of Figure 5).
Fig. 6. Cover image (1st column), stego image (2nd column) and restored image (3rd column) for input images.
Table 1. Results after testing all the images of the data set

<table>
<thead>
<tr>
<th>Image</th>
<th>Payload size in bits and their corresponding Bit Per Pixel for the images used for testing</th>
<th>Capacity by Difference Expansion (in bits)</th>
<th>Capacity by Proposed Approach (in bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01.jpg</td>
<td>14320 .0546 29896 .1140 45008 .1717 61376 .2341 75304 .2873 93568 .3569</td>
<td>121421</td>
<td>224966</td>
</tr>
<tr>
<td>02.jpg</td>
<td>43.76 40.24 38.36 36.92 35.70 34.38</td>
<td>125815</td>
<td>247795</td>
</tr>
<tr>
<td>03.jpg</td>
<td>43.26 39.76 37.36 36.35 35.59 33.53</td>
<td>104685</td>
<td>192327</td>
</tr>
<tr>
<td>04.jpg</td>
<td>43.56 40.37 39.36 37.17 34.63 33.55</td>
<td>135254</td>
<td>258903</td>
</tr>
<tr>
<td>05.jpg</td>
<td>43.91 40.57 38.55 36.78 35.53 34.15</td>
<td>137055</td>
<td>235224</td>
</tr>
<tr>
<td>06.jpg</td>
<td>42.54 39.42 37.59 36.24 35.37 34.31</td>
<td>101839</td>
<td>174839</td>
</tr>
<tr>
<td>07.jpg</td>
<td>43.08 38.66 36.69 35.21 34.26 33.42</td>
<td>122550</td>
<td>234142</td>
</tr>
<tr>
<td>08.jpg</td>
<td>42.71 39.38 37.72 36.49 35.56 34.40</td>
<td>124331</td>
<td>229485</td>
</tr>
<tr>
<td>09.jpg</td>
<td>45.87 42.37 38.99 37.04 35.88 34.57</td>
<td>131545</td>
<td>248200</td>
</tr>
<tr>
<td>10.jpg</td>
<td>44.66 41.75 39.97 38.68 37.63 36.39</td>
<td>122201</td>
<td>227796</td>
</tr>
<tr>
<td>11.jpg</td>
<td>49.67 46.23 44.44 42.95 41.10 38.14</td>
<td>125815</td>
<td>247795</td>
</tr>
<tr>
<td>12.jpg</td>
<td>42.38 39.12 37.31 35.98 35.10 34.17</td>
<td>135254</td>
<td>258903</td>
</tr>
<tr>
<td>13.jpg</td>
<td>41.46 38.07 35.78 34.01 32.94 31.85</td>
<td>137055</td>
<td>235224</td>
</tr>
<tr>
<td>14.jpg</td>
<td>49.67 46.55 44.74 43.43 42.54 41.60</td>
<td>101839</td>
<td>174839</td>
</tr>
<tr>
<td>15.jpg</td>
<td>39.92 36.20 34.18 32.89 32.08 31.18</td>
<td>122550</td>
<td>234142</td>
</tr>
<tr>
<td>16.jpg</td>
<td>41.96 38.98 37.38 36.20 35.36 34.19</td>
<td>124331</td>
<td>229485</td>
</tr>
<tr>
<td>17.jpg</td>
<td>44.98 40.35 38.24 37.18 36.79 36.41</td>
<td>131545</td>
<td>248200</td>
</tr>
<tr>
<td>18.jpg</td>
<td>48.01 44.62 42.31 40.52 39.21 37.70</td>
<td>122201</td>
<td>227796</td>
</tr>
<tr>
<td>19.jpg</td>
<td>40.21 38.53 37.23 36.22 35.41 34.53</td>
<td>125815</td>
<td>247795</td>
</tr>
<tr>
<td>20.jpg</td>
<td>45.19 41.98 39.95 38.20 36.98 35.36</td>
<td>124331</td>
<td>229485</td>
</tr>
<tr>
<td>21.jpg</td>
<td>48.88 45.64 43.83 42.40 41.32 40.23</td>
<td>131545</td>
<td>248200</td>
</tr>
</tbody>
</table>

Table 2 shows the embedding capacity of proposed approach against classical approach using difference expansion. We compared our method with the Tian’s approach [33] because it is a benchmark and widely adopted for comparison purposes. Moreover this is method which applies the local differences into consideration for data embedding and we expanded this method using multiple types of embedding blocks. From this table it is clear that the embedding capacity of proposed approach is higher than the classical approach for all the images used for test purpose. The hiding capacity is highest for 13.jpg and lowest for 14.jpg using proposed approach because 13.jpg has large smoother area and 14.jpg has large fine edges. It should be noted that by embedding the data bits the stego image is not same as the original image and some degradation can be seen using the PSNR in Figure 7 and Table 1 but the amount of degradation is less such that it can’t be observed visibly (see the input and stego images of Figure 6). The amount of degradation is less using our approach because we have not embedded any bit in blocks having more details but we embedded more number of bits in blocks having smooth details. Moreover, if the number of blocks having less details in the image are more then the amount of data using our approach will be more without loss of visual effect (see the number of bits embedded for each images in Table 2). Our experimental results indicate that the proposed solution significantly support the data hiding problem as well as it has higher hiding capacity than earlier approaches. Our algorithm embeds the amount of data according to the details of the image. More data can be attached with less detailed areas of the image (i.e. smoother part) and less data can be attached with the fine detailed areas.

V. CONCLUSIONS AND FUTURE DIRECTIONS

An image processing based approach is proposed and experimented in this paper for information protection. The proposed approach is comprised of mainly three steps. In the first step, message generation and image selection is performed using the data that is to be embedded. In the second step, we embed the data into the corresponding image. First, image is partitioned into the different number of non-overlapping blocks and then we embedded different number of bits in different blocks of the image according to the types of the block. Three types of blocks are considered in this paper according to the intensity of details of that block i.e. smooth, average and dense and embedded three, one and none bits respectively. In the third step, we extract the data and restore the image to its initial state. An approach similar to embedding one is also employed here to know the type of block. According to the type of block the bits are extracted. We have used the difference expansion technique to embed the data into the image and to extract the data from the image. The major advantage of using difference expansion technique is that now a large amount of data can be embedded into the image and there is no visible effect on the image, moreover the image can be restored to its initial state, thus our approach shows that no noise is added to the image except the data which is extracted in the extraction phase. Our experimental results indicate that the proposed solution can significantly support the data hiding problem. The future work includes the consideration of RGB color images and videos for information hiding.
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