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Abstract—Post-silicon validation has emerged as an important component of any chip design methodology to detect both functional and electrical errors that have escaped the pre-silicon validation phase. In order to detect these escaped errors, both controllability and observability factors should be considered. Soft errors and crosstalk faults are two important electrical faults that can adversely affect the correct functionality of the chip. A major bottleneck with the existing approaches is that they do not consider the inter-dependence of the selected trace signals and test generation. In this paper, we explore the synergy between trace signal selection and observability-aware test generation to enable efficient detection of electrical errors including soft errors and crosstalk faults. Our experimental results demonstrate that our approach can significantly improve error detection performance - on an average 58% for crosstalk faults and 48% for soft errors compared to existing techniques.

I. INTRODUCTION

An Integrated Circuit (IC) must be error free before it is delivered to a customer. Pre-silicon verification takes care of any functional errors that might be present in the chip before it is manufactured. Due to reduced time-to-market and increasing design complexity, a lot of errors escape the pre-silicon validation phase and manifest themselves in the manufactured chip. Post-silicon validation is used to capture these bugs before final packaging and delivery. The entire process of post-silicon validation is shown in Figure 1.

Electrical defects manifest as important errors in modern SoCs. Soft errors and crosstalk faults are two important defects that can adversely affect the correct functionality of the chip. While soft errors are caused by radioactive effects on design impurities, crosstalk faults occur due to imperfect coupling capacitance between two lines in the chip. Soft errors can be modeled using single stuck-at-faults. Effects of crosstalk can be represented as glitches and delay faults. Effective directed test generation strategies need to be employed in order to detect these faults. The tests should be able to activate the faults and propagate them towards the observation points, e.g., primary outputs or internal trace signals.

The two primary challenges governing efficient error detection are controllability and observability. During post-silicon validation, not all the primary outputs of a design block are visible (since they may be internally connected to some other components of the design). Also, the number of primary outputs of a circuit is typically larger than the trace buffer width, which determines the number of signal states that can be stored per cycle. Hence, the primary outputs alone cannot be used as observation points. Existing methods [2], [7], [3] on signal selection assume that the input tests are always random in nature. However, once the trace signals are known, Automatic Test Pattern Generation (ATPG) tools can be used to generate efficient directed tests for error detection if the probable error locations are available. In modern System-on-Chip (SoC) design methodology, it is found that regions where errors are detected during pre-silicon verification are more likely to be erroneous during post-silicon validation. Therefore, the pre-silicon engineer can furnish information about the probable erroneous locations or zones for post-silicon validation. This observations can be utilized for efficient observability-aware test generation as outlined in Figure 2.

Our proposed approach takes as input the circuit and the fault list. In the first step, we perform test generation considering the primary outputs as observation points to obtain a set of directed tests for error detection. Next, we use these tests to determine the profitable trace signals. This process continues until the fault-coverage reaches 100% or does not improve in subsequent iterations. The overview of our proposed approach
is shown in Figure 3. To the best of our knowledge, it is the first attempt to study the synergy between signal selection and test generation in the context of post-silicon validation and debug. We have modified existing ATPG techniques to make them suitable in the presence of selected trace signals, and vice versa.

Fig. 3. Observability-aware test generation flow

The rest of the paper is organized as follows. Section II presents related work on post-silicon validation and debug. Section III describes our test-aware signal selection algorithm. Section IV presents our observability-aware test generation algorithm. Section V presents our experimental results. Finally, Section VI concludes the paper.

II. RELATED WORK

Limited observability is a primary concern during post-silicon debug. Once the internal signal states are known, debug algorithms like failure propagation tracing [4] can be used to identify the errors in the circuit. Design-for-Debug (DfD) techniques such as embedded logic analyzer (ELA) [1] and shadow flip flops [5] have been used extensively to increase the observability of internal signals of the circuit. Using ELA, some of the internal signal states of a circuit are stored in an on-chip trace buffer. Since the trace buffer size is limited, efficient trace signal selection techniques [2], [3], [7], [6] are necessary to improve the overall observability of the SoC.

Soft errors and crosstalk faults are two major electrical errors found in a fabricated SoC. Effect of soft errors on memory devices had been studied by May et al. [12]. Over the years, researchers [8], [13] have studied various aspects of soft errors. Sanyal et al. [14] have proposed different methods for directed test generation for soft errors. Crosstalk faults occur when two lines in a circuit are so near that their mutual capacitance affects their state. Effects of crosstalk faults on digital circuits [15], [10] have been studied extensively. There are various test generation algorithms for crosstalk faults [16], [11]. These approaches assume all the output signals of a logic block are visible. However, during post-silicon validation, since the chip is fabricated, observing the output signals of every component may not be feasible since these components can be embedded in an SoC. The only observable points would be the trace signals. The test generation algorithms need to be modified to take this into account.

III. TEST-WARE SIGNAL SELECTION

Traditional ATPG tools generate tests assuming all the primary outputs as observation points. Once the tests are determined, a set of trace signals need to be determined to improve the error detection performance. In general, during selection of trace signals, the input tests are assumed to be random. We would like to look at a special case when the input test sets are known prior to signal selection. Knowledge of input tests can be used to determine the signals very efficiently, specially, when the main focus is error detection. Our signal selection procedure is presented in Algorithm 1. The remainder of this section describes the three important steps of the signal selection algorithm.

**Algorithm 1: Test-aware signal selection**

**Input:** Circuit, Trace Buffer Width, Test Set \( T \)

**Output:** Trace Signals

**for Each Test Vector**

1: Simulate each fault in the circuit.
2: For each signal in the circuit, determine whether it can detect the fault.
end
3: Compute the error detection ability of each signal.
while Trace buffer width is not reached
4: Find the signal with the highest Error Detection Ability and select it.
5: Remove overlap.
end

**Return** Selected trace signals.

A. Fault Simulation

The best way to know whether a fault can be detected using a particular observation point and a test vector is to simulate the fault and notice the state of the observation point. Since we already have a set of test vectors, the fault simulation is straightforward. For each test vector, we first do a simulation of the golden (correct) design and observe the correct states of the various signals. Now, we perform simulation for every fault with the same test vector. For each fault, the signal states of the circuits are observed. If they are different from the ideal simulation, it is obvious that the fault is propagated to that signal. This process is repeated for each test case and each fault. For example, if there are \( m \) test vectors and \( n \) faults, there will be a total of \( m \times n \) simulations. For each signal, we note the faults that it can detect. This is recorded as a binary variable Error Propagation Probability (EPP). For example, in Figure 4, if \( c \) can detect an error in \( a \) using any of the test vectors, \( EPP_{c,a} = 1 \). On the other hand, since \( d \) can never detect any error in \( a \), \( EPP_{d,a} = 0 \).

B. Error Detection Ability Computation

Error Detection Ability (EDA) of a node (signal) is a measure of the errors that a particular node can detect. A node can only detect errors in its fan-in cone. For example, if we consider Figure 4, any error in \( c \) can only propagate to \( e \) and not to \( a, b \) or \( d \). Therefore, the only nodes whose errors
c can detect are a and b. EDA of a node is the sum of all the errors that are detected using fault simulation.

\[
EDA_c = EPP_{c,a} + EPP_{c,b}
\]

(1)

It should be noted that a node can detect an error using multiple test cases, however, it should be counted only once. We enforce this by ensuring that EPP is a Boolean number. For example, if by simulating 2 test cases, c can detect a and b in both cases, EDA would be 2 and not 4. Once EDA value for each node is computed, the node with the highest EDA value is selected for tracing. The next section describes how to remove the overlap of already selected signals before determining the next profitable signal.

C. Overlap Removal

This part of the signal selection algorithm is used to remove effects of already selected signals and thus, select appropriate signals for improved error detection. In order to explain this, let us again get back to Figure 4. Let us consider node c, which is the first node to be selected for tracing. If EPP_{e,a} = 1 and EPP_{e,b} = 1, that is, the errors in a and b can propagate to c, contributions of EPP_{e,a} and EPP_{e,b} should not be included while computing EDA_c. In this case,

\[
EDA_c = EPP_{e,c} + EPP_{e,d}
\]

(2)

Thus, overlapping nodes, whose contributions have already been accounted for, should not be taken into account when computing the EDA value of a node. The process of signal selection continues until the trace buffer is full.

IV. OBSERVABILITY-AWARE TEST GENERATION

Once the set of selected signals are known, the next step would be to generate another set of tests based on these signals that can maximize the error detection ability. We used Atalanta[17] as an ATPG tool that generates tests depending on the fault list and considering the output nodes as observation points. In order to generate tests based on the selected trace signals, we modify the netlist to replace the trace signals as observation points. The ATPG engine will generate the tests assuming the trace signals as the observation points. The fault coverage using these new set of tests is computed. If the coverage does not improve, the set of selected signals are reported as trace signals. The tests generated using the ATPG tool are used as directed input tests. If the fault coverage improves, the process in Section III is repeated to generate better trace signals and associated tests to further improve error detection performance. The remainder of this section describes modeling and test generation to detect soft errors and crosstalk faults.

A. Test Generation for Soft Errors

Soft errors are caused due to ionizing radiations from radioactive impurities present in a chip during manufacture. These may result in ionizing radiations like alpha-particles. When these alpha particles come in contact with a semiconductor, their kinetic energy gets converted to electrical energy [9], which results in a large number of free electrons and holes. This leads to a creation of an inversion layer as well as a voltage glitch on the affected transistor. If the glitch is of sufficient magnitude, a faulty logic value is introduced temporarily on a node in the circuit. This is known as Single Event Transient (SET). If the faulty value is propagated to a primary output or an observation point, the event is known as Single Event Upset (SEU). We try to generate directed tests to detect all SETs resulting in possible SEUs.

Traditionally, soft errors are assumed to affect memory elements since they contain the maximum density of bits susceptible to soft errors. Various mechanisms have been developed to protect the memory elements using Error Correcting Codes (ECC). However, with decrease in feature size and increase in design complexity, combinational circuits are equally vulnerable to soft-errors [8]. Protection of combinational elements is more expensive in terms of chip area, power and performance issues compared to memory elements. Hence, it is important that faults in combinational circuits due to soft errors are detected early. A soft-error may be masked inherently (that is, not propagated along the circuit) due to logical masking, electrical masking and latching-window masking. Logical masking occurs when a particle hits an input of a gate, and one of the other inputs have a controlling value. In this case, the controlling input will dominate the propagated value and hence, the erroneous value introduced by the soft-error will never be propagated. If electrical properties of logic gates control error propagation across a circuit, the eventual masking of error is known as electrical masking. Latching-window masking prohibits error propagation if it reaches a latch at a cycle when the latch is not accepting its input value. These masking effects result in lower soft-error rates in combinational circuits compared to memory elements. However, with decrease in feature size, transistors become faster and hence, electrical masking is reduced. Also with deeper pipeline, processor clock rates increase, with a subsequent increase in sampling rate of latches. As a result, effect of latching window masking also decreases. Therefore, effect of soft-errors on combinational circuits have become more prominent these days.

The error model that is used for modeling soft-errors is a simple stuck-at fault model. The nodes affected by radiations get stuck at certain fixed values depending on the amount of free electrons or holes created. The effect of soft errors on a node value depends on output capacitance as well as pull-up and pull-down networks. A weaker capacitance makes a node more susceptible to soft errors. Weak pull-up and pull-down networks can lead to stuck-at-0 and stuck-at-1 faults respectively.

Detection of soft errors require generation of test cases that would activate the particular errors and propagate them to the observation points. As discussed before, during post-silicon validation, the erroneous values should propagate towards the traced signals and not to the primary outputs. The test generation problem should focus on generating a set of test cases that would activate and propagate a maximal number of soft errors (if possible, all of them) to the observation points, that is, the trace signals.

Let us consider the example in Figure 5 to explain the test generation problem for soft errors. Consider two error points...
During crosstalk glitch, the victim line stays at a static state, while the aggressor undergoes a transition. If the transition effect is opposite to the state of the victim, a glitch is created. For example, if the victim is at a state of 0, while the aggressor has a positive transition, a positive glitch is formed on the victim line. Similarly, if the victim line is in a state of 1 and a negative transition is formed on the aggressor line, a negative glitch is created. Figure 6 has been redrawn in Figure 7(a) to show that when line $c$ is in a steady state and line $d$ transits, a positive glitch on line $c$ is formed as shown in Figure 7(b).

On the other hand, delays are created when both aggressor and the victim undergo transition. If the transitions are in the same direction, the overall delay is reduced. If the transitions are in opposite direction, the signal propagation delay is increased. Figure 8(b) shows a positive delay on line $c$ due to transitions on both lines $c$ and $d$ (Figure 8(a)).

It should be noted that both the transitions need to be simultaneous in order for the delay to take effect. As can be seen in Figure 9, if the two transitions are not simultaneous, there will not be any delay.

The effect of crosstalk fault, that is, delay or glitch will be propagated to fan-out gates. In case of sequential circuits, if the glitch duration or delay is less than the clock frequency, it gets suppressed. However, for combinational circuits, the effects get propagated to the outputs.
The test generation algorithm for crosstalk faults is shown in Algorithm 3. The first step of the algorithm is to find all the aggressor-victim pairs by observing their coupling capacitances. In this case, we consider single aggressor-single victim pairs only. However, the algorithm can be extended to multiple aggressors as well. Information on coupling capacitances is obtained from the layout information of the chip. Once we have identified all the pairs, the next step would be to generate tests that would provide transitions on either or both the lines depending on the desired type of crosstalk effect.

**Algorithm 3:** Test generation for crosstalk fault detection

**Input:** Circuit, list of coupling capacitances, threshold

**Output:** Test set to detect the faults

1: Find all the pair of lines that contribute to crosstalk faults.
2: Duplicate the circuit.
3: Use ATPG to generate tests for these faults.

Return Test set.

We now explain our algorithm using crosstalk delay, that is, transitions should be present on both lines. Crosstalk glitches can be explained in a similar way. Duplication of circuit is needed to create transitions on both aggressor and victim. For a combinational circuit, which does not have a clock signal, in order to emulate a transition, we need to make sure that the signals on a particular line change in two adjacent time units. Let us consider the example circuit in Figure 6. Suppose, lines \( a \) and \( d \) have been identified as crosstalk pairs. We would like to generate two sets of tests, such that they fire transitions on both these lines. If we want to observe the effect of crosstalk glitch, transition should be enabled on only one line. In order to generate the transitions, we have duplicated the circuit in Figure 10. Corresponding to each signal in Figure 6, there is a corresponding signal in Figure 10. For example, signal \( a \) in Figure 6 will be duplicated as \( a' \) in Figure 10. Thus all the inputs are duplicated as well. The ATPG tool is used to generate the tests for this duplicated circuit; hence, it generates 2 tests for the original circuit, one corresponding to each set of inputs. In this example, the inputs to \( a, b, c \) will correspond to the test in the first time frame, while inputs to \( a', b', c' \) will correspond to test in the second time frame. Thus, in order to generate a transition at line \( c \) in Figure 6, the signals \( c \) and \( c' \) should be different in Figure 10. This can be forced by connecting an exclusive-or gate, whose two inputs are \( c \) and \( c' \). Since an exclusive-or gate will be 1 only when the two inputs are different, this ensures a transition in line \( c \) in Figure 6. Similarly, \( d \) and \( d' \) in Figure 10 are input to another exclusive-or gate, thus, forcing a transition in \( d \) in Figure 6. We want to generate test cases that would provide transitions on both lines. This is ensured by connecting an AND gate at the output of the two XOR gates.

The ATPG is then used to generate tests so that the output \( o \) of the AND gate is 1. This ensures transition on both lines. The ATPG tool can be run with a fault list including the point \( o \) is \( s = a - 0 \). In this case, the ATPG tool will generate test to force \( o \) to be 1, and hence ensure a transition on both lines.

We want the delay at the victim to be propagated to the output. In order to ensure that, \( o \) is connected to the fan-out branch of the victim and thus propagated to an observation point, or primary output. For example, if \( d \) (or \( dt \)) is the victim line in Figure 10, which incurs some delay, we add \( o \) to the fan-out cone of \( dt \), in order to ensure that the delay in \( d \) in Figure 6 actually gets propagated to a primary output \( e \) (or \( e' \) in this case). The modified circuit is shown in Figure 11. If we have trace signals, the observation points (trace signals) are enabled such that the ATPG generates tests which propagate the delay to these trace signals. Similar test-generation procedure can be applied for crosstalk glitches, in which case, the transition should be only along the aggressors.

**V. EXPERIMENTS**

We have applied our proposed approach on the ISCAS '85 combinational benchmarks. The size of the circuits, measured as the number of gates is shown in Table I.

**TABLE I**

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Gate Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>c7552</td>
<td>3512</td>
</tr>
<tr>
<td>c6288</td>
<td>2416</td>
</tr>
<tr>
<td>c5315</td>
<td>2307</td>
</tr>
<tr>
<td>c3540</td>
<td>1669</td>
</tr>
<tr>
<td>c2670</td>
<td>1193</td>
</tr>
</tbody>
</table>

We compare the performance of our test-aware signal selection algorithm with the existing signal selection algorithm [7]. We have chosen [7] over the other trace signal selection algorithms [2], [3], [6] since the former is found to provide better performance than the others. A simulation of 1000 cycles is run assuming no error is present. The input to the circuit is fed with the test sets generated by Algorithm 2 or Algorithm 3. Then, for each error, simulation of 1000 cycles are performed assuming the error is present in the circuit. If any of the traced signal states during this simulation is different from the perfect simulation, an error is said to be detected. Error Detection Ratio (EDR) is chosen for
comparing error detection performance. EDR is defined as:

$$\text{EDR} = \frac{\text{Number of Errors Detected}}{\text{Number of Detectable Errors}}$$

We present our results in two categories. First, we compare our approach with existing methods for soft error detection. Next, we present results for detection of crosstalk faults.

A. Detection of Soft Errors

First, we consider only soft errors and we applied 250 errors in each circuit. Random nodes are selected as error points. Algorithm 2 uses the ATPG tool Atalanta [17] to generate the directed tests to detect these soft errors. The comparison of EDR for 5 of the largest ISCAS '85 benchmarks is shown in Figure 12. The proposed method column refers to our proposed test-aware signal selection algorithm. On the other hand, the existing approaches column refers to existing trace signal selection algorithm. It should be noted that to make a fair comparison, we have used the same set of tests in both scenarios.

As can be seen in Figure 12, our proposed method performs consistently better than the profile-based signal selection algorithm, with an average improvement of 48.2%. Our algorithm uses tests as inputs to select signals, which gives a better insight during error propagation probability computation, and hence, subsequent selection of trace signals to detect errors.

B. Detection of Crosstalk Faults

Now, we would like to observe the performance of our test-generation algorithm for crosstalk faults described in Section IV-B. Similar to Figure 12, we have used the 5 largest ISCAS '85 benchmarks. The pre-processing step in Algorithm 3 requires manual modification of the circuit in order to insert the additional AND and XOR gates described in Figure 11. Hence, we reduced the number of faults from 250 to 10. Similarly, the trace buffer width is also reduced to 4 instead of 32, that is, in this case, 4 signals will be stored every cycle. In order to make fair comparison, the same experiment is repeated for profile-based signal selection technique using the same set of parameters. The results are shown in Figure 13. As can be seen, our proposed method provides significant improvement over the existing technique, with an average improvement of 58%. The performance of existing method is very poor for detection of crosstalk faults. The extreme scenario is for c3540 where existing method could not detect any of the errors using the four selected signals whereas our approach captured all of them. The reason behind this is the limited number of errors and limited trace buffer width of 4. These comprise of less than 1% of the total number of signals in the design.

VI. CONCLUSION

Limited observability is a major bottleneck in detecting errors during post-silicon validation and debug. In this paper, we have proposed an efficient observability-aware test generation technique that selects efficient observation points and generates corresponding test sets to improve detection of electrical errors during post-silicon debug. We have evaluated the effective of our approach using ISCAS '85 benchmarks. Significant improvement in error detection has been observed compared to the existing signal selection techniques. Our approach can provide on an average 58% improvement in error detection performance for crosstalk faults (48% for soft errors) compared to existing techniques.
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