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Abstract

In this work we introduce a probabilistic model for classifying segmented images. The proposed classifier is very general and it can deal both with images that were segmented with deterministic algorithms, such as the k-means algorithm, and with probabilistic clustering approaches, such as the Hidden Markov Random Field (HMRF) algorithm. Similarly, our model can be used on either binary images or on images that contain multiple clustering labels as well as on images with any cluster boundaries (sharp, fuzzy or irregular). We tested our classifier on real fMRI images and showed that it outperforms the region-based Maximum Likelihood k-means classifier. Furthermore, we showed that higher classification rates are obtained when the images are segmented using a probabilistic HMRF algorithm compared to deterministic k-means method.

1. Introduction

Classification and segmentation are among the most commonly used methods for analyzing images. They are especially useful for medical applications, for analyzing and decoding fMRI images [3], and for understanding the functional properties of the human brain [4]. However, these two methods are usually used independently despite the fact that they could potentially benefit each other. For example, voxel activations are extremely noisy and utilizing information from the neighboring voxels, e.g. using clusters instead of voxels, could help deal with noise. However, classifying segmented images presents its own challenges: how should one evaluate similarity between two different segmentations? Which cluster from one segmentation corresponds to which cluster from another segmentation, and how should one compare the shapes of different regions?

Probably the simplest solution is to consider only two cluster labels, e.g. a background label and a region of interest (ROI) label, and then focus only on the ROIs and compare their shapes across different images [5]. Although this approach can be useful in some clinical applications [5], the analysis is limited to only ROIs and its associated binary assignment (active versus non-active) is not sufficient. For example, in many situations the same region of the brain might be involved in several functional activities at the same time and therefore the same voxel should have multiple labels (belong to several clusters) and this assignment should be probabilistic.

In this work, we address the previous problems using a Bayesian approach and introduce a Categorical Distribution-based (CD) classifier. Instead of focusing only on specific ROI, our model can classify segmented fMRI images of the whole brain. The proposed classifier is voxel-based (uses cluster assignment information from each voxel) as opposed to region-based (e.g. representing clusters with density functions) and it can therefore easily deal with any kind of region boundaries (e.g. sharp, fuzzy or irregular). The algorithm is very general in that it can utilize both deterministic and probabilistic voxel to clusters assignments, and it can also deal with clusters with multiple labels.

To segment images, we implemented a deterministic k-means algorithm and a probabilistic Hidden Markov Random Field (HMRF) finite mixture model [7]. The advantage of the HMRF model is that it imposes spatial constraints on the neighboring voxels which is biologically realistic assumption since neighboring voxels tend to have similar activations. In this work, we build a HMRF Dirichlet process mixture model and derive a collapsed Variational Bayesian (VB) approach [1] to integrate out the mixture weights.

We tested our model on real fMRI images and demonstrated that our classifier significantly outperforms the Maximum Likelihood k-means (ML-KMeans) classifier. Furthermore, we showed that higher classification rates are obtained when the images are segmented using a probabilistic HMRF approach compared to deterministic k-means method.
2 Categorical distribution-based classifier

The input to the classifier is a segmented image, which can be obtained using a number of clustering algorithms such as the k-means or the HMRF algorithm, and the objective is to classify the image into one of several classes. Each voxel of the segmented image is associated with a sequence of numbers that provide an assignment of the voxel to each of the K clusters. We call this sequence of numbers a clustering distribution vector (CDV). The assignment can be either fixed, in which case a voxel is assigned to only one cluster, or probabilistic, in which case the sequence represents probabilities of assigning a given voxel to each of K clusters. For example, if the CDV is obtained after maximizing a posterior or from other deterministic algorithms such as the expectation-maximization algorithm, then the assignment matrix \( v_{ik} \) is the indicator matrix and for some \( k^* \), \( v_{ik^*} = 1 \). However, if the CDV is obtained using a probabilistic clustering approach, such as the HMRF finite mixture model, the assignment for each voxel is \( \mathbf{v} = \{ p(c_i = 1), \ldots, p(c_i = K) \} \), \( \sum_k v_{ik} = 1 \).

We will assume that there exists a true underlying distribution that assigns a voxel to each of the K clusters and that this distribution is class specific. For example, the probability of assigning the i-th voxel to the k-th cluster when the voxel belongs to the segmented image obtained from the class \( y \) is denoted as \( \eta_{ik}^y \). For simplicity, we will omit the subscript \( y \). If as a result of the deterministic clustering procedure the i-th voxel is assigned to \( k^* \)th cluster, \( v_{ik^*} = 1 \), then the distribution of \( \mathbf{v} \) is given as \( p(\mathbf{v} | \eta_i) = p(v_{ik^*} = 1 | \eta_i) = \eta_{ik^*} \), which can be viewed as a generalization of the Bernoulli distribution to more than two outcomes (or the categorical distribution). When the cluster assignment consist of probabilities instead integers, we generalize the distribution as \( p(v_i | \eta_i) \sim \prod_{k=1}^{K} \eta_{ik}^{v_{ik}} \), which reduces to \( \eta_{ik^*} \) in a deterministic case \( v_{ik} = 1 \).

In principle, the parameter \( \eta_i \) can be estimated from the training data and then used to calculate the class conditional likelihood function (CCLF) of observing a specific segmentation. If we denote the segmentation of a test image as \( U = \{(u_1, \ldots, u_N)\} \), where \( N \) is the number of voxels in the image, then the likelihood that a particular cluster assignment is generated by the distribution defined by the parameter of the class \( y \) is \( p(U | \eta^y) \). However, this likelihood can also be calculated without explicitly estimating the parameter \( \eta_i \). In this work we use Bayesian approach and integrate over the parameter. If we denote the training examples of a given class \( y \) as \( V^y = \{(v_1, \ldots, v_N)^y\} \), then the class conditional likelihood can be written as \( p(U | V^1, \ldots, V^M) \), where \( M \) is the number of training examples. More specifically, the likelihood function \( p(U | V^1, \ldots, V^M) \) is given by,

\[
p(U | V^1, \ldots, V^M) = \prod_{i=1}^{N} p(u_i | v^1, \ldots, v^M) = \prod_{i=1}^{N} \int \frac{d\eta_{i} p(u_i | \eta_{i}) p(\eta_{i} | v^1, \ldots, v^M_{i})}{\int d\eta_{i} p(u_i | \eta_{i}) p(\eta_{i} | v^1, \ldots, v^M_{i})} \]

(1)

The unknown parameters \( \eta_i \) of the i-th voxel can be estimated from the \( M \) training samples,

\[
p(\eta_i | v^1, \ldots, v^M) = \frac{p(v^1, \ldots, v^M | \eta_i)p(\eta_i)}{\int d\eta_{i} p(v^1, \ldots, v^M | \eta_{i})p(\eta_{i})} \]

(2)

where \( p(v^1, \ldots, v^M | \eta_{i}) = \prod_{j=1}^{M} p(v^j | \eta_{i}) \). We choose for the prior \( p(\eta_{i}) \) to be Dirichlet distribution

\[
p(\eta_i) = \frac{\Gamma(K\lambda)}{\Gamma(\lambda)} \prod_{k=1}^{K} \eta_{ik}^{\lambda-1} \]

(3)

and therefore our posterior will also have the form of Dirichlet distribution which will allow the exact calculation of the integral. Note that in calculating the integral over \( \eta_i \), one has to include the constraint that \( \eta_{ik} \geq 0, \sum_k \eta_{ik} = 1 \). Knowing that,

\[
\int d\eta_{i} \prod_{k=1}^{K} \eta_{ik}^{\lambda-1} = \frac{\prod_{k=1}^{K} \Gamma(\lambda_k)}{\Gamma(\sum_{k=1}^{K} \lambda_k)}
\]

(4)

Eq (1) can be integrated as,

\[
p(U | V^1, \ldots, V^M) = \prod_{i=1}^{N} \prod_{k=1}^{K} \Gamma(s_{ik} + u_{ik} + \lambda) \Gamma(M + K\lambda) \]

\[
= \prod_{i=1}^{N} \prod_{k=1}^{K} \Gamma(s_{ik} + \lambda) \Gamma(M + K\lambda + 1)
\]

(5)

where \( s_{ik} = \sum_{j=1}^{M} v_{ij} \). If one uses a deterministic clustering, such as the k-means, then the quantity \( s_{ik} \) represents the number of times the i-th voxel has been assigned to the k-th cluster across all the training images.

2.1 The correspondence problem

The result of a clustering algorithm is a segmented image where all the voxels from one region (or cluster) have the same label. However, the labeling of each region is essentially random and therefore even the clusters representing two exact segmentations can have different labels. We assume that all the images from one class will have similar segmentations and we want to find an assignment between clusters of two images that reflects this property. The problem of which cluster
from one image should be assigned to which cluster of another image is known as the correspondence problem. It is a combinatorial optimization problem and it can be solved using the Hungarian algorithm in polynomial time [2]. The algorithm models an assignment problem as a \( n \times m \) cost matrix, where each element represents the cost of assigning the \( k \)th cluster in one image to the \( j \)th cluster in a different image. The algorithm performs minimization on the elements of the cost matrix.

We define the distance between the \( k \)th cluster from image 1 and the \( i \)th cluster from image 2 as

\[
d_{k,i} = \sum_i |v_{ik}^1 - v_{ik}^2|.
\]

(6)

The objective is to find a permutation of the clusters from the second image that produces the highest overlap among the clusters of the two images. This is equivalent to minimizing the following objective function over the one to one cluster permutation mapping \( p: \{1, ..., K\} \rightarrow \{1, ..., K\} \):

\[
f(p) = \sum_k d_{k,p(k)} = \sum_{i,k} |v_{ik}^1 - v_{ip(k)}^2|,
\]

(7)

where \( k \) goes over all clusters, and \( i \) over all voxels.

To learn the parameter \( s_{ik} \) for a given class, we solve the correspondence among all the training images of that class. To calculate the CCLF given by Eq. (5), we then solve the correspondence problem between the given test image and each class of training images.

### 2.2 HMRF Dirichlet finite mixture model

In this section, we review the finite Dirichlet Gaussian mixture model with spatial dependences modeled by hidden Markov random fields and then derive the collapsed VB approach.

Suppose the observation \( x = \{x_i, i = 1, ..., N\} \) can be described by a Gaussian mixture model with hidden states \( c = \{c_i\} \).

\[
p(x, c, \Theta) = \prod_i p(x_i|\Theta_{c_i})p(c)p(\Theta)
\]

(8)

where \( p(x_i|\Theta_{c_i}) = \mathcal{N}(\mu_{c_i}, \Sigma_{c_i}) \) follows a Gaussian distribution. Each data point is generated from one of the \( K \) hidden Gaussian models whose parameters are drawn from the parameter space \( \Theta = \{\mu_1, \Sigma_1, ..., \mu_K, \Sigma_K\} \) according to the hidden indicator variable (or class label) \( c = \{c_1, c_2, ..., c_N\} \).

The hidden cluster variable follows the Generalized Bernoulli distribution and has a spatial constraint modeled by a Markov random field,

\[
p(c|\pi) \propto \prod_{k=1}^{K} \pi_k^{m_k} \exp(-\gamma U(c))
\]

(9)

where \( m_k \) is the number of samples whose hidden state is the \( k \)th state and \( U \) is an energy function of the random field \( c \). It is defined as the interaction between neighboring data points \( U(c) = \sum_{i=1}^{N} \sum_{j \in \text{neighbors of } i} (1 - \delta(c_i, c_j)) \). To lower the energy function, the neighboring data points are desired to have the same class labels.

Conjugate prior is Gaussian for the means \( p(\mu_k|\Gamma_k) = \mathcal{N}(\mu_0, \beta_k \Gamma_k) \), and Wishart for the precisions, \( p(\Gamma) = \mathcal{W}(\nu_0, \Phi_0) \). The conjugate prior for \( \pi \) is Dirichlet \( p(\pi) = \frac{\Gamma(\pi | \alpha)}{\prod_{k=1}^{K} \Gamma(\alpha_k)} \).

After integrating over \( \pi \), we obtain the marginal distribution of \( p(c) \) and \( p(c_{-i}) \) from which, the distribution of the class label of one data point conditioned on other points can be calculated as,

\[
p(c_i = k|c_{-i}) = \frac{p(c_i = k)}{p(c_{-i})} \propto m_{-i,k} + \alpha N - 1 + K \alpha \exp(-\gamma U_i)
\]

(10)

where \( m_{-i,k} \) is the number of data points assigned to class \( k \) and excluding the point \( i \).

### 2.3 Variational Bayesian inference algorithm

In this section, we review the variational Bayesian inference algorithm and introduce the closed analytical form for the collapsed VB solutions to HMRF model.

In Bayesian framework, one needs to estimate the joint posterior \( p(c, \Theta | x) \) to infer class labels \( c \) and the corresponding parameters \( \Theta \). VB approach considers an approximate variational posterior \( q(c, \Theta) = \prod_{i=1}^{N} q(c_i | x) \prod_{k=1}^{T} q(\Theta_k) \). \( q \) is computed by minimizing the Kullback-Leibler (KL) divergence between the variational posterior \( q(c, \Theta) \) and the real joint posterior \( p(c, \Theta | x) \).

\[
D(q(c, \Theta)||p(c, \Theta | x)) = -\sum_c \int d\Theta q(c, \Theta) \log \frac{p(x,c,\Theta)}{q(c, \Theta)} + \log p(x)
\]

By minimizing the KL divergence, we get the update equations,

\[
q(\Theta_k) \propto p(\Theta_k) \exp[\mathbb{E}_c[\log p(x|\Theta, c)]]
\]

(11)

\[
q(c_i = k) \propto \exp[\mathbb{E}_{c_{-i}}[\log p(c_i | c_{-i})] + \mathbb{E}_{\Theta_k} [\log p(x_i | \Theta_k)]]
\]

(12)
Table 1. Classification rates for the CD and ML-KMeans classifiers on images segmented with HMRF method.

<table>
<thead>
<tr>
<th>Subject</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD (%)</td>
<td>65.0</td>
<td>61.7</td>
<td>63.3</td>
<td>68.3</td>
<td>58.3</td>
</tr>
<tr>
<td>ML-KMeans (%)</td>
<td>51.7</td>
<td>50.0</td>
<td>48.3</td>
<td>50.0</td>
<td>51.7</td>
</tr>
</tbody>
</table>

Parameter posteriors are functionally identical to the priors but have different parameter values, i.e., $q(\mu_k|\Gamma_k) = \mathcal{N}(\mu_k, \beta_k \Gamma_k)$, $q(\Gamma_k) = \mathcal{W}(\nu_k, \Phi_k)$, see [6] for details about updating the parameter values.

Since there is no conjugate prior for the collapsed distribution of the cluster variable in Eq. (10), the first term of Eq. (12) needs careful treatment as shown in [6].

3 Results

In this section, we evaluate the performance of our classifier on fMRI images that were segmented using both the deterministic (k-means) and probabilistic (HMRF) algorithms. We compare the classification rates of the CD classifier and the ML-KMeans classifier (see [5] for more detail). In all experiments $k = 5$.

The fMRI data used in this work were recorded while the subjects were looking at face images (either disgusted or fearful) and trying to detect their emotional expressions [4]. Each face was shown for very brief period of time, 70 ms, making the task very difficult. The number of fMRI images for each class was 30. The activation of each voxel was represented with 7 points and in order to reduce the dimensionality of the data, we modeled the voxel activation curve by fitting it to a polynomial function of the second order [6]. As a result, activation of each voxel was represented not with a scalar but with a 3D vector.

In the first experiment, we compare the classification rates of the CD and ML-KMeans classifiers on the fMRI images that were clustered using HMRF model and the collapsed VB inference algorithm. As one can see from Table 2, the classification rates when using the HMRF clustering are consistently higher than the rates when the images were clustered with the k-means algorithm. In the second experiment we used as a clustering method the k-means algorithm. As shown in Table 3, the CD classifier outperforms the ML-KMeans classifier for most subjects.

4 Conclusions

In this work we introduced a new model for classifying segmented images and tested it on real fMRI images. We demonstrated that the CD classifier is very general in the sense that it can deal not only with images that were segmented with deterministic algorithms, such as the k-means algorithm, but also with probabilistic clustering approaches, such as the HMRF algorithm. We contrasted our classifier with ML-KMeans based classifier, and showed that it outperforms the ML-KMeans classifier on almost all subjects. Furthermore, we showed that our classifier can be used not only on binary images, but also on images that contain multiple clustering labels which can be of great importance when analyzing medical data.
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