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Abstract. We consider data mining methods on large graphs where a set of labels is associated to each vertex. A typical example concerns the social network of collaborating researchers where additional information concern the main publication targets (preferred conferences or journals) for each author. We investigate the extraction of sets of dense subgraphs such that the vertices in all subgraphs of a set share a large enough set of labels. As a first step, we consider here the special case of dense subgraphs that are cliques. We proposed a method to compute all maximal homogeneous clique sets that satisfy user-defined constraints on the number of separated cliques, on the size of the cliques, and on the number of labels shared by all the vertices. The empirical validation illustrates the scalability of our approach and it provides experimental feedback on two real datasets, more precisely an annotated social network derived from the DBLP database and an enriched biological network concerning protein-protein interactions. In both cases, we discuss the relevancy of extracted patterns thanks to available domain knowledge.
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1 Introduction

Many data can be represented by means of graphs where vertices represent entities and edges represent relationships between entities. For instance, graphs provide a natural representation of important real life networks such as, for example, biological networks and social networks. In the last years, such network data have become increasingly available and network/graph mining indeed became one of the most studied and challenging tasks for the data mining community. Many researchers developed approaches to mine graphs in two different and complementary ways. On the one hand, some methods focus on macroscopic graph properties (e.g., degree distribution, diameter) [9] or graph partitioning [12]. On
the other hand, many proposals concern the extraction of more sophisticated properties within a pattern discovery setting. For instance, local graph pattern mining has received a lot of attention with algorithms on collections of graphs [38, 25, 15, 36], single graphs [18, 27] that introduce the problem of support counting in case of non-relational graphs [7, 8], and time-evolving graphs [6, 3, 32].

Most of the existing methods work on graph data only. However, as mentioned, for instance in [21], more informative graphs are often given that can be represented as graphs with feature vectors associated to each vertex. In [21], the authors take advantage of the complementarity of the information carried by edges and features, and extract dense subgraphs such that the vertices in one subgraph share a large enough set of features. In this paper, we consider that datasets denote graphs where a set of labels is associated to each vertex. Such a set can represent a set of Boolean property values and can also be used to encode a discrete feature vector (when feature domains have been transformed to be disjoint). Over such graphs, we investigate the extraction of sets of dense subgraphs such that the vertices in all subgraphs of a set share a large enough set of labels. As a first step, we consider here the special case of dense subgraph known as a clique.

Following a pattern discovery setting within the constraint-based mining framework, we introduce the problem of extracting maximal homogeneous clique sets which are sets of cliques that satisfy constraints on the number of separated cliques, on the clique sizes and on the number of labels shared by all the vertices. We propose an efficient algorithm to extract maximal homogeneous clique sets in a complete way. It should be noticed that enumerating all cliques is a time consuming operation (due to the large number of cliques), and that potentially enumerating all the clique sets is obviously even more difficult. Let us now motivate our research thanks to applications from system biology and social network analysis.

Example 1 (Mining Protein-Protein Interaction Graphs). Protein-protein interaction databases contain a large number of interactions. These interactions can be modeled as a protein-protein interaction graph where vertices are proteins and two vertices are connected if we know that the two proteins can interact. In biology, a functional module is a cluster of proteins that interact together in a specific cellular process. Thus, cliques often model functional modules. Protein-protein interaction graph can be enriched by gene expression data since proteins are products of genes. In our framework, situations where genes are overexpressed can be considered as labels. [15, 21, 35] consider the same kind of cross fertilization and enable to discover meaningful patterns. Maximal homogeneous clique sets, can help the expert to discover different functional modules that share a large enough set of biological situations. This kind of knowledge is highly valuable since it gives rise to links between these modules. These links can provide evidences of cooperative or competitive actions of groups of genes overexpressed in the same biological situations.

Example 2 (Social Network Analysis). One on the most studied task in social network analysis concern the discovery of communities [37]. A community is,
for instance, a group of people who share some interests and are connected by strong social interaction. Communities can be modeled as dense subgraphs (e.g., cliques) in which vertices share a large enough set of properties. Extracting maximal homogeneous clique sets, can help to identify sets of communities that share the same interests. For instance, in a co-authorship network (e.g., DBLP\textsuperscript{3}), a maximal homogeneous clique set can describe groups of co-authors that are active on the same topics. It can be used, for instance, to design program committees and selection processes.

We provide an experimental feedback in this two contexts (protein interaction network and co-authorship network) on real datasets, showing that using constraints enable to focus on small collections of meaningful patterns. Furthermore, we show that the extraction process is scalable: it can be performed on large graphs with hundreds of thousands of vertices.

The rest of the paper is organized as follows. Section 2 introduces the definitions and the mining methods. Our experiments are reported in Section 3. Related work is discussed in Section 4. Section 5 briefly concludes.

2 Maximal homogeneous clique set

In this section, we define the patterns of interest and introduce a correct method to compute them.

2.1 Pattern definition

**Definition 1.** *(Dataset)*

Let $\mathcal{L}$ be a set of labels, a dataset is a pair $\langle G, f \rangle$, where $G = \langle V, E \rangle$ is a simple undirected graph (vertices $V$ and edges $E$), and $f$ is a total function $f : V \to 2^\mathcal{L}$ associating a set of labels to each vertex.

A set $C$ of vertices is called a clique in $G$ if the subgraph of $G$ induced by $C$ is complete. The collection of all cliques in $G$ is denoted $\mathcal{C}_G$.

**Definition 2.** *(Homogeneous Clique Set)* Let $\alpha, \beta$, and $\kappa$ be three strictly positive integers, a Homogeneous Clique Set (HCS) in dataset $\langle G, f \rangle$ is a collection $\mathcal{M}$ of cliques $\{C_1, \ldots, C_n\} \subseteq \mathcal{C}_G$ such that the three following constraints $\mathcal{C}^{\text{lab}}_{\alpha}, \mathcal{C}^{\text{clique}}_{\kappa,\beta}$ and $\mathcal{C}^{\text{sep}}$ are satisfied:

- $\mathcal{C}^{\text{lab}}_{\alpha}$ : $|\bigcap_{C \in \mathcal{M}} \bigcap_{v \in C} f(v)| \geq \alpha$, i.e., the vertices share at least $\alpha$ labels;
- $\mathcal{C}^{\text{clique}}_{\kappa,\beta}$ : $\mathcal{M}$ contains at least $\kappa$ cliques of size at least $\beta$;
- $\mathcal{C}^{\text{sep}}$ : for all $C, C'$ in $\mathcal{M}$, with $C \neq C'$, we have $C \cup C' \notin \mathcal{C}_G$, i.e., the cliques in $\mathcal{M}$ are separated.

\textsuperscript{3}http://www.informatik.uni-trier.de/~ley/db/
It should be noticed that the cliques in a HCS are not required to be maximal cliques of $G$ because this would be too restrictive. Furthermore, the $C_{\text{sep}}$ constraint is needed to avoid a large clique of $G$ to be split and counted as several cliques in a HCS.

For a dataset, the collection of HCS is likely to be large, so we focus on the maximal ones, that are in some sense the most specific.

**Definition 3. (Maximal Homogeneous Clique Set and partial order $\preceq$)** A Maximal Homogeneous Clique Set (MHCS) is a HCS which is maximal w.r.t. the partial order $\preceq$ defined as follows. Given $M_1$ and $M_2$ two HCS, $M_1 \preceq M_2$ if and only if for all $C_1 \in M_1$ there exists $C_2 \in M_2$ such that $C_1 \subseteq C_2$.

In general, antisymmetry does not hold for $\preceq$ in any collection of sets, but in the special case of a collection of HCS $\preceq$ is a partial order as state by the following theorem.

**Theorem 1.** The relation $\preceq$ is a partial order in a collection of HCS.

**Proof.** The relation is trivially reflexive and transitive. To show antisymmetry, consider $M_1$ and $M_2$ two HCS such that $M_1 \preceq M_2$ and $M_2 \preceq M_1$. Suppose that $M_1 \neq M_2$, then there exists $C$ in $M_1$ that is different from all sets in $M_2$. And since $M_1 \preceq M_2$, there exists $C'$ in $M_2$ such that $C \subset C'$. As, $M_2 \preceq M_1$, there exists $C''$ in $M_1$ such that $C' \subseteq C''$. So, $C \subset C''$, and as elements of a HCS must be separated, this cannot hold. □

The maximal homogeneous clique set problem consists in finding all the MHCS in a given dataset.

### 2.2 Finding all MHCS

Let $\text{vertices}(M)$ be the set of vertices appearing in a collection $M$ of sets of vertices, $\text{vertices}(M) = \bigcup_{C \in M} C$. The following theorem states that if $M$ is a MHCS, then knowing $\text{vertices}(M)$ is sufficient to determine $M$.

**Theorem 2.** Given $M$ a MHCS, then $M$ is the collection of all maximal cliques in the subgraph $G_M$ of $G$ induced by $\text{vertices}(M)$.

**Proof (sketch).** Let $S$ be the collection of all maximal cliques in $G_M$ and suppose that $M \neq S$. Since $S$ contains all maximal cliques, and $M$ contains cliques that must be separated, then $S \not\subset M$. So, there exists $D \in S$ such that $D \not\in M$.

If $D$ is a superset of a clique $C$ in $M$, since cliques in $M$ are separated, replacing $C$ by $D$ in $M$ leads to a pattern that satisfies $C_{\text{sep}}$ (and also $C_{\alpha}, C_{\kappa, \beta}$), and thus $M$ is not a maximal HCS.

If $D$ is not a superset of a clique in $M$, since $D$ is a maximal clique in $G_M$ then all cliques in $M \cup \{D\}$ are separated. So $M \cup \{D\}$ satisfies $C_{\text{sep}}$ (and also $C_{\alpha}, C_{\kappa, \beta}$), and again $M$ is not a maximal HCS. □

The following property is an immediate consequence of Theorem 2.
Corollary 1. Given $M$ a MHCS, then there is no other MHCS $M'$ ($M \neq M'$) such that $\text{vertices}(M) \subseteq \text{vertices}(M')$.

For a dataset $(G, f)$, $f$ can be encoded as a binary relation $R \subseteq V \times L$, defined as $x R y \iff y \in f(x)$, and relating each vertex to its labels. The MHCS are related to the so-called closed sets over $R$ as states by the next theorem.

Let us consider the mappings $g$ and $h$, defined as follows, $g : 2^V \to 2^L$, $g(x) = \{ y \in L | \forall x = y \in X, R(x, y) \}$ and $h : 2^L \to 2^V$, $h(Y) = \{ x \in V | \forall y \in Y, R(x, y) \}$. These mappings define a Galois connection between $2^V$ and $2^L$ (e.g., see [39, 28]).

Let $\mathcal{C}_{\alpha, \beta}$ be the collection of all maximal cliques in the subgraph of $G$ induced by $V'$. This collection satisfies $\mathcal{C}_{\alpha, \beta}$ because $M$ satisfies it. Since $V' = h(L)$, the vertices in $V'$ share at least as many labels as the vertices in $V$. As $M$ satisfies $\mathcal{C}_{\alpha, \beta}$, $M'$ satisfies it also. So $M$ is not a maximal HCS. □

Let $\text{maxCliques}(G, V)$ be the collection of maximal cliques in the subgraph of $G$ induced by $V$. Theorems 2 and 3 (and Corollary 1) lead to the two following correct ways to find all MHCS:

- Find the closed sets of vertices $V$ in $R$, such that $\text{maxCliques}(G, V)$ satisfies $\mathcal{C}_{\alpha, \beta}$, $\mathcal{C}_{\alpha}$, and $\mathcal{C}_{\beta}$. Among them retain the maximal ones. For each of this maximal set $V$, output $\text{maxCliques}(G, V)$.
- Or alternatively, using the Galois connection, find the minimal closed sets of labels $L$ in $R$, such that $\text{maxCliques}(G, h(L))$ satisfies $\mathcal{C}_{\alpha, \beta}$, $\mathcal{C}_{\alpha}$, and $\mathcal{C}_{\beta}$, and then for these minimal $L$, output $\text{maxCliques}(G, h(L))$.

Constraint properties

We say that a given set of vertices $V$ (resp. set of labels $L$), $V$ (resp. $L$) satisfies the constraints $\mathcal{C}_{\alpha, \beta}$, $\mathcal{C}_{\alpha}$, or $\mathcal{C}_{\beta}$ if and only if the collection $\text{maxCliques}(G, V)$ (resp. $\text{maxCliques}(G, h(L))$) satisfies the same constraints.

Let us consider these constraints and their properties of monotonicity (i.e., if $A$ satisfies a constraint then all supersets of $A$ satisfy it) and anti-monotonicity (i.e., if $A$ satisfies a constraint then each subset of $A$ satisfies it). The following properties are straightforward.

- $\mathcal{C}_{\alpha, \beta}$ is monotonic (resp. anti-monotonic) w.r.t. the sets of labels (resp. the sets of vertices);
– $C^{\text{clique}}_{\kappa,\beta} \land C^{\text{sep}}$ is anti-monotonic (resp. monotonic) w.r.t. the sets of labels (resp. the sets of vertices).

Additionally, the conjunction $C^{\text{clique}}_{\kappa,\beta} \land C^{\text{sep}}$ can be expressed in a relaxed form by means of the constraint $C^{\text{vert}}$ defined as follows: $C^{\text{vert}}$ holds for $M$ if $|\text{vertices}(M)| \geq \beta + \kappa - 1$ (i.e., in order to contain at least $\kappa$ separated cliques of size at least $\beta$, $M$ must be built over at least $\beta + \kappa - 1$ vertices).

The anti-monotonicity (resp. monotonicity) w.r.t. the sets of labels (resp. the sets of vertices) of $C^{\text{vert}}$ are obvious as well. Since checking $C^{\text{vert}}$ is easy and do not require to know the maximal cliques, we can use it first, and then check $C^{\text{clique}}_{\kappa,\beta} \land C^{\text{sep}}$ only when $C^{\text{vert}}$ is satisfied.

**Algorithm and implementation**

So, to extract the MHCS, we can choose between enumerating sets of vertices or sets of labels, while pushing the constraints when applicable. In the targeted application domains, as shown in Section 3, $L$ is likely to be smaller than $V$, so in the rest of the paper we consider the enumeration of sets of labels in $R$. Notice that, in the context of extracting the so-called formal concepts in gene expression data, enumerating the sets of labels (representing in this context set of biological situations) has been shown to be an interesting approach [26, 31], and turns out to be feasible in practice, even when approaches based on the enumeration of sets of genes was not. However, an experimental comparison remains to be done, to confirm the interest of this strategy for MHCS.

To compute the MHCS through the enumeration of closed sets of labels, we can easily reuse most depth-first or levelwise closed set mining algorithms, handling $C^{\text{vert}}$ as a standard support constraint (anti-monotonic), $C^{\text{lab}}_{\alpha}$ as a monotonic constraint, and $C^{\text{clique}}_{\kappa,\beta} \land C^{\text{sep}}$ as another anti-monotonic constraint. In our current implementation we use an algorithm similar to Closet [29]. The conjunction $C^{\text{clique}}_{\kappa,\beta} \land C^{\text{sep}}$ is pushed partially, by pruning the current branch if it is not satisfied. We do not push the monotonic $C^{\text{lab}}_{\alpha}$ constraint, that is only checked in a passive way, but it could be used actively in future developments using, for instance, the ExAnte data reduction technique [5].

Since we want only the minimal closed sets of labels satisfying the constraints (the ones corresponding to the maximal HCS), when a closed set $L$ that fulfills the requirements is found then the current branch is pruned, and $L$ and $\text{maxClique}(G, h(L))$ are stored. And finally, when the exploration terminates, to guarantee the minimality of the closed sets, a test is performed over these sets in a post-processing step, and $\text{maxClique}(G, h(L))$ is output for each minimal set $L$.

To extract the maximal cliques (function maxClique), we implemented the algorithm of [34] that have an optimal worst-case time complexity.

**3 Experiments**

We evaluate our algorithm on two real-world datasets. On the first one, a social network dataset, we report a qualitative study and quantitative results. On
the second one, a biological dataset, we present a detailed qualitative interpretation of a relevant pattern. In these experiments, we found original patterns with strong added value which would not be found with usual local pattern mining tasks. Quantitative experiments show that the algorithm scales up on large datasets. All experiments were performed on a PC running GNU/Linux with a 3 GHz Core 2 Duo CPU and 8 GB of main memory installed (no more than 700 MB used by the extraction process). Our experimental setting aims at answering the following questions: Does our pattern definition provide new kind of knowledge and make sense? Can domain experts exploit easily the collection of patterns? Does our approach scale well on large datasets?

3.1 Mining DBLP data

The social network dataset is built from the public DBLP database. This database contains a rather exhaustive bibliographic information from most of computer science conferences and journals. It has been extensively used as an experimental dataset by many researchers. Notice also that scientific collaboration networks have similar properties than social networks [24]. Our dataset is built using all conferences since 2000 included. A vertex represents an author and an edge between two authors means that they have coauthored at least two papers. A vertex is labeled with the conference names in which the corresponding author has published (e.g., ICDM, KDD).

In the first experiment, for an author, in its label list, we retain only the conferences in which she/he has published at least twice (to discard one-shot involvements). Authors with a empty remaining label list are removed. The resulting graph has 117,526 vertices (authors), 467,691 edges (coauthor relationship of at least two papers) and there are 3,257 different labels (conferences). In this dataset, we look for MHCSs with at least 3 cliques of 3 vertices and 6 common labels ($\alpha = 6$, $\beta = 3$ and $\kappa = 3$). 80 patterns respect those constraints. Among them, for instance, 32 patterns are related to one of the data-mining conferences ICDM, KDD or SDM. We focus on two of these patterns, presented Figure 3.1.

The pattern in Figure 1(a) contains 5 cliques: 

{Jian Pei, Jiawei Han, Ke Wang, Philip S. Yu}, {Jeffrey Xu Yu, Ke Wang, Philip S. Yu}, {Christos Faloutsos, Philip S. Yu, Spirios Papadimitriou}, {Jiawei Han, Philip S. Yu, Wei Wang}, {Hans-Peter Kriegel}.

The first one contains four authors: Jiawei Han, Jian Pei, Philip S. Yu and Ke Wang. It is well known that these prolific authors have been working together over the past decade. Furthermore, we can see that the vertex corresponding to Philip S. Yu has a particular role, looking like a hub for 4 of the cliques. Discovering such local hubs in a subnetwork can be important and useful.

The other pattern, presented Figure 1(b), contains 3 cliques:

{Jian Pei, Jiawei Han, Philip S. Yu}, {Jiawei Han, Jiong Yang, Philip S. Yu}, {Christian Böhm, Hans-Peter Kriegel, Peer Kröger}.

The third clique is not connected to the two others, Christian Böhm, Hans-Peter Kriegel and Peer Kröger are all working in the same university located in Germany, whereas the two other groups are formed by people located in North
America (working in the same universities at some time). This kind of local structure is particularly interesting since it exhibits groups that are not known to interact, but that share similar interests.

Jian Pei  
Jiawei Han  
Ke Wang  
Philip S. Yu  
Wei Wang  
Spiros Papadimitriou  
Jeffrey Xu Yu  
Christos Faloutsos  
Hans-Peter Kriegel

(a) 5 cliques concerning conferences ICDE, ICDM, KDD, PAKDD, SDM, and ACM SIGMOD.

(b) 3 cliques concerning conferences EDBT, ICDE, ICDM, SDM, ACM SIGMOD, and SSDBM

Fig. 1. Two patterns extracted with $\alpha = 6$, $\beta = 3$, and $\kappa = 3$

Now, we report the CPU times and the numbers of patterns obtained in a series of quantitative experiments with different settings for $\alpha$, $\beta$ and $\kappa$. In these experiments, in order to get a larger dataset, for an author we retain all conferences where she/he has published, and no author is removed. The resulting dataset contains 479,067 vertices, 773,613 edges and 3,607 different labels.

Regarding main memory usage, we consider the maximal memory usage during each extraction. This maximal value never exceed 700 MB, and is about 657 MB on average over all extractions with a standard deviation of 7 MB. Concerning time performances, Figures 2(a) and 2(b) show that the extractions can be made in reasonable time, even when constraints are weakly selective. The worst case is obtained for $\alpha = 6$, $\beta = 3$, and $\kappa = 2$ and requires less than 17 minutes.

Fig. 2. Evolution of CPU time w.r.t. $\alpha$, $\beta$ and $\kappa$
As the algorithm starts by enumerating all closed sets having at least \( \alpha \) labels, time performances depend mostly on \( \alpha \) for small values of \( \alpha \). When \( \alpha \) increases, pruning the search space thanks to \( C^\text{vert} \) and \( C^\text{clique} \) \( \kappa,\beta \) is more effective and thus \( \beta \) and \( \kappa \) have more impact on time performances. Regarding the number of output patterns, Figures 3(a) and 3(b) show that it shrinks fast when parameter values increase. For \( \alpha > 1 \), when \( \beta \) increases by two, the number of patterns decreases by at least one order of magnitude.

![Fig. 3. Evolution of the number of patterns (log scale) w.r.t. \( \alpha \), \( \beta \) and \( \kappa \)](image)

### 3.2 Mining biological data

In this experiment, we built a dataset by using two databases: STRING [14] and SQUAT [19]. STRING aggregates data on protein-protein interactions from different sources (i.e., genomic data, co-expression, literature). Genes encode the proteins, so such interaction data can be read as gene-gene interactions (interactions of the proteins that are encoded by the genes). Among these interactions, we only retained interactions with a confidence\(^4\) higher or equal to 400 (default STRING selection threshold). SQUAT is a binarized gene expression database containing results from SAGE experiments (the binarization process is explained in [2]). SQUAT was created to support post-genomic data analysis processes for several species, and contains, for thousands of genes, the sets of biological situations (termed libraries) where these genes are overexpressed. In our experiments, we used only Human species genes. SQUAT contains information about only a subset of STRING genes, and thus we removed from STRING the proteins encoded by genes that do not correspond to genes in SQUAT (using HUGO names for the mapping).

So, to sum up, from STRING we obtained a graph where vertices represent genes and edges represent interactions between these genes (interactions between the proteins encoded by these genes), and using SQUAT we associated to each vertex a set of labels representing the set of biological situations.

\(^4\) This confidence is a measure provided by STRING. Low confidence means that there are not so many evidences that the interaction exists.
In [13] and [35], the authors argue that combining gene expression and protein interactions leads to promising results. The main interest of our MHCS approach when mining such a combination of information is the following. Since the cliques do not need to be interconnected, it should enable to extract MHCS containing groups of genes that are functionally unrelated except for proteins making some bridges, for example, a transcription factor that activates genes that fall in different functional categories, a pattern that we indeed could extract (see Figure 4). This pattern was extracted using the following parameters: $\alpha = 3$, $\beta = 3$, and $\kappa = 2$.

First, we have been studying the relevancy of the pattern using the L2L tool [23]. It is immediately apparent that the best p-values was obtained for the “Visual perception” category of the GO biological processes with a highly significant score ($p = 6.17 \cdot 10^{-11}$). This was due to the six following genes products that are related to eye development and vision: PDE6G, PPEF2, ABCA4, RBP3, RDH8, and CRX. One should note that RAXL1 also harbor retina-related functions (see below) that were not detected by L2L. We then investigated the nature of the three libraries (i.e., labels) found within the pattern. It turned out that all three libraries were made from normal retina\(^5\), which is perfectly rele-

\[\text{Fig. 4. STRING interaction graph of the genes forming a MHCS with 2 cliques of 3 genes overexpressed in 3 situations}\]

\(^5\) The three libraries are:
- SAGE_Retina_Peripheral_normal_B\_4Peri
- SAGE_Retina_normal_B\_4Ret
- SAGE_Retinal_Pigment_Epithelium_normal_B\_4MacRPE
vant given the nature of the extracted genes. We observed that the CRX gene behaved as a hub in the pattern, being the more densely connected vertex. We therefore investigated the nature of CRX. Using the hyperlink from SQUAT to Entrez Gene, we could find the following description of the function of CRX: “The protein encoded by this gene is a photoreceptor-specific transcription factor which plays a role in the differentiation of photoreceptor cells”. We then turned to examine the two cliques: (1) CRX, ABCA4, RAXL1 and (2) CRX, GNB1, PDE6G. Both cliques contain, and are associated by, the CRX gene product. This confirms its role as a hub, consistent with its transcriptional factor function. The first clique associates the Retinal-specific ATP-binding cassette transporter (ABCA4) as well as the Retina and anterior neural fold homeobox like 1 (RAXL1). RAXL1 encodes a transcription factor and ABCA4 encodes a membrane protein susceptible to transport retinal. This is therefore a clique centered upon the retinal functions of the proteins it harbors. The second clique associates Guanine nucleotide-binding protein G(I)/G(S)/G(T) subunit beta 1 (GNB1) and the Retinal rod rhodopsin-sensitive cGMP 3’,5’-cyclic phosphodiesterase subunit gamma (PDE6G). The first gene encodes a G-protein and the second one encodes the effector molecule in G-protein-mediated phototransduction in vertebrate rods and cones. This clique appears as a quite homogeneous clique involved in signal transduction and under the control of the CRX transcription factor. So the final interpretation is that we have extracted information regarding the overexpression for a photoreceptor-specific transcription factor in retinal cells, together with 12 genes, most of them harboring known function in the retina. This motif is centered upon CRX, which act as a connection between the two cliques, one centered on G-protein-mediated signal transduction, the other unrelated. This demonstrates the relevancy and the actionability of patterns discovered by the MHCS extraction method.

4 Related work

Two kinds of approaches have been proposed to mine graphs whose vertices are described by set of labels. On the one hand, clustering methods were proposed in [12, 13, 35]. On the other hand, some proposals consider a local pattern discovery approach, generally in a constraint-based mining setting. In [21], the authors introduce the problem of cohesive pattern mining in feature vector graphs (each vertex is associated to a feature vector that represents properties of this vertex). Cohesive patterns are subgraphs that satisfy a subspace cohesion constraint (i.e., they share a large enough set of features), a density constraint, and a connectivity constraint. [20] extends cohesive pattern mining to quantitative features. These approaches do not enable to discover patterns that involve several subgraphs. It should be noticed that, in [3], properties are also associated to vertices of a time-evolving graph. The authors define a method to discover rules from local graph patterns that characterize the evolution of the graph. However, this approach was not defined to capture several subgraphs within the same pattern.
The problem of mining maximal homogeneous clique sets can be seen as a constraint-based pattern mining task on two data sources (e.g., graph data and transactional data). In this way, our approach is similar to [10] where the authors define a generic framework to extract patterns under a rich set of constraints. They exploit the cross-fertilization of data sources by mining micro-array data for patterns that must also satisfy some constraints on other datasets (e.g., a similarity matrix computed from textual information). However, this approach was not defined for graph data mining.

[15, 11] consider different problems on the same kind of datasets. [15] mines for cross-graph quasi-cliques, and in [11], the authors tackle the problem of redescription mining, that aims at finding subgroups having several descriptions. We think that such approaches are complementary to the one proposed in this paper.

A maximal homogeneous clique set can be seen as a set of patterns (cliques) which satisfy both local constraints and constraints that require to consider several local patterns. In [33], the authors propose the so-called exception rules that combine three local patterns (three different rules). Recently, several generic approaches - pattern teams [17], constraint-based pattern set mining [30], constraint programming for \( n \)-ary patterns [16] - aim at selecting patterns from the initial set of local patterns to return a smaller and more valuable set according to the context.

Since its introduction, research in pattern mining has aimed at discovering more valuable knowledge nuggets. From the simple frequency constraint, many primitives have been defined and several classes of constraints are now well understood. Pattern domains have become more sophisticated and meaningful. Recently, researchers have considered heterogeneous and distributed data combined with domain knowledge to discover implicit relation between concepts from different domains, providing some novel insight into the problem domain [1, 4, 22]. Our work can be seen as being at the frontier between this bisociative knowledge discovery and constraint-based pattern mining.

5 Conclusion

In this paper, we considered the join mining of a graph and of a binary relation associating sets of labels to the vertices. We proposed to look for patterns called maximal homogeneous clique sets, that are sets of cliques such that all vertices in a pattern shared a large enough set of labels. We described how the selection criteria on these patterns can be used as constraints in a complete extraction method. Finally, we reported experiments, showing that these extractions can be made on real datasets, and can lead to meaningful patterns.
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