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It is shown that the density of the ratio of two Gaussian random variables with the same variance satisfies a non stationary diffusion equation. Implications of this result for kernel density estimation of the condensed density of the generalized eigenvalues of a random matrix pencil useful for the numerical inversion of the Laplace transform is discussed.

Introduction. The density of the ratio of two random variables with joint bivariate Gaussian density has been derived by several authors and it is important in many applications (see e.g. [8, 13, 14, 15]). In the sequel it is proved that, when the two variables have the same variance, this density satisfies a parabolic partial differential equation whose coefficients depend on both the independent variables. The proof is based on standard properties of the confluent hypergeometric functions of the first kind. A motivation for deriving such a PDE is provided by the problem of the numerical inversion of Laplace transform from noisy discrete data [2, 4]. This is a classical ill-posed problem. Insights for its stable solution can be obtained from knowledge of the marginal densities of the damping factors of a multiexponential model which represents a discretization of the Laplace transform. This problem can be restated in terms of the condensed density of the generalized eigenvalues of a matrix pencil built from the observations. In a recent paper [5] an adaptive kernel density estimator based on linear diffusion processes has been proposed which has several advantages over the existing methods. In the sequel a kernel density estimator in the class considered in [5], based on the proposed diffusion equation, for estimating the condensed density mentioned above is proposed. A Montecarlo simulation allows to appreciate its merits with respect to a Gaussian kernel estimator and its effectiveness for the numerical inversion of the Laplace transform.

The paper is organized as follows. In the first section the density of the ratio of two random variables with joint bivariate Gaussian density is shortly
derived in terms of confluent hypergeometric functions of the first kind. In the second section the PDE is derived. In the last section the kernel density estimator based on the PDE is derived and its merits are shown by a MonteCarlo simulation.

1. The density of the ratio of two Gaussian random variables.
Let us assume that the random variables \((v, w)\) have a joint Gaussian density

\[
g(v, w) = \frac{1}{2\pi|\Sigma|^{\frac{1}{2}}} e^{-\frac{1}{2}[v-\nu_v, w-\nu_w] \Sigma^{-1} [v-\nu_v, w-\nu_w]^T}
\]

with \(|\Sigma| > 0\) and the mean, the covariance matrix and its inverse are given by:

\[

\nu = [\nu_v, \nu_w]^T, \quad \Sigma = \begin{bmatrix} \sigma_v^2 & \gamma \\ \gamma & \sigma_w^2 \end{bmatrix}, \quad \Sigma^{-1} = \frac{1}{\sigma_v^2\sigma_w^2 - \gamma^2} \begin{bmatrix} \sigma_w^2 & -\gamma \\ -\gamma & \sigma_v^2 \end{bmatrix}.

\]

Let \(\text{I}_F[\alpha, \beta, z]\) be the confluent hypergeometric function of the first kind. The following lemma holds:

**Lemma 1.** If \(a \in \mathbb{R}^+, \ b \in \mathbb{R}, \ \forall n \in \mathbb{N}\)

\[

L_n = \int_{-\infty}^{\infty} |\lambda|^n e^{-a\lambda^2+2b\lambda} d\lambda = \left\{ \begin{array}{ll}
\frac{a^{-\frac{n+2}{2}} \Gamma\left[\frac{2+n}{2}\right]}{\sqrt{\pi}} F_1\left[\frac{2+n}{2}, \frac{1}{2}, \frac{b^2}{a}\right], & \text{n even} \\
2ba^{-\frac{n+2}{2}} \Gamma\left[\frac{3+n}{2}\right] F_1\left[\frac{3+n}{2}, \frac{3}{2}, \frac{b^2}{a}\right], & \text{n odd}
\end{array} \right.
\]

**Proof.** Let us define \(g(\lambda) = e^{-a\lambda^2+2b\lambda}\); then if \(n\) is even

\[

\int_{-\infty}^{\infty} |\lambda|^n g(\lambda) d\lambda = \int_{-\infty}^{0} |\lambda|^{n+1} g(\lambda) d\lambda + \int_{0}^{\infty} |\lambda|^{n+1} g(\lambda) d\lambda = \int_{0}^{\infty} \lambda^{n+1} g(-\lambda) d\lambda + \int_{0}^{\infty} \lambda^{n+1} g(\lambda) d\lambda = \int_{0}^{\infty} \lambda^{n+1} [g(\lambda) + g(-\lambda)] d\lambda
\]

if \(n\) is odd

\[

\int_{-\infty}^{\infty} |\lambda|^n g(\lambda) d\lambda = -\int_{-\infty}^{0} |\lambda|^{n+1} g(\lambda) d\lambda + \int_{0}^{\infty} |\lambda|^{n+1} g(\lambda) d\lambda = -\int_{0}^{\infty} \lambda^{n+1} g(-\lambda) d\lambda + \int_{0}^{\infty} \lambda^{n+1} g(\lambda) d\lambda = \int_{0}^{\infty} \lambda^{n+1} [g(\lambda) - g(-\lambda)] d\lambda.
\]

But (see e.g. [6, 3.462,1])

\[

\int_{0}^{\infty} \lambda^{n+1} g(\lambda) d\lambda = (2a)^{-\frac{n+2}{2}} \frac{\Gamma(n+2)e^{\frac{4a^2}{4a}}}{\sqrt{\pi}^n} D_{-\frac{n+2}{2}}\left(\frac{-\sqrt{2b}}{\sqrt{a}}\right)
\]
where the parabolic cylinder function $D_{-(n+2)}(z)$ is given by

$$D_{-(n+2)}(z) = 2^{-n-2} e^{-\frac{z^2}{4}} \left( \frac{\sqrt{\pi}}{\Gamma \left( \frac{n+3}{2} \right)} {}_1 F_1 \left[ \frac{n+2}{2}, 1, \frac{z^2}{2} \right] - \frac{\sqrt{2\pi z}}{\Gamma \left( \frac{n+2}{2} \right)} {}_1 F_1 \left[ \frac{n+3}{2}, 3, \frac{z^2}{2} \right] \right)$$

hence we get

$$\int_0^\infty \lambda^{n+1} g(\lambda) d\lambda = 2^{-(n+2)} \sqrt{\pi a}^{-\frac{n+2}{2}} \Gamma(n+2) \left( \frac{1}{\Gamma \left( \frac{n+3}{2} \right)} {}_1 F_1 \left[ \frac{n+2}{2}, 1, \frac{b^2}{2a} \right] + \frac{2b}{\sqrt{\pi} \Gamma \left( \frac{n+2}{2} \right)} {}_1 F_1 \left[ \frac{n+3}{2}, 3, \frac{b^2}{2a} \right] \right)$$

and

$$\int_0^\infty \lambda^{n+1} [g(\lambda) + g(-\lambda)] d\lambda = 2^{-(n+2)} \sqrt{\pi a}^{-\frac{n+2}{2}} \Gamma(n+2) \left( \frac{2}{\Gamma \left( \frac{n+3}{2} \right)} {}_1 F_1 \left[ \frac{n+2}{2}, 1, \frac{b^2}{2a} \right] \right)$$

$$\int_0^\infty \lambda^{n+1} [g(\lambda) - g(-\lambda)] d\lambda = 2^{-(n+2)} \sqrt{\pi a}^{-\frac{n+3}{2}} \Gamma(n+2) \left( \frac{4b}{\Gamma \left( \frac{n+3}{2} \right)} {}_1 F_1 \left[ \frac{n+3}{2}, 3, \frac{b^2}{2a} \right] \right)$$

but

$$\frac{\sqrt{\pi} \Gamma(n+2)}{2^{(n+1)} \Gamma \left( \frac{n+3}{2} \right)} = \Gamma \left( \frac{n+2}{2} \right)$$

$$\frac{\sqrt{\pi} \Gamma(n+2)}{2^{(n+1)} \Gamma \left( \frac{n+2}{2} \right)} = \Gamma \left( \frac{n+3}{2} \right).$$


We can get the density of the ratio of Gaussian variables as a simple consequence of this Lemma (see also [15]):

**Theorem 1.** If $\Sigma > 0$, the density of the ratio $x = \frac{w}{\sqrt{\Sigma}}$ is given by:

$$h(x) = \frac{e^{-c}}{2\pi |\Sigma|^\frac{1}{2} a(x)} {}_1 F_1 \left[ \frac{n+2}{2}, 1, \frac{b(x)^2}{2a(x)} \right]$$

(1)
where
\[
\begin{align*}
a(x) &= \frac{1}{2|\Sigma|} \left( \sigma_w^2 - 2\gamma x + \sigma_v^2 x^2 \right) \\
b(x) &= \frac{1}{2|\Sigma|} \left( \sigma_w^2 \nu_v - \gamma \nu_w - \gamma \nu_v x + \sigma_v^2 \nu_w x \right) \\
c &= \frac{1}{2|\Sigma|} \left( \sigma_w^2 \nu_v - 2\gamma \nu_w v_v + \sigma_v^2 \nu_w \right) \\
|\Sigma| &= \sigma_w^2 \sigma_v^2 - \gamma^2
\end{align*}
\]
and \(a(x) > 0\) \(\forall x, c > 0\).

**Proof.** The density of the ratio \(x = \frac{w}{v}\) can be written as:
\[
\begin{align*}
h(x) &= \frac{1}{2\pi|\Sigma|^{|\frac{1}{2}|}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta \left( x - \frac{w}{v} \right) e^{-\frac{1}{2}[v-w-v-w]^T \Sigma^{-1} [v-w-v-w]^T} dwdv.
\end{align*}
\]
By the change of variables \(\lambda = v, \mu = \frac{w}{v}\) with Jacobian \(|\lambda|\) we get
\[
\begin{align*}
h(x) &= \frac{1}{2\pi|\Sigma|^{|\frac{1}{2}|}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\lambda| \delta (x - \mu) e^{-\frac{1}{2}[\lambda - \nu_v, \lambda \mu - \nu_w]^T \Sigma^{-1} [\lambda - \nu_v, \lambda \mu - \nu_w]^T} d\lambda d\mu \\
&= \frac{1}{2\pi|\Sigma|^{|\frac{1}{2}|}} \int_{-\infty}^{\infty} |\lambda| e^{-\frac{1}{2}[\lambda - \nu_v, \lambda x - \nu_w]^T \Sigma^{-1} [\lambda - \nu_v, \lambda x - \nu_w]^T} d\lambda \\
&= \frac{1}{2\pi|\Sigma|^{|\frac{1}{2}|}} \int_{-\infty}^{\infty} |\lambda| e^{-a(x)\lambda^2 + 2b(x)\lambda - c} d\lambda
\end{align*}
\]
Moreover \(a(x) > 0\) \(\forall x\) because the quadratic equation in \(x\)
\[
\sigma_w^2 - 2\gamma x + \sigma_v^2 x^2 = 0
\]
has no real roots as \(\Sigma > 0\), hence, by Lemma \(1\), with \(n = 0\)
\[
h(x) = \frac{e^{-c}}{2\pi|\Sigma|^{|\frac{1}{2}|}} \int_{-\infty}^{\infty} |\lambda| e^{-a(x)\lambda^2 + 2b(x)\lambda} d\lambda = \frac{e^{-c}}{2\pi|\Sigma|^{|\frac{1}{2}|} a(x)} \left[ \frac{1}{2}, \frac{1}{2}, b(x)^2 \right]_1 F_1 \left[ \frac{1}{2}, \frac{1}{2}, a(x) \right].
\]
Finally we notice that \(c > 0\) as \(\sigma_w^2 \nu_v^2 - 2\gamma \nu_w v_v + \sigma_v^2 \nu_w^2 \geq (\sigma_w \nu_v - \sigma_v \nu_w)^2 > 0\),
because \(\Sigma > 0\).

**Corollary 1.** If \(\nu_v = \nu_w = 0\) and \(\Sigma = \sigma^2 I\) then \(h(x) = \frac{1}{\pi(x^2+1)}\).

**Proof.** In the considered case we have
\[
a(x) = \frac{1 + x^2}{2\sigma^2}, \quad b(x) = 0, \quad c = 0, \quad |\Sigma| = \sigma^4,
\]
hence
\begin{equation}
    h(x) = \frac{1}{2\pi \sigma^2 a(x)} F_1 \left[ 1, \frac{1}{2}, 0 \right] = \frac{1}{\pi (1 + x^2)}. \hfill \square
\end{equation}

2. The diffusion equation for the density of the ratio of two Gaussian random variables. Let us assume that
\[ \Sigma = \begin{bmatrix} \sigma^2 & \gamma \\ \gamma & \sigma^2 \end{bmatrix} = \sigma^2 \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix}, \quad |\rho| < 1 \]
and define \( t = \sigma^2 \). By making explicit the dependence on \( t \) in \( a(x), b(x), c, h(x) \) we get
\begin{align*}
a(x, t) &= \frac{1 - 2\rho x + x^2}{2(1 - \rho^2)t} \\
b(x, t) &= \frac{\nu_v - \rho \nu_w + (\nu_w - \rho \nu_v)x}{2(1 - \rho^2)t} \\
c(t) &= \frac{\nu_v^2 - 2\rho \nu_w \nu_v + \nu_w}{2(1 - \rho^2)t} \\
d(t) &= |\Sigma| = (1 - \rho^2)t^2
\end{align*}
and
\begin{equation}
    h(x, t) = \frac{e^{-c(t)}}{2\pi d(t)^{3/2} a(x, t)} F_1 \left[ 1, \frac{1}{2}, \frac{b(x, t)^2}{a(x, t)} \right].
\end{equation}

Remark. We notice that
\[ h(x, t; \nu_v, \nu_w, \rho) = h(x, \alpha^2 t; \alpha \nu_v, \alpha \nu_w, \rho), \quad \forall \alpha \in \mathbb{R}. \]
Therefore if \( \nu_v \neq 0 \) and \( \alpha = \frac{1}{\nu_v} \) we have
\begin{equation}
    h(x, t; \nu_v, \nu_w, \rho) = h(x, \frac{t}{\nu_v^2}; 1, \frac{\nu_w}{\nu_v}, \rho).
\end{equation}
We have

**Theorem 2.**
\[ \lim_{t \to \infty} h(x, t) = \frac{\sqrt{1 - \rho^2}}{\pi (x^2 - 2x \rho + 1)} = h(x, t; 0, 0, \rho) \]
and, if \( \nu_v \neq 0 \),
\[ \lim_{t \to 0^+} h(x, t) = \delta \left( x - \frac{\nu_w}{\nu_v} \right) \]
in the weak sense.
Proof. The density $h(x, t)$ can be rewritten as

$$h(x, t) = \frac{e^{-\frac{(\nu_w - \nu_v x)^2}{2(t(x^2 - 2x\rho + 1)}}}{\sqrt{2\pi t (x^2 - 2x\rho + 1)}} \frac{\nu_v(1 - \rho x) + \nu_w(x - \rho)}{x^2 - 2x\rho + 1} \text{erf} \left[ \frac{\nu_v(1 - \rho x) + \nu_w(x - \rho)}{\sqrt{2t (1 - \rho^2)}(x^2 - 2x\rho + 1)} \right]$$

$$+ \frac{\sqrt{1 - \rho^2}}{\pi (x^2 - 2x\rho + 1)} e^{-\frac{x^2 + 2x\rho x - x^2}{2(t(1 - \rho^2))}}.$$

Taking the limit $t \to \infty$ in this expression we get the first equality in the first part of the thesis. The second equality is obtained by substituting $\nu_v = \nu_w = 0$ in equation (4). To prove the second part we notice that

$$\lim_{t \to 0^+} h(x, t) = \lim_{t \to 0^+} \frac{e^{-\frac{(\nu_w - \nu_v x)^2}{2(t(x^2 - 2x\rho + 1)}}}{\sqrt{2\pi t (x^2 - 2x\rho + 1)}} \frac{\nu_v(1 - \rho x) + \nu_w(x - \rho)}{x^2 - 2x\rho + 1} = \lim_{t \to 0^+} h_0(x, t)$$

and

$$h_0(x, t) = \frac{1}{\sqrt{t}} \tilde{h}_0 \left( \frac{x}{\sqrt{t}}, t \right)$$

where $\tilde{h}_0(x, t)$ is such that $\int_{-\infty}^{\infty} \tilde{h}_0(x, t) dx = 1$.

But then

$$\lim_{t \to 0^+} \int_{-\infty}^{\infty} h_0(x, t) F \left( x - \frac{\nu_w}{\nu_v} \right) dx = F \left( \frac{\nu_w}{\nu_v} \right)$$

holds for all continuous compactly supported functions $F$, and so $h(x, t)$ converges weakly to $\delta \left( x - \frac{\nu_w}{\nu_v} \right)$ in the sense of measures (16, Theorem 1.18).

The properties of $h(x, t)$ stated above suggest, when $\nu_v \neq 0$, the existence of a diffusion equation ruling the behavior of $h(x, t)$ for varying $t$ (when $\nu_v = \nu_w = 0, h(x, t)$ does not depend on $t$). To prove that this is indeed the case we need the following Lemmas:

Lemma 2. If $\nu_v \neq 0$ and $|\rho| < 1$ then

$$h_t(x, t) = \frac{e^{-c(t)}}{2\pi} \left[ A(t)(x, t)L_2(x, t) + B(t)(x, t)L_1(x, t) + C(t)(t)L_0(x, t) \right]$$

$$h_x(x, t) = \frac{e^{-c(t)}}{2\pi} \left[ A(x)(x, t)L_2(x, t) + B(x)(x, t)L_1(x, t) \right]$$

$$h_{xx}(x, t) = \frac{e^{-c(t)}}{2\pi} \left[ A^{(xx)}(x, t)L_4(x, t) + A^{(xx)}(x, t)L_2(x, t) \right]$$
where

\[ A^{(t)}(x, t) = \frac{1 + x^2 - 2x\rho}{2t^3(1 - \rho^2)^{3/2}} \]

\[ B^{(t)}(x, t) = -\frac{\nu_v + \nu_w x - (\nu_w + \nu_v x)\rho}{t^3(1 - \rho^2)^{3/2}} \]

\[ C^{(t)}(t) = \frac{\nu_v^2 + \nu_w^2 - 2\nu_v\nu_w\rho + 2t(-1 + \rho^2)}{2t^3(1 - \rho^2)^{3/2}} \]

\[ A^{(x)}(x, t) = \frac{\rho - x}{t^2(1 - \rho^2)^{3/2}} \]

\[ B^{(x)}(x, t) = \frac{\nu_w - \nu_v\rho}{t^2(1 - \rho^2)^{3/2}} \]

\[ E^{(xx)}(x, t) = \frac{(x - \rho)^2}{t^3(1 - \rho^2)^{5/2}} \]

\[ F^{(xx)}(x, t) = \frac{2(x - \rho)(-\nu_w + \nu_v\rho)}{t^3(1 - \rho^2)^{5/2}} \]

\[ A^{(xx)}(x, t) = \frac{(\nu_w - \nu_v\rho)^2 + t(\rho^2 - 1)}{t^3(1 - \rho^2)^{5/2}} \]

**Proof.** We have

\[ \Sigma^{-1} = \frac{1}{(1 - \rho^2)t} \begin{bmatrix} 1 & -\rho \\ -\rho & 1 \end{bmatrix} \]

therefore

\[ h_t(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta \left( x - \frac{w}{v} \right) \frac{\partial e^{-\frac{1}{2}[v - \nu_v, w - \nu_w]\Sigma^{-1}[v - \nu_v, w - \nu_w]^T}}{\sqrt{d(t)}} \frac{dwdv}{d(\xi, \mu)} \]

By the change of variables \( \lambda = v, \mu = \frac{w}{v} \) with Jacobian \( |\lambda| \) we get

\[ h_t(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \lambda \delta (x - \mu) \frac{\partial e^{-\frac{1}{2}[\lambda - \nu_v, \lambda\mu - \nu_w]\Sigma^{-1}[\lambda - \nu_v, \lambda\mu - \nu_w]^T}}{\sqrt{d(t)}} d\lambda d\mu = \]

\[ \int_{-\infty}^{\infty} \frac{d\lambda d\mu}{\sqrt{d(t)}} e^{-a(x,t)\lambda^2 + 2b(x,t)\lambda - c(t)} = \]

\[ \int_{-\infty}^{\infty} \frac{A^{(t)}(x, t) d\lambda f(\lambda) d\lambda + B^{(t)}(x, t) d\lambda f(\lambda) d\lambda + C^{(t)}(x, t) d\lambda f(\lambda) d\lambda}{\sqrt{d(t)}} \]

where \( f(\lambda) = e^{-\alpha(x,t)\lambda^2 + 2b(x,t)\lambda - c(t)} = e^{-c(t)}g(\lambda), \) and \( \alpha(x,t), b(x,t), c(t) \) are given in equations (3), and

\[
\begin{align*}
A(t)(x,t) &= \frac{1 + x^2 - 2x\rho}{2t^3(1 - \rho^2)^{3/2}} \\
B(t)(x,t) &= -\frac{\nu_u + \nu_w - (\nu_w + \nu_v)x}{t^3(1 - \rho^2)^{3/2}} \\
C(t)(t) &= \frac{\nu_u^2 + \nu_w^2 - 2\nu_u\nu_w\rho + 2t(-1 + \rho^2)}{2t^3(1 - \rho^2)^{3/2}}
\end{align*}
\]

In the same way we get

\[
\begin{align*}
h_x(x,t) &= \frac{1}{2\pi} \left( A(x)(x,t) \int_{-\infty}^{\infty} |\lambda|^2 f(\lambda) d\lambda + B(x)(x,t) \int_{-\infty}^{\infty} |\lambda| f(\lambda) d\lambda \right)
\end{align*}
\]

where

\[
\begin{align*}
A(x)(x,t) &= \frac{\rho - x}{t^2(1 - \rho^2)^{3/2}} \\
B(x)(x,t) &= \frac{\nu_u - \nu_v\rho}{t^2(1 - \rho^2)^{3/2}}
\end{align*}
\]

and

\[
\begin{align*}
h_{xx}(x,t) &= \frac{1}{2\pi} E^{xx}(x,t) \int_{-\infty}^{\infty} |\lambda|^4 f(\lambda) d\lambda + \frac{1}{2\pi} F^{xx}(x,t) \int_{-\infty}^{\infty} |\lambda|^3 f(\lambda) d\lambda + \\
&\quad \frac{1}{2\pi} A^{xx}(x,t) \int_{-\infty}^{\infty} |\lambda|^2 f(\lambda) d\lambda
\end{align*}
\]

where

\[
\begin{align*}
E^{xx}(x,t) &= \frac{(x - \rho)^2}{t^3(1 - \rho^2)^{5/2}} \\
F^{xx}(x,t) &= \frac{2(x - \rho)(-\nu_w + \nu_v\rho)}{t^3(1 - \rho^2)^{5/2}} \\
A^{xx}(x,t) &= \frac{(-\nu_u - \nu_v\rho)^2 + t(\rho^2 - 1)}{t^3(1 - \rho^2)^{5/2}}.
\end{align*}
\]

By using the same notations of Lemma 1 we get the thesis. \( \square \)

**Lemma 3.** If \( a \in \mathbb{R}^+ \), \( b \in \mathbb{R} \),

\[
L_3(x,t) = W_1L_1(x,t) + W_2L_2(x,t)
\]
and
\[ L_4(x, t) = W_3 L_1(x, t) + W_4 L_2(x, t) \]
where
\[ W_1 = \frac{3}{2a}, \quad W_2 = \frac{b}{a}, \quad W_3 = \frac{3b}{2a^2}, \quad W_4 = \frac{2a + b^2}{a^2} \]

**Proof.** By Lemma 1 we have
\[
L_1 = 2ba^{-2} \text{}_1 F_1 \left[ \frac{2, \frac{3}{2}, \frac{b^2}{a}}{2} \right]
\]
\[
L_2 = a^{-2} \text{}_1 F_1 \left[ \frac{2, \frac{1}{2}, \frac{b^2}{a}}{2} \right]
\]
\[
L_3 = 4ba^{-3} \text{}_1 F_1 \left[ \frac{3, \frac{3}{2}, \frac{b^2}{a}}{2} \right]
\]
\[
L_4 = 2a^{-3} \text{}_1 F_1 \left[ \frac{3, \frac{1}{2}, \frac{b^2}{a}}{2} \right]
\]
By [1, 13.4.3] we have:
\[
\text{}_1 F_1 [h + 1, k, z] = \frac{h - k + 1}{h} \text{}_1 F_1 [h, k, z] - \frac{1 - k}{h} \text{}_1 F_1 [h, k - 1, z]
\]
but then
\[
L_3 = 4ba^{-3} \text{}_1 F_1 \left[ \frac{3, \frac{3}{2}, \frac{b^2}{a}}{2} \right] = ba^{-3} \left( 3 \text{}_1 F_1 \left[ \frac{2, \frac{3}{2}, \frac{b^2}{a}}{2} \right] + \text{}_1 F_1 \left[ \frac{2, \frac{1}{2}, \frac{b^2}{a}}{2} \right] \right) =
\]
\[
ba^{-3} \left( 3\frac{a^2}{2b} L_1 + a^2 L_2 \right). 
\]
Moreover, from by [1, 13.4.5] we have:
\[
\text{}_1 F_1 [h + 1, k, z] = \frac{(h + z)}{h} \text{}_1 F_1 [h, k, z] - \frac{(k - h)z}{hk} \text{}_1 F_1 [h, k + 1, z]
\]
and therefore
\[
L_4 = 2a^{-3} \text{}_1 F_1 \left[ \frac{3, \frac{1}{2}, \frac{b^2}{a}}{2} \right] = 2a^{-3} \left( \frac{(2 + \frac{b^2}{a})}{2} \text{}_1 F_1 \left[ \frac{2, \frac{1}{2}, \frac{b^2}{a}}{2} \right] + \frac{3b^2}{2a} \text{}_1 F_1 \left[ \frac{2, \frac{3}{2}, \frac{b^2}{a}}{2} \right] \right) =
\]
\[
\frac{3b}{2a^2} L_1 + \frac{2a + b^2}{a^2} L_2. 
\]

We can now prove the main theorem:

**THEOREM 3.** If $\nu_v \neq 0$ and $|\rho| < 1$, the density $h(x,t)$ solves the partial differential equation

\begin{align*}
(6) \quad h_t(x,t) &= Dh(x,t) \\
(7) \quad D &= \frac{\partial[D(x,t)\frac{\partial h}{\partial x}]}{\partial x} + C(x,t)\frac{\partial h}{\partial x} + S(t)h
\end{align*}

where the diffusion coefficient is

\begin{equation}
D(x,t) = \frac{P_3(x)}{Q_1(x) + tQ_2(x)}
\end{equation}

the source coefficient is

\begin{equation}
S(t) = C(t)\left(t\right)^{\frac{1}{2}}
\end{equation}

and the convection coefficient is

\begin{equation}
C(x,t) = \frac{P_1(x) + tP_2(x)}{t(Q_1(x) + tQ_2(x))} - \frac{P_3'(x)}{Q_1(x) + tQ_2(x)} + \frac{P_3(x)(Q_1'(x) + Q_2'(x))}{(Q_1(x) + tQ_2(x))^2}
\end{equation}

where

\begin{align*}
P_1(x) &= 2(\nu_w - \nu_v x)^2[\nu_w + \nu_w x - (\nu_w + \nu_v x)\rho](\rho^2 - 1) \\
P_2(x) &= (1 + x^2 - 2x\rho)[\nu_w(\rho - x)(3x^2 - 6x\rho + 11\rho^2 - 8) + \\
&\quad \nu_v(2 - 9x^2 + 10x\rho + 3x^3 \rho - 5\rho^2 - x\rho^3)] \\
P_3(x) &= (1 + x^2 - 2x\rho)^2\{\nu_w(1 - x^2 + 2x\rho - 2\rho^2) + \nu_v[\rho + x(-2 + x\rho)]\} \\
Q_1(x) &= 2(1 - \rho^2)(\nu_w - \nu_v x)(\nu_w - \nu_v \rho) \\
Q_2(x) &= 2(\rho^2 - 1)\{\nu_w(1 + 4x^2 - 8x\rho + 3\rho^2) - \nu_v[\rho + x(3x^2 - 5x\rho + \rho^2)]\}.
\end{align*}

$Q_1(x) + tQ_2(x)$ is a cubic polynomial with one, two or three real zeros depending on the values of $t, \nu_v, \nu_w, \rho$.

**Proof.** Dropping the dependencies on $(x,t)$, by Lemma 2 we have

\begin{equation}
h_{xx} = \frac{e^{-c(t)}}{2\pi} \left[E^{(xx)}L_4 + F^{(xx)}L_3 + A^{(xx)}L_2\right]
\end{equation}

and by Lemma 3 we have

\begin{equation}
h_{xx} = \frac{e^{-c(t)}}{2\pi} \left[E^{(xx)}(W_3L_1 + W_4L_2) + F^{(xx)}(W_1L_1 + W_2L_2) + A^{(xx)}L_2\right] =
\end{equation}
\[ e^{-c(t)} \left[ \left( A^{(xx)} + F^{(xx)} W_2 + E^{(xx)} W_4 \right) L_2 + \left( F^{(xx)} W_1 + E^{(xx)} W_3 \right) L_1 \right] \]

By Lemma 2 we have

\[ h_x = e^{-c(t)} \left[ A^{(x)} L_2 + B^{(x)} L_1 \right] \]

we can then solve formally for \( L_1, L_2 \) the linear system

\[ e^{-c(t)} \left[ \begin{array}{cc} A^{(x)} & B^{(x)} \\ C^{(xx)} & D^{(xx)} \end{array} \right] \left[ \begin{array}{c} L_2 \\ L_1 \end{array} \right] = \left[ \begin{array}{c} h_x \\ h_{xx} \end{array} \right] \]

where

\[ C^{(xx)} = A^{(xx)} + F^{(xx)} W_2 + E^{(xx)} W_4, \quad D^{(xx)} = F^{(xx)} W_1 + E^{(xx)} W_3. \]

We get

\[ L_2 = e^{c(t)} 2\pi \frac{D^{(xx)} h_x - B^{(x)} h_{xx}}{A^{(x)} D^{(xx)} - B^{(x)} C^{(xx)}} \]
\[ L_1 = e^{c(t)} 2\pi \frac{-C^{(xx)} h_x + A^{(x)} h_{xx}}{A^{(x)} D^{(xx)} - B^{(x)} C^{(xx)}} \]

Substituting these expression in

\[ h_t = e^{-c(t)} \left[ A^{(t)} L_2 + B^{(t)} L_1 + C^{(t)} L_0 \right] \]

and remembering that

\[ h = \frac{e^{-c(t)}}{2\pi d^2} L_0 \]

we get

\[ h_t = C^{(t)} (t) d(t) \frac{1}{4} h + G_x h_x + G_{xx} h_{xx} \]

where

\[ G_x = \frac{A^{(t)} D^{(xx)} - B^{(t)} C^{(xx)}}{A^{(x)} D^{(xx)} - B^{(x)} C^{(xx)}} \]
\[ G_{xx} = \frac{A^{(x)} B^{(t)} - A^{(t)} B^{(x)}}{A^{(x)} D^{(xx)} - B^{(x)} C^{(xx)}} \]

Substituting the expressions for \( A^{(t)}, A^{(x)}, B^{(t)}, B^{(x)}, C^{(xx)}, D^{(xx)}, E^{(xx)}, F^{(xx)} \) given in Lemma 2 and noticing that

\[ C(x, t) = G_x - \frac{\partial G_{xx}}{\partial x} \quad \text{and} \quad D(x, t) = G_{xx} \]

we get the expressions reported above. Moreover \( Q_1(x) + tQ_2(x) = 0 \) is a cubic polynomial equation whose discriminant can be positive, negative or zero depending on the values of \( t, \nu_v, \nu_w, \rho \). \qed
3. A density estimation problem. Let
\[ L_f(s) = \int_0^\infty f(t)e^{-st}dt \]
be the Laplace transform of a function \( f(t) \in L_1(\mathbb{R}^+) \). Let us denote random quantities by bold characters. Let be
\[ d_k = L_f(k\Delta s) + \epsilon_k, \quad \Delta s > 0, \quad k = 1, \ldots, n \]
where \( \epsilon_k \) are i.i.d. Gaussian zero mean random variables with variance \( \sigma^2 \) and let us consider the problem of making inference on \( f(t) \) from \( R \) independent realizations of \( \mathbf{d} = [d_1, \ldots, d_n] \). The problem can be severely ill-posed. An approach to its solution consists in approximating the Laplace transform by a finite sum, assuming \( n \) even
\[ L_f(k\Delta s) \approx \sum_{j=1}^{p} f_j e^{-\alpha_j(k-1)}, \quad \alpha_j > 0, \quad p = \frac{n}{2} \]
and solve for the unknowns \( \{f_j, \alpha_j\}, \quad j = 1, \ldots, p \) in the multiexponential model (for simplicity the same symbols are used):
\[ d_k = \sum_{j=1}^{p} f_j e^{-\alpha_j(k-1)} + \epsilon_k = \sum_{j=1}^{p} f_j \zeta_j^{k-1} + \epsilon_k. \]
In the noiseless case the problem consists in interpolating the data
\[ s_k = \sum_{j=1}^{p} f_j e^{-\alpha_j(k-1)}, \quad k = 1, \ldots, n \]
by means of a linear combination of real exponential functions \( \zeta_j(t) = e^{-\alpha_j t}, \quad j = 1, \ldots, p \). To this aim let us consider the Hankel matrices
\[ U_0(\mathbf{s}) = U(s_0, \ldots, s_{n-2}), \quad U_1(\mathbf{s}) = U(s_1, \ldots, s_{n-1}) \]
where
\[ U(x_1, \ldots, x_{n-1}) = \begin{bmatrix} x_1 & x_2 & \cdots & x_p \\ x_2 & x_3 & \cdots & x_{p+1} \\ \vdots & \ddots & \ddots & \vdots \\ x_p & x_{p+1} & \cdots & x_{n-1} \end{bmatrix} \]
It is well known (e.g. [7]) that, provided that \( \det(U_0) \neq 0, \det(U_1) \neq 0 \), a unique solution exists. If \( \xi \) and \( W \) denote the generalized eigenvalues and eigenvectors of the matrices \( (U_1, U_0) \) then the solution is given by
\[ \zeta = \xi, \quad f = W^T \mathbf{s} = V(\xi)^{-T} \mathbf{s} \]
where $V(\xi)$ is the square Vandermonde matrix based on $\xi$ and $T$ denotes transposition. Hence the critical quantities which the solution depend on are the generalized eigenvalues $\xi$. They can be computed by the generalized Schur decomposition of the matrices $(U_1, U_0)$ [9]:

$$U_1 = QSZ^T, \quad U_0 = QTZ^T$$

where $Q$ and $Z$ are orthogonal matrices, and $S$ and $T$ are upper triangular matrices such that $\xi_j = \frac{S_{jj}}{T_{jj}}$. In the noisy case the matrices $U_0, U_1$ are random and the generalized eigenvalues $\xi_j, j = 1, \ldots, p$ are random variables. Their marginal densities are all equal to the their condensed density (see e.g. [2, Lemma 2.4]) which is defined as

$$H(x) = E \left[ \frac{1}{p} \sum_{j=1}^{p} \delta(x - \xi_j) \right]. \quad (10)$$

Knowledge of the condensed density is therefore of main importance for making inference on the generalized eigenvalues $\xi$.

In a more general context this problem was studied in [3] where a stochastic perturbation method for estimating the condensed density (10) based on a single realization of $d$ was proposed. Here we assume to have $R$ independent realizations $d^{(r)}, \ r = 1, \ldots, R$ of $d$ and we are seeking a kernel estimator of the marginal densities. In a recent paper [5] it has been shown that kernel estimators based on parabolic partial differential equations can be considered and the underlying PDE can be used to estimate the optimal bandwidth and to take into account some kinds of prior information through suitable boundary conditions. Gaussian kernels belong to this class as they satisfy the heat equation. In the specific case considered here the Gaussian kernel estimator of (10) takes the form

$$\hat{H}_G(x, t) = \frac{1}{R} \sum_{r=1}^{R} \frac{1}{p_r} \sum_{k=1}^{p_r} \Phi(x, \xi_k^{(r)}, t) \quad (11)$$

where

$$\Phi(x, \mu, t) = \frac{1}{\sqrt{2\pi t}} e^{-(x-\mu)^2/(2t)}$$

where $\xi_k^{(r)}, k = 1, \ldots, p_r$ are the real generalized eigenvalues of $(U_1^{(r)}, U_0^{(r)})$ built from $d^{(r)}$ (discarding the complex conjugate pairs). It turns out that $\hat{H}_G(x, t)$ is the unique solution of the diffusion equation

$$\frac{\partial}{\partial t} \hat{H}_G(x, t) = \frac{1}{2} \frac{\partial^2}{\partial x^2} \hat{H}_G(x, t)$$
with initial condition $\hat{H}_G(x, 0) = H_e(x)$ where

$$H_e(x) = \frac{1}{R} \sum_{r=1}^{R} \frac{1}{p_r} \sum_{k=1}^{p_r} \delta(x - \xi_k^{(r)})$$

is the empirical condensed density of the generalized eigenvalues.

We now notice that if $p = 1$ the only generalized eigenvalue $\xi = d_2/d_1$ is the ratio of two uncorrelated Gaussian random variables with the same variance $t = \sigma^2$ and mean $f_1\zeta_1$ and $f_1$ respectively and its density was derived in Section 1. Moreover in Section 2 a diffusion equation was derived which is satisfied by this density. The idea is then to replace the standard diffusion operator which gives rise to a Gaussian kernel density estimation with a more specific diffusion operator related to the one defined in Theorem 3. However we can not use straightforwardly the operator (7) because the theory developed in [5] holds for diffusion operators with coefficients independent of $t$ and positive diffusion coefficient. On the other hand when $p > 1$ the generalized eigenvalues are the ratio of variables which are not Gaussian. Therefore in any case, when proposing a modified operator based on (7), we are looking for a suboptimal solution to the kernel selection problem. A modified operator can be built as follows. We first notice that the difficulty of the Laplace inversion problem strongly depends on the relative position of the $\zeta_j$, $j = 1, \ldots, p$ which the interpolation of the noiseless data is based on. Simplistically the closer they are the worse the conditioning of the problem is. We then prove that in these difficult cases the diffusion coefficient of the operator (7) is positive in a neighbor of the interesting region of the density for $\sigma$ small enough. This is proved in Theorem 4. We first need the following

**Lemma 4.** The generalized eigenvalues of the random pencil $(U_1, U_0)$ built from the data $\mathbf{d} = [d_1, \ldots, d_n]$ are given by $D_0 = \text{diag}(\mathbf{f})$, $D_1 = \text{diag}(\mathbf{f}) \cdot \text{diag}(\mathbf{\zeta})$ where $\mathbf{f}, \mathbf{f}_j, j = 1, \ldots, p$ are random variables such that $d_k(\omega) = \sum_{j=1}^{p} f_j(\omega) \zeta_j^{(k-1)}(\omega)$, $k = 1, \ldots, n$, $\forall \omega \in \Omega$ where $\Omega$ is the space of events. If the generalized Schur decomposition of $(U_1, U_0)$ is given by

$$U_1 = QSZ^T, \quad U_0 = QTZ^T$$

then

$$\text{diag}(S) = D_1, \quad \text{diag}(T) = D_0.$$
Proof. Let $f_j, \zeta_j, j = 1, \ldots, p$ be the solution of the exponential interpolation problem which exists and it is unique a.s. because $\det(U_0) \neq 0$ a.s and $\det(U_1) \neq 0$ a.s. \cite{10}. If $V$ is the Vandermonde matrix $V_{ij} = \zeta_i^j$ then (see e.g. \cite{3})

$$U_0 = V D_0 V^T, \quad U_1 = V D_1 V^T.$$ 

But then

$$U_1 V^{-T} D_0 = U_0 V^{-T} D_1.$$ 

Therefore the pairs $(f_j, \zeta_j), j = 1, \ldots, p$ are representatives of the projective form \cite{17} of the generalized eigenvalues of $(U_1, U_0)$ and the thesis follows.

Theorem 4. If $\rho_j = \text{corr}(S_{jj}, T_{jj})$ then for $h \neq k$

$$\lim_{|\zeta_h - \zeta_k| \to 0} \lim_{\sigma \to 0} \rho_j = 1, \forall j$$

and it exists an open interval $I \subset \mathbb{R}^+$ such that $\frac{\nu_w}{\nu_v} \in I$ and $D(x, t) > 0, x \in I, \forall t$.

Proof. By Lemma 4 we have

$$\rho_j = E \left[ \frac{S_{jj} - E[S_{jj}]}{\sqrt{E[(S_{jj} - E[S_{jj}])^2]}} \cdot \frac{T_{jj} - E[T_{jj}]}{\sqrt{E[(T_{jj} - E[T_{jj}])^2]}} \right]$$

For each realization, $\zeta_j$ and $f_j$ are analytic functions of $d_k$ in a small neighborhood of $\zeta_j$ and $f_j$ respectively (\cite{3, Lemma 2}), therefore they admit a Taylor series expansions around $\zeta_j$ and $f_j$

$$\zeta_j = \zeta_j + \sum_{i=1}^n g_i \epsilon_i + \frac{1}{2} \sum_{i,h=1}^n C_{ih} \epsilon_i \epsilon_h + \ldots$$

$$f_j = f_j + \sum_{i=1}^n c_i \epsilon_i + \frac{1}{2} \sum_{i,h=1}^n G_{ih} \epsilon_i \epsilon_h + \ldots$$

Truncating after the first order terms and substituting these expressions in (12), after some long but simple calculations, we get

$$\lim_{\sigma \to 0} \rho_j = \frac{\zeta_j \sum_{i=1}^n c_i^2 + f_j \sum_{i=1}^n c_i g_i}{\left( (\zeta_j \sum_{i=1}^n c_i^2 + f_j \sum_{i=1}^n c_i g_i)^2 + f_j^2 \left( \sum_{i=1}^n c_i^2 \sum_{i=1}^n g_i^2 - (\sum_{i=1}^n c_i g_i)^2 \right) \right)^{1/2}}.$$
But if for some \( h \neq k \), \( |\zeta_h - \zeta_k| \to 0 \) then \( |c_i| \to \infty \) \( \forall i \). In fact
\[
g_i = \frac{\partial \zeta_j}{\partial \epsilon_i |_{d=\delta}}, \quad c_i = \frac{\partial f_j}{\partial d_i |_{d=\delta}}
\]
and
\[
c_i = \frac{\partial}{\partial s_i} \left( \xi_j^T V(\zeta)^{-2} \frac{\partial}{\partial \zeta} \right) = \frac{\partial}{\partial s_i} \left( \sum_{k=1}^{p} v_{jk}(\zeta) s_k \right) = \sum_{k=1}^{p} \frac{\partial v_{jk}(\zeta)}{\partial s_i} s_k + v_{ji}(\zeta)
\]
where \( v_{jk} = \xi_j^T V^{-T} \xi_k \). But (see e.g. [12])
\[
\frac{\partial v_{jk}(\zeta)}{\partial s_i} = -\xi_j^T \left( V^{-T} \frac{\partial V^T(\zeta)}{\partial \zeta} V^{-T} \right) \xi_k = -\sum_{h=1}^{p} g_{h} \xi_j^T \left( V^{-T} \frac{\partial V^T(\zeta)}{\partial \zeta_h} V^{-T} \right) \xi_k
\]
and therefore
\[
c_i = -\sum_{h,k=1}^{p} g_{h} s_k \xi_j^T \left( V^{-T} \frac{\partial V^T(\zeta)}{\partial \zeta_h} V^{-T} \right) \xi_k + v_{ji}(\zeta).
\]
The first part of the thesis then follows by noticing that
\[
\det V = \prod_{h \neq k} (\zeta_h - \zeta_k)
\]
and
\[
\lim_{(|c_1|, \ldots, |c_n|) \to \infty} \frac{\zeta_j \sum_{i=1}^{n} c_i^2 + f_j \sum_{i=1}^{n} c_i g_i}{\left\{ (\zeta_j \sum_{i=1}^{n} c_i^2 + f_j \sum_{i=1}^{n} c_i g_i) \right\}^2 + f_j^2 \left\{ \sum_{i=1}^{n} c_i^2 \sum_{i=1}^{n} g_i^2 - (\sum_{i=1}^{n} c_i g_i)^2 \right\}}^{1/2} = 1
\]
because \( \zeta_j > 0 \). To prove the second part, let us consider the Taylor first order approximation of the diffusion coefficient around \( \rho = 1 \) and \( x = \frac{\nu_w}{\nu_v} \):
\[
D(x, t) = A(t) + \left( x - \frac{\nu_w}{\nu_v} \right) \left( B(t) + O(1 - \rho)^2 \right) + O(1 - \rho)^2 + O \left( x - \frac{\nu_w}{\nu_v} \right)^2
\]
where
\[
A(t) = \frac{(\nu_v - \nu_w)^4}{4(1 - \rho) (tr_v^4)} + \frac{(\nu_v - \nu_w)^2 (\nu_v^2 + 2\nu_v \nu_w + \nu_w^2)}{8t_v^4} + \frac{(1 - \rho)(\nu_v + \nu_w)^4}{16 (tr_v^4)}
\]
and
\[
B(t) = \frac{7(\nu_v - \nu_w)^3}{4t_v^3(\rho - 1)} - \frac{(\nu_v - \nu_w)(\nu_v^2 + 2\nu_v \nu_w + 7\nu_w^2)}{8 (t_v^3)} + \frac{9\nu_v^4 + 2\nu_v \nu_w^3 + 14\nu_w^3 \nu_v + 7\nu_v^4}{16t_v^4} (\rho - 1).
\]
But $A(t) > 0$ as $\nu_v, \nu_w$ have the same sign because $\zeta_j > 0$. Therefore we get the thesis by the permanence of sign theorem.

By using Theorem 4 we can define the modified operator as the operator (7) where the coefficients are evaluated at a fixed suitable value $t_0$. When $p = 1$ the variable $t$ represents the common variance of the numerator and denominator of the generalized eigenvalue. In order to choose $t_0$ we can then look for the element in the set of densities (5) which best fits the empirical condensed density $H_e(x)$, i.e.

$$(t_0, \theta_0) = \text{argmin}_{t, \theta} \|h(x, t; \theta) - H_e(x)\|_2^2$$

where $\theta = \{\frac{\nu_w}{\nu_v}, \rho\}$. Let us denote by

$$D_0 = \frac{\partial[D(x, t_0)\partial x]}{\partial x} + C(x, t_0)\frac{\partial}{\partial x} + S(t_0)$$

this modified operator and define the kernel estimator

$$(13) \quad \hat{H}_P(x, t^*) = \frac{1}{R} \sum_{r=1}^{R} \frac{1}{p_r} \sum_{k=1}^{p_r} h^{(r,k)}(x, t^*)$$

where

- $h^{(r,k)}(x, t^*)$ is obtained by equation (5) by replacing $\frac{\nu_w}{\nu_v}$ by $\frac{T_{kk}^{(r)}}{T_{kk}^{(r)}}$ obtained by computing the generalized eigenvalues by the Schur decomposition of the matrices $(U_{1}^{(r)}, U_{0}^{(r)})$ built from $d^{(r)}$, taking the $p_r$ real ones (discarding the complex conjugate pairs), and by replacing $\rho$ with the sample correlation coefficient $\hat{\rho}$ of the pooled real $S_{kk}^{(r)}, T_{kk}^{(r)}, r = 1, \ldots, R; k = 1, \ldots, p_r$;
- the optimal bandwidth is given by [5, eq.23]

$$t^* = \left( \frac{E \left( (\sqrt{D(x, t_0)^{-1}})^{-1} \right)}{2R\sqrt{\pi \|D_0h(x, t_0)\|_2^2}} \right)^{2/5};$$

where $E \left( (\sqrt{D(x, t_0)^{-1}})^{-1} \right)$ is estimated by

$$\frac{1}{R} \sum_{i=1}^{R} \frac{1}{p_r} \sum_{k=1}^{p_r} \left( \sqrt{D^{(r,k)}(x, t_0)} \right)^{-1},$$
\[ \|D_0 h(x, t_0)\|^2_2 \] is estimated by
\[
\frac{1}{R} \sum_{i=1}^R \frac{1}{p_r} \sum_{k=1}^{p_r} \|h^{(r,k)}_t(x, t_0)\|^2_2
\]
and \( \|h^{(r,k)}_t(x, t_0)\|^2_2 \) is computed by numerical quadrature.

- \( D^{(r,k)}(x, t_0) \) denotes the diffusion coefficient computed by replacing in formula (8) \( \nu_w, \nu_v, \rho \) by the the same values used for \( h^{(r,k)}(x, t^*) \). With the same substitutions we obtain \( h^{(r,k)}_t(x, t_0) \) by formula (9).

By the second part of Theorem 2, \( \hat{H}_P(x, t) \) is the unique solution of the diffusion equation
\[
\frac{\partial}{\partial t} \hat{H}_P(x, t) = D_0 \hat{H}_P(x, t)
\]
with initial condition \( \hat{H}_P(x, 0) = H_e(x) \).

In order to illustrate the possible advantages of the proposed kernel estimator, the following MonteCarlo simulation was performed. \( N = 10^5 \) independent realizations of a noisy multiexponential signal of length \( n = 126 \) with three components

\[
d^{(r)}_k = \sum_{j=1}^3 \zeta^{k-1} e^{(r)}_k, \quad \zeta = [0.8, 0.9, 0.95], \quad \sigma = 1.5 \times 10^{-3}, \quad k = 1, \ldots, n, \quad r = 1, \ldots, N
\]

were considered. For \( r = 1, \ldots, N \) the \( p = n/2 \) generalized eigenvalues were computed as well as their empirical condensed density that was taken as the reference distribution that we want to estimate starting from the first \( R = 250 \) samples \( d^{(r)}_k, \quad r = 1, \ldots, R \). The noise standard deviation \( \sigma \) was chosen large enough to make at least one of the three modes hardly detectable by visual inspection in the empirical condensed density based on \( R = 250 \) samples and small enough to make the three modes visually detectable in the reference condensed density. The number of observations was chosen as a function of \( \sigma \) by the rule
\[
n = \text{argmin}_k \{k | |d_k| < \sigma \}
\]
as a compromise between the opposite requirements of a large sample size and a small total noise.

In the top part of Fig.1 the reference distribution evaluated in 256 bins of equal size in the interval \((0.75, 1)\) was plotted (right) as well as the empirical condensed density based on the first \( R = 250 \) samples (left). The kernel
estimator $\hat{H}_G(x,t^+)$ was evaluated in 256 equispaced points in the interval $(0.75,1)$ where $t^+$ is the estimated optimal bandwidth; the software downloadable by [18] was used and the result is plotted in Fig.1 (bottom left). The kernel estimator (13) was evaluated in the same points and plotted in Fig.1 (bottom right). The estimated bandwidths were $t_0 = 1.1 \cdot 10^{-1}$, $t^+ = 1.12 \cdot 10^{-2}$. We stress that in this problem what matters are the modes of the density because they are estimates of the generalized eigenvalues. A smooth estimate with the correct number of modes even if slightly displaced w.r. to the true values is much better than an estimate with many modes not related to the true ones. Therefore we can conclude that the proposed estimate is much closer in a suitable Sobolev norm to the reference distribution than that based on standard diffusion. Moreover if we compute the relative maxima of the proposed estimate above e.g. a threshold $\tau = 2$ we get the modes $[0.82, 0.88, 0.95]$ which are reasonable estimates of the true values $\zeta = [0.8, 0.9, 0.95]$.

To stress the proposed method, a second example was considered where the signal has more and closer components. Moreover $\sigma$ was chosen large enough to make one of the modes visually undetectable even in the reference density. The multiexponential signal of length $n = 324$ with five components was considered:

$$d_k^{(r)} = \sum_{j=1}^{5} f_j \zeta_j^{k-1} + \epsilon_k^{(r)}$$

$\zeta = [0.88, 0.9, 0.91, 0.92, 0.94]$, $f = [1, 10, 10, 10, 1]$

$\sigma = 2 \cdot 10^{-9}$, $k = 1, \ldots, n$, $r = 1, \ldots, N$

As before, $R = 250$ samples were used. All the distributions were now evaluated in $2^{13}$ points in the interval $(0.85,0.96)$ and plotted in Fig.2. The estimated bandwidths were $t_0 = 3.8 \cdot 10^{-3}$, $t^+ = 1.75 \cdot 10^{-4}$. In the reference distribution one mode is lost, while the relative maxima above the threshold $\tau = 2$ of the proposed estimate are $[0.880, 0.902, 0.907, 0.919, 0.940]$.

4. Conclusions. The mathematical structure of the density of the ratio of Gaussian variables given by a partial differential equation has been revealed and exploited to solve a classical ill posed problem. The quality of the solution is definitely better than the one provided by classical methods. Moreover it turns out that, given a sample of observations of moderate size, the quality of the solution can be better than the one obtained by a very large sample. The results are apparently robust with respect to the Normality hypothesis. It is reasonable to expect that similar benefits can be obtained by
exploiting the mathematical structure for solving other problems where the ratio of random variables plays an important role.
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Fig 1. Model 1. Top left: empirical distribution of the generalized eigenvalues based on 250 data samples, evaluated on 256 bins of equal size; top right: empirical distribution of the generalized eigenvalues based on $10^5$ data samples evaluated on the same bins; bottom left: Gaussian kernel density estimation based on 250 samples, evaluated in 256 equispaced points; bottom right: proposed kernel density estimation based on 250 samples, evaluated in the same points.
Fig 2. Model 2. Top left: empirical distribution of the generalized eigenvalues based on 250 data samples, evaluated on $2^{13}$ bins of equal size; top right: empirical distribution of the generalized eigenvalues based on $10^5$ data samples evaluated on the same bins; bottom left: Gaussian kernel density estimation based on 250 samples, evaluated in $2^{13}$ equispaced points; bottom right: proposed kernel density estimation based on 250 samples, evaluated in the same points.