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Abstract—We analyze generalization in the eXtended Classifier System (XCS) with symbolic conditions, based on genetic programming, briefly XCSGP. We start from the results presented in the literature, which showed that XCSGP could not reach optimality in Boolean problems when classifier conditions involved logical disjunctions. We apply a new implementation of XCSGP to the learning of Boolean functions and show that our version can actually reach optimality even when disjunctions are allowed in classifier conditions. We analyze the evolved generalizations and explain why logical disjunctions can make the learning more difficult in XCS models and why our version performs better than the earlier one. Then, we show that in problems that allow many generalizations, so that or clauses are less “convenient”, XCSGP tends to develop solutions that do not exploit logical disjunctions as much as one might expect. However, when the problems allow few generalizations, so that or clauses become an interesting way to introduce simple generalizations, XCSGP exploit them so as to evolve more compact solutions.

I. INTRODUCTION

Learning systems heavily rely on their generalization capabilities. A system that generalizes properly can (i) represent in a compact form what it has learned and can (ii) successfully apply what it has learned to previously unseen situations. In learning classifier systems [8] generalization is achieved through the evolution of general condition-action-prediction rules, called classifiers, which represent the solution to the target task. Generalization in learning classifier system depends on the language used to specify classifier conditions and, according to the most recent extensions, also on the function used to compute classifier prediction [21], and on the approach used to compute classifier actions [22]. Classifier conditions are usually represented by fixed-length strings on the ternary alphabet {0,1,#} which test a condition over a set of binary sensory inputs. However, along the years, several alternative representations [20], [12], [17] have been introduced which extended the original framework in many ways [9]. Among the several representations introduced, symbolic conditions, based on Genetic Programming [16], are probably the most general, the most versatile, but unfortunately, also the most computational and memory demanding.

XCS with symbolic conditions, based on genetic-programming, XCSGP, was first introduced in [16]. The initial results showed that XCSGP performed optimally in some multistep problems and quite well, although not always optimally, in problems involving Boolean functions. The performance of XCSGP was analyzed and it was suggested that the use of or clauses was the cause of the unoptimal performance. In particular in [16], it was argued that or clauses can hide parts of classifier conditions and thus they may eventually favor the reproduction of untested (and thus risky) subexpressions. To support his argument it was shown that XCSGP could perform optimally when classifier conditions did not include logical disjunctions. Later, XCSGP was also applied to simple classification problems showing that the system was competitive with other well-know classification methods [13].

None of the previous works on symbolic conditions [16], [13], not even in the most recent ones [17], presented an analysis of the evolved solutions. Accordingly, it is still not clear whether disjunctive clauses might be harmful and what types of solutions XCS with symbolic conditions evolves. In this paper, we follow up on our first work [16] and we analyze generalization in XCS with symbolic conditions. Our interest in two fold. First, we want to study whether logical disjunctions can be harmful to the evolution of optimal solutions, and why they might be harmful. Second, we want to analyze to what extent they are actually exploited by XCSGP for generalization since or clauses are per se a major distinguishing features between the concepts that XCS and XCSGP can evolve.

At first, we briefly describe the eXtended Classifier System XCS [18] (Section II) and we overview the modifications that the introduction of symbolic conditions requires (Section III). Then, we introduce the experimental design (Section IV) and illustrate the test problems considered in this paper (Section V). In Section VI, we study generalization in XCSGP. We show that in simple Boolean problem our version of XCSGP can reach optimal performance even when logical disjunctions are employed, however, we also XCSGP does not fully exploit the potential that or clauses might provide. We note that, although XCS with symbolic conditions tends to evolve overlapping classifiers, the introduction of logical disjunctions increases the amount of overlapped regions. As a consequence, the classifiers which share the same niche tend to have a very low fitness, so that it becomes more difficult for XCS to identify accurate classifiers. The introduction of potential fitness [2] as opposed to the original exponential fitness [18] used in the first implementation [16] increases the ability of XCS in distinguishing among small fitness values, so that the performance of XCSGP can reach optimality. However, although logical disjunctions provide better generalization, they allow the building of complex concepts that are more difficult to maintain and to evolve. As a consequence, the evolved solutions exploit or clauses less than one might initially expect. Nevertheless, when the problem allows few generalizations, so that or clauses represent almost the only source of generalization, XCSGP can exploit them and evolve solutions that are slightly more
compact than those evolved by XCS.

II. THE XCS CLASSIFIER SYSTEM

XCS is a reinforcement learning algorithm that works on a rule based representation [14]. It maintains a population of rules (the classifiers) which represents the solution to a reinforcement learning problem. Classifiers consist of a condition, an action, and four main parameters [18], [3]: (i) the prediction \( p \), which estimates the relative payoff that the system expects when the classifier is used; (ii) the prediction error \( \epsilon \), which estimates the error of the prediction \( p \); (iii) the fitness \( F \), which estimates the accuracy of the payoff prediction given by \( p \); and (iv) the numerosity \( num \), which indicates how many copies of classifiers with the same condition and the same action are present in the population.

At time \( t \), XCS builds a match set \([M]\) containing the classifiers in the population \([P]\) whose condition matches the current sensory input \( s_t \); if \([M]\) contains less than \( \theta_{ana} \) actions, covering takes place and creates a new classifier that matches \( s_t \) and has a random action. For each possible action \( a \) in \([M]\), XCS computes the system prediction \( P(s_t, a) \) which estimates the payoff that the XCS expects if action \( a \) is performed in \( s_t \). The system prediction \( P(s_t, a) \) is computed as the fitness weighted average of the predictions of classifiers in \([M]\) which advocate action \( a \) [18]. Then XCS selects an action to perform; the classifiers in \([M]\) which advocate the selected action form the current action set \([A]\). The selected action \( a_s \) is performed, and a scalar reward \( r_{t+1} \) is returned to XCS together with a new input \( s_{t+1} \). When the reward \( r_{t+1} \) is received, the estimated payoff \( P(t) \) is computed as follows:

\[
P(t) = r_{t+1} + \gamma \max_{a \in [M]} P(s_{t+1}, a) \tag{1}
\]

Next, the parameters of the classifiers in \([A]\) are updated in the following order [3]: prediction, prediction error, and finally fitness. Prediction \( p \) is updated with learning rate \( \beta \) (0 \leq \beta \leq 1):

\[
p_k \leftarrow p_k + \beta (P(t) - p_k) \tag{2}
\]

Then, the prediction error \( \epsilon \) and classifier fitness are updated as usual [18], [3]. On regular basis (dependent on parameter \( \theta_{mu} \)), the genetic algorithm is applied to classifiers in \([A]\). It selects two classifiers, copies them, and with probability \( \chi \) performs crossover on the copies; then, with probability \( \mu \) it mutates each allele. The resulting offspring classifiers are inserted into the population and two classifiers are deleted to keep the population size constant.

III. ADDING SYMBOLIC CONDITIONS TO XCS

XCS with symbolic conditions (XCSGP) was first introduced in [16], see also [13]. The version considered in this paper is a recent reimplementation of the original system based on the Open Beagle GP framework [5], [6]. The extension of XCS with symbolic, GP-like, conditions is straightforward and it basically requires the modification of four XCS components: the representation of classifier conditions, the matching, the covering, and the genetic operators.

Representation. The classifiers in XCSGP have the same structure as the classifiers in XCS. The only difference is in the representation of the conditions that in XCSGP is based on Genetic Programming [11]. Conditions in XCSGP are trees that represent programs obtained by composing functions, taken from the set of the available functions \( F \), and terminals, taken from the set of the available terminals \( T \). In this paper, the terminals represent the problem variables while the available functions are limited to the basic Boolean operators, i.e., and, or, and not.

Matching. This operation is straightforward. Classifier conditions are evaluated on the current input using the typical GP evaluation procedure implemented in Open Beagle [6].

Covering. The covering operator is applied when no classifier in the population matches the current input. It creates a new classifier with a condition that matches the current input and a randomly generated action. The covering operator works as follows. First, a fixed number of simple expressions, which match the current input, is generated. Then, these expressions are joined through the function or. The former step is application dependent. In the case of Boolean functions, each expression is a minterm which matches a random number of the current sensory inputs, determined by the same don’t care probability \( p_\phi \) used in XCS [18]. The latter step introduces an additional source of generalization in the initial population. As in [16], covering generates conditions with three conjunctive expressions.

Genetic Operators are implemented using the standard GP operators available in Open Beagle [5], [6]. In the experiments presented here, recombination is implemented using the constrained crossover, mutation is implemented using the constrained operators [5], [6]. The parameters of the offspring classifiers are updated as in XCS.

Implementation. The version of XCSGP used in this paper is a reimplementaiton of the original code [16], [13] based on the more recent XCS Library (xcslib) [15] and the Open Beagle framework [5], [6].

IV. DESIGN OF EXPERIMENTS

In the experiments presented in this paper, we have followed the standard settings used in the literature [18]. Each experiment consists of a number of problems that the system must solve. Each problem is either a learning problem or a test problem. During learning problems, the system selects actions randomly from those represented in the match set. During test problems, the system always selects the action with prediction. The genetic algorithm is enabled only during learning problems, and it is turned off during test problems. The covering operator is always enabled, but operates only if needed. Learning problems and test problems alternate. The performance is computed as the percentage of correct answers during the last 100 test problems. All the reported statistics are averages over 20 experiments.
V. TEST PROBLEMS

To study generalization in XCSGP we focused on Boolean functions. These are an important testbed to study learning classifier systems which are also well-suited to analyze generalization in the symbolic domains. For any Boolean function it is relatively easy to compute its minimal, i.e., optimal, representation in disjunctive normal form as sum of prime implicants [7]. In addition, many tools are available which allow the simplification of complex Boolean expressions into its correspondent disjunctive normal form [7]. Accordingly, it is relatively easy to compare the solutions evolved by XCSGP with their corresponding minimal representations.

We considered on two types of problems, the Boolean multiplexer and the equality function. The former are well-known test functions which allow many generalization and for which XCS can easily evolve maximally general, maximally accurate, solutions. The latter are Boolean functions which allow very few generalizations, so that the typical XCS can only learn an extensional solution.

Boolean Multiplexer. These are defined over binary strings of length $n$ where $n = k + 2^k$; the first $k$ bits, $x_0, \ldots, x_{k-1}$, represent an address which indexes the remaining $2^k$ bits, $y_0, \ldots, y_{2^k-1}$; the function returns the value of the indexed bit. For instance, in the 6-multiplexer function, $mp_6$, we have that $mp_6(100010) = 1$ while $mp_6(000111) = 0$. The Boolean multiplexer involving 6, 11, and 20 inputs represented as sums of prime implicants are showed in Figure 1; the product corresponds to the logical and, the sum to the logical or, and the underline to logical not.

Equality. The function $eq_{n,k}$ is defined over $n$ variables, $\{x_0, \ldots, x_{n-1}\}$ and returns one $x_0 + \ldots + x_{n-1}$ is equal to $k$: zero otherwise. The minimal representation of $eq_{n,k}$ as sum of prime implicants is reported in Figure 2. Boolean multiplexer allow many generalizations in that their prime implicants (Figure 1) are defined over a small subset of the input variables. In contrast, $eq_{n,k}$ does not allow any generalization, in fact, its prime implicants coincide with the function minterms, i.e., no simplification of the minterms is possible. XCS cannot generalize much in $eq_{n,k}$, e.g., to represent the positive concept all the inputs must be taken into account to compute the function output; accordingly don’t care can be rarely included into the classifier conditions.

VI. GENERALIZATION IN XCSGP

We now analyze generalization in XCS with symbolic conditions. We start from the 6-multiplexer and show that, although XCSGP can potentially evolve conditions involving logical disjunctions, the evolved solutions contain fewer disjunction as the number of available generalizations increases. We argue that this has two main causes, the lower fitness that largely overlapping classifiers have and the intrinsic difficulty in maintaining complex concepts when simple concepts provide comparable generalization. We extend the results to bigger multiplexer and show that the findings we report for the 6-multiplexer still apply. Finally, we show that, although XCSGP does not exploit logical disjunctions as much as we might expect, yet, in problems allowing a little generalization, i.e., when $or$ clauses represent a major source of generalization, XCSGP successfully exploits them providing solutions that are slightly more compact than those evolved by XCS.

A. Experiments with the 6-Multiplexer

In the first experiment, we applied XCSGP to the 6-multiplexer with 1000 classifiers ($N = 1000$) and the following parameters, $\beta=0.2$, $\theta_{GA}=0$, $\epsilon_i=10.0$, $\chi=0.8$, $\mu=0.04$, and $\theta_{cond}=2$; condensation is activated after 20000 learning problems and last for 20000 learning problems; all the other parameters as set as in [18]. Figure 3a compares the performance of XCS (solid line) with that of XCSGP (dotted line), computed as the percentage of examples that have correctly classified; curves are averages over 20 runs. XCSGP reaches the optimal performance by 2500 learning problems and remains stable even when condensation starts, after 20000 learning problems. The number of macroclassifiers in the population (Figure 3b) rapidly reaches the 80% due to the typical bloating phenomenon which affects variable-length representations. Then it quickly drops as condensation starts; after 20000 condensation problems the average population size is around 25 classifiers. Overall, in 20000 condensation problems, the average population size drops from 800 classifiers to an average of 25 classifiers. Table I reports

![Fig. 3. XCSGP applied to the 6-multiplexer: (a) performance; (b) macroclassifiers in the population.](image-url)
6-multiplexer\( (x_0, x_1, y_0, y_1, y_2, y_3) = \overline{x_0} \overline{x_1} y_0 + \overline{x_0} x_1 y_1 + x_0 \overline{x_1} y_2 + x_0 x_1 y_3 \) \hspace{1cm} (3)

11-multiplexer\( (x_0, x_1, x_2, y_0, \ldots, y_7) = \overline{x_0} \overline{x_1} \overline{x_2} y_0 + \overline{x_0} \overline{x_2} x_1 y_1 + \overline{x_0} x_1 \overline{x_2} y_2 + \overline{x_0} x_1 x_2 y_3 + x_0 \overline{x_1} \overline{x_2} y_4 + x_0 \overline{x_1} x_2 y_5 + x_0 x_1 \overline{x_2} y_6 + x_0 x_1 x_2 y_7 \) \hspace{1cm} (4)

20-multiplexer\( (x_0, x_1, x_2, x_3, y_0, \ldots, y_{15}) = \overline{x_0} \overline{x_1} \overline{x_2} \overline{x_3} y_0 + \overline{x_0} \overline{x_1} \overline{x_2} x_3 y_1 + \overline{x_0} \overline{x_1} x_2 \overline{x_3} y_2 + \overline{x_0} \overline{x_1} x_2 x_3 y_3 + \overline{x_0} x_1 \overline{x_2} \overline{x_3} y_4 + \overline{x_0} x_1 \overline{x_2} x_3 y_5 + \overline{x_0} x_1 x_2 \overline{x_3} y_6 + \overline{x_0} x_1 x_2 x_3 y_7 + x_0 \overline{x_1} \overline{x_2} \overline{x_3} y_8 + x_0 \overline{x_1} \overline{x_2} x_3 y_9 + x_0 \overline{x_1} x_2 \overline{x_3} y_{10} + x_0 \overline{x_1} x_2 x_3 y_{11} + x_0 x_1 \overline{x_2} \overline{x_3} y_{12} + x_0 x_1 \overline{x_2} x_3 y_{13} + x_0 x_1 x_2 \overline{x_3} y_{14} + x_0 x_1 x_2 x_3 y_{15} \) \hspace{1cm} (5)

Fig. 1. The multiplexer functions represented as sum of prime implicants: the product corresponds to the logical and, the sum to the logical or, and the overline to logical not.

\[ eq_{5,3}(x_0, x_1, x_2, x_3, x_4) = x_0 x_1 x_2 x_3 x_4 + x_0 x_1 x_2 x_3 \overline{x_4} + x_0 x_1 \overline{x_2} x_3 x_4 + x_0 \overline{x_1} x_2 x_3 x_4 + x_0 x_1 x_2 \overline{x_3} x_4 + x_0 \overline{x_1} x_2 x_3 x_4 + x_0 x_1 \overline{x_2} \overline{x_3} x_4 + x_0 \overline{x_1} \overline{x_2} x_3 x_4 + x_0 x_1 \overline{x_2} \overline{x_3} x_4 + \overline{x_0} x_1 \overline{x_2} x_3 x_4 + \overline{x_0} \overline{x_1} x_2 x_3 x_4 + \overline{x_0} x_1 \overline{x_2} \overline{x_3} x_4 + \overline{x_0} \overline{x_1} \overline{x_2} x_3 x_4 \] \hspace{1cm} (6)

Table I

<table>
<thead>
<tr>
<th>id</th>
<th>condition</th>
<th>action</th>
<th>P</th>
<th>e</th>
<th>F</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>51950</td>
<td>\overline{x_0} x_1 y_2 + \overline{x_1} y_4 + \overline{x_0} \overline{x_1} y_0</td>
<td>1</td>
<td>1000</td>
<td>0.00</td>
<td>35</td>
<td>52</td>
</tr>
<tr>
<td>55077</td>
<td>\overline{x_0} y_1</td>
<td>1</td>
<td>1000</td>
<td>0.00</td>
<td>30</td>
<td>53</td>
</tr>
<tr>
<td>55268</td>
<td>x_0 x_1 y_2 + \overline{x_0} x_1 y_1 + \overline{x_0} \overline{x_1} y_0</td>
<td>1</td>
<td>1000</td>
<td>0.00</td>
<td>38</td>
<td>66</td>
</tr>
<tr>
<td>54033</td>
<td>\overline{x_0} y_1 + \overline{x_0} x_1 y_2 + \overline{x_0} \overline{x_1} y_0</td>
<td>1</td>
<td>1000</td>
<td>0.00</td>
<td>32</td>
<td>91</td>
</tr>
<tr>
<td>54217</td>
<td>\overline{x_0} \overline{x_1} y_2</td>
<td>0</td>
<td>1000</td>
<td>0.00</td>
<td>45</td>
<td>54</td>
</tr>
<tr>
<td>54818</td>
<td>\overline{x_0} \overline{x_1} y_2 + \overline{x_0} x_1 y_1 + \overline{x_0} \overline{x_1} y_0 + x_0 x_1 y_2</td>
<td>0</td>
<td>1000</td>
<td>0.00</td>
<td>35</td>
<td>66</td>
</tr>
<tr>
<td>55308</td>
<td>x_0 x_1 y_2 + \overline{x_0} x_1 y_1 + \overline{x_0} \overline{x_1} y_0</td>
<td>0</td>
<td>1000</td>
<td>0.00</td>
<td>70</td>
<td>159</td>
</tr>
</tbody>
</table>

Table I

Example of final population evolved by XCSGP for the 6-multiplexer.

one of the final populations evolved by XCSGP over the 20 runs; for the sake of clarity, only the classifiers with non zero prediction are reported. Each row corresponds to a classifier: id is a unique identifier; condition is the classifier condition after it has been simplified with SIS [4]; action is the action; P is the prediction error; F is the fitness; and finally, N is the number of runs. The solution in Table I is quite compact in that it gives solution to the 6-multiplexer in 7 classifiers. It also heavily exploits or clauses (symbolized by a \( \lor \)). Four classifiers (55677, 55268, 54217, 55308) represent 6-multiplexer completely (Figure 1): classifier 55677 covers the first prime implicant of the minimal DNF representation, while classifier 55268 covers the three remaining prime implicants; similarly, classifiers 54217 and 55308 cover respectively one and three of the four conditions that represent the zeros of 6-multiplexer. The classifiers in Table I show also some redundancies. For instance, two classifiers (55268 and 54033) have equivalent conditions since their simplified forms are identical. Furthermore, the third and fourth term in the condition of classifier 51950 cover two prime implicants already covered by classifiers 55268 and 54033 while the first and the second terms of the same classifier are specific and thus subsumed by other prime implicants which appear in the population.

As was to be expected, although the classifiers in Table I are accurate (in fact, their prediction error is zero), they have a very low fitness. Symbolic conditions tend to produce overlapping conditions, so that classifiers in the population share their fitness with other classifiers. More important, the population in Table I does not contain any of the two maximally general classifiers which represent the most compact solution for 6-multiplexer, i.e.: the classifier with condition \( \overline{x_0} \overline{x_1} y_0 + \overline{x_0} x_1 y_1 + x_0 x_1 y_2 \), action “1”, and prediction 1000; and the classifier with condition \( x_0 \overline{x_1} y_0 + x_0 x_1 y_1 + x_0 x_1 y_2 + x_0 x_1 y_3 \), action “0”, and prediction 1000. Interestingly, none of the
twenty populations evolved contained one of the above maximally general classifiers.

B. Classifier Fitness and or Clauses

Classifier fitness in XCS estimates the classifiers relative accuracy. A classifier has a high fitness is: (i) it is accurate, i.e., its prediction error $\epsilon$ is smaller than the threshold $\epsilon_0$; and (ii) it is “relevant” within the environmental niches it matches, i.e., its numerosity $N$ is large with respect to that of other classifiers matching the same niches. Given a certain learning problem and the ternary representation, there are usually few maximally general classifiers which accurately represent the optimal solution for each niche. And because such classifiers are the most general they usually do not overlap so that for each niche there are few relevant classifiers with high fitness values. On the other hand, when we introduce or clauses the number of classifiers that are accurate and maximally general with respect to a certain niche grows exponentially. Given, $n$ accurate maximally general conditions $C_1, \ldots, C_n$, that can be built using only conjunctions and negations, we can construct $2^n - n - 1$ accurate conditions that are more general than each $C_j$ using logical disjunctions; one of these is the maximally condition “$C_1$ or $\ldots$ or $C_n$”.

Each one of these new conditions has a lower fitness with respect to the original $C_j$, but it has a more complex structure which can be more difficult to evolve. Accordingly, when or clauses are introduced, maximally general classifiers (which give the most compact representation of the solution) are less likely to be evolved since (i) they have a smaller fitness than that obtained with a non overlapping solution; furthermore, (ii) they have a more complex structure which may more difficult to evolve and maintain. The overall results is that XCSGP tends to evolve populations of general classifiers while rarely evolves maximally general classifiers which exploit or clauses. This suggests an explanation about why, in all the ten experiments with the 6-multiplexer, the number of macroclassifiers rapidly grows and stabilizes around the 80% of $N$. When condensation is activated, the population rapidly shrinks and at the end the population size is around 37 classifiers. Table II reports one of the populations evolved in one of the experiments reported in Figure 4 when 2000 classifiers are involved; for the sake of clarity, only classifiers with non-zero predictions are reported. The first eleven classifiers represent the 11-multiplexer function completely. As with 6-multiplexer the solution does not exploit many or clauses; the solution is also redundant: classifiers 276511 and 276822 represent exactly the same condition, as well as classifiers 272699 and 273897. Interestingly, we have one classifier, 265471, which has many or; note however that most of the terms involved are specific and only the last two terms belong to the minimal representation (Figure 1).

In the last experiments with Boolean multiplexer, we applied XCSGP to the 20-multiplexer with the same parameters employed in the previous experiments and a population size of 6000 classifiers; condensation starts after 40000 learning problems. Figure 5 compares (a) the performance of XCSGP with that of XCS and (b) the number of macroclassifiers in the population. The plots confirm the previous results: (solid line). XCSGP is slower than XCS, as expected, but it always reaches optimal performance around 40000 learning steps. The population size improves the learning speed only slightly. As it happened in the experiments with the 6-multiplexer, the number of macroclassifiers rapidly grows and stabilizes around the 80% of $N$. When condensation is activated, the population rapidly shrinks and at the end the population size is around 37 classifiers. Table II reports one of the populations evolved in one of the experiments reported in Figure 4 when 2000 classifiers are involved; for the sake of clarity, only classifiers with non-zero predictions are reported. The first eleven classifiers represent the 11-multiplexer function completely. As with 6-multiplexer the solution does not exploit many or clauses; the solution is also redundant: classifiers 276511 and 276822 represent exactly the same condition, as well as classifiers 272699 and 273897. Interestingly, we have one classifier, 265471, which has many or; note however that most of the terms involved are specific and only the last two terms belong to the minimal representation (Figure 1).
XCSGP is slower than XCS but it always reaches optimal performance; in XCSGP the number of macroclassifiers rapidly reaches the 80% of \( N \) and when condensation is turned on, XCSGP stays optimal while the population becomes more and more compact. Table III reports part of one of the populations evolved in the experiments of Figure 5; for the sake of clarity, only classifiers with action one and non-zero predictions are reported. Note that or clauses are present only in three classifiers, and the solution is basically the same that would be evolved with the standard ternary representation [19]. Accordingly, many classifiers have an high fitness value, near to one, since they do not share their niche with other classifiers.

**D. Experiments with Boolean Equality**

Boolean multiplexer allow many generalizations and their optimal solutions are generally very compact if compared to the number of variables involved. For instance, the solution of the 20-multiplexer, which is defined over 20 variables, is represented by just 16 prime implicants (Figure 1).

In the last experiment, we applied XCSGP to the Boolean equality function \( eq_{2,3} \) which do not allow many generalizations (Figure 2). In fact, the prime implicants of \( eq_{2,3} \) contains all the five input variables, i.e., the prime implicants are equivalent to the function minterms. Accordingly, in \( eq_{2,3} \) the logical disjunctions, the or clauses, represent a major source of generalization.

We applied XCSGP to \( eq_{2,3} \) with a population of 4000 classifiers; the remaining parameters are set as in the previous experiments; condensation was started after 120000 learning problems. Figure 6a compares the performance of XCSGP with that of XCS: as usual, XCS is faster than XCSGP, and they both reach optimal performance. In this case however, the difference in speed is more visible. This function allows a little generalization, since symbolic conditions tend to generalize more than typical ternary conditions, the learning is more difficult for XCSGP. On the other hand, generalization-wise, symbolic conditions can potentially provide better generalization since they can exploit the logical disjunctions. Figure 6b compares the number of classifiers in the population of XCSGP and XCS: as usual, the number of classifiers in the population of XCSGP rapidly reaches the 80% of \( N \) and it remains at the same level until condensation starts.
With a five bits problems, XCS needs just few classifiers to cover the whole search space and in fact the population always stays around the 5% of N, i.e., 150 classifiers. However, when condensation ends, the population evolved by XCSGP is more compact 1.1% of N instead of the 1.5% of N obtained by XCS.

Table IV reports one of the populations evolved in the experiments of Figure 6; as previously done, only classifiers with non-zero predictions are reported. In contrast with the experiments of Figure 6; as previously done, only classifiers as we discussed in Section VI-A, classifiers with logical disjunctions make learning more difficult. Symbolic conditions tend to highly overlapping especially when disjunctions are involved so that classifiers in XCSGP tend to have low fitness values. Accordingly, disjunctions make the learning more difficult since they tend to lower the fitness of classifiers in the population. For the same reason, in problems

<table>
<thead>
<tr>
<th>ID</th>
<th>condition</th>
<th>action</th>
<th>F</th>
<th>e</th>
<th>P</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>69850</td>
<td>(x_{0} \lor x_{1} \lor y_{0})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>79</td>
</tr>
<tr>
<td>73971</td>
<td>(x_{0} \lor x_{1} \lor y_{2} \lor y_{1})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>78</td>
</tr>
<tr>
<td>73994</td>
<td>(x_{1} \lor x_{2} \lor y_{1}) + (y_{0} \lor x_{1} \lor x_{2} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>76</td>
</tr>
<tr>
<td>73564</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>70</td>
</tr>
<tr>
<td>73654</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>78</td>
</tr>
<tr>
<td>735080</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>67</td>
</tr>
<tr>
<td>735112</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>66</td>
</tr>
<tr>
<td>699169</td>
<td>(x_{1} \lor x_{2} \lor y_{1}) + (y_{0} \lor x_{1} \lor y_{2} \lor y_{1})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>60</td>
</tr>
<tr>
<td>734569</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>59</td>
</tr>
<tr>
<td>735211</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>52</td>
</tr>
<tr>
<td>699853</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>52</td>
</tr>
<tr>
<td>681777</td>
<td>(x_{0} \lor x_{1} \lor y_{2}) + (y_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>34</td>
</tr>
<tr>
<td>734368</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>29</td>
</tr>
<tr>
<td>734418</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>21</td>
</tr>
<tr>
<td>735925</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>19</td>
</tr>
<tr>
<td>738472</td>
<td>(x_{0} \lor x_{1} \lor y_{2}) + (y_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>17</td>
</tr>
<tr>
<td>735928</td>
<td>(x_{0} \lor x_{1} \lor y_{2})</td>
<td>0</td>
<td>1000.00</td>
<td>0.00</td>
<td>1.00</td>
<td>16</td>
</tr>
</tbody>
</table>

Table III

Example of population evolved by XCSGP for the 20-multiplexer.

![Figure 6](image-url)
that allow many generalizations, when disjunctions are less important for generalization, XCSGP tends evolve solutions with few disjunctions. However, in problems that allow few generalizations, when disjunctions are more useful, XCSGP exploits logical disjunctions more.
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