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Abstract—In this paper, we investigate the problem of detecting-time epochs when zero-velocity updates can be applied in a foot-mounted inertial navigation (motion-tracking) system. We examine three commonly used detectors: the acceleration-moving variance detector, the acceleration-magnitude detector, and the angular rate energy detector. We demonstrate that all detectors can be derived within the same general likelihood ratio test (LRT) framework, given the different prior knowledge about the sensor signals. Further, by combining all prior knowledge, we derive a new LRT detector. Subsequently, we develop a methodology to evaluate the performance of the detectors. Employing the developed methodology, we evaluate the performance of the detectors using leveled ground, slow (approximately 3 km/h) and normal (approximately 5 km/h) gait data. The test results are presented in terms of detection versus false-alarm probability. Our preliminary results show that the new detector performs marginally better than the angular rate energy detector that outperforms both the acceleration-moving variance detector and the acceleration-magnitude detector.
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I. INTRODUCTION

THE development of low-cost miniature inertial sensors has opened up many new application fields, where traditionally the use of inertial sensors has been too costly or the sensors too bulky. Two such application fields are ambulatory gait analysis and pedestrian navigation, where the use of foot-mounted inertial sensors has shown promising results. Refer to, for example, [1]–[5] and [6]–[12], for descriptions of the usage of foot-mounted inertial sensors in pedestrian navigation and ambulatory gait analysis, respectively. This common use of foot-mounted inertial sensors has created a direct link between these research fields; researchers from both fields are now working on solving common technical challenges. In this paper, we study one of these technical challenges: how to reliably detect when zero-velocity updates can be applied to reduce the error drift of an inertial sensor-based navigation (motion-tracking) system.
updates. Zero-velocity updates are well suited for bounding the error growth of a foot-mounted INS, as during ordinary gait the foot returns to a stationary state on a regular base [19].

How the zero-velocity updates are put into the practice differs with the application, but generally they may be classified as either “hard” or “soft” updates. In foot-mounted, inertial sensor-based pedestrian navigation systems, where the accumulated motion of the foot over several steps is of interest, “soft” zero-velocity updates are commonly used. That is, the knowledge of when the system has zero velocity is used together with a model for how the position, velocity, and attitude errors develop with time, to provide an estimate of the accumulated errors since the last zero-velocity update. The estimate of the accumulated errors is then fed back to correct the navigation solution and calibrate the navigation algorithm. Refer to [1] for details on how a “soft” zero-velocity update can be implemented.

In the gait analysis, where the motion of the foot during the individual gait cycles, but not the accumulated motion of the foot over several cycles, is of interest, “hard” zero-velocity updates are commonly used. The updates are hard in the sense that when the system imposes a zero-velocity update, the position, the velocity, and the yaw are reset to zero, and the roll and pitch are initialized directly from the accelerometer readings of the gravity acceleration. Refer to [6] for a description of how a “hard” zero-velocity update may be used to reinitialize an inertial navigation algorithm used to track the foot motion during the swing phase of the gait cycle.

C. Motivation and Paper Outline

Whether “hard” or “soft” zero-velocity updates are used, they require the identification of the time epochs when the inertial sensors are stationary. Accordingly, a range of detectors has been proposed for detecting the stationary epochs based on the inertial sensor data [2]–[4], [13], [20]–[22]. However, the proposed detectors are generally derived in an ad hoc manner and the literature lacks a study on their characteristics and performance. The aim of this paper is to formalize the detection problem as a hypothesis testing problem, and to use the results from the statistical-detection theory to analyze the detectors. The theoretical findings are then supported by testing the detectors on data recorded under two gait conditions.

The outline of the paper is as follows. In Section II, we mathematically formalize the detection problem and put it into a detection theory framework. Thereafter, in Section III, we define the signal and sensor model, and specify our prior knowledge about the system dynamics. In Section IV, we introduce the generalized likelihood ratio test (GLRT) [23], and use it to derive a new zero-velocity detector. Furthermore, we show that the three most commonly found detectors in the literature are special cases of the derived detector. In Section V, we evaluate the performance of the detectors. Finally, in Section VI, we summarize the results and conclusions are drawn.

II. PROBLEM DEFINITION

Assume that a six-degree-of-freedom inertial measurement unit (IMU), i.e., an assembly of three accelerometers and three gyroscopes, has been attached to the instep of a foot, as illustrated in Fig. 1. Let \( y_k \in \mathbb{R}^6 \) be the vector

\[
y_k = 
\begin{bmatrix}
y^{\text{a}}_k \\
y^{\text{r}}_k
\end{bmatrix}
\]

that denotes the output from the IMU, i.e., the measured specific force vector\(^1\) \( y^{\text{a}}_k \in \mathbb{R}^3 \), and the angular rate vector \( y^{\text{r}}_k \in \mathbb{R}^3 \) at the time instant \( k \). The objective of the zero-velocity detection is to decide whether, during a time epoch consisting of \( N \) observations\(^2\) between the time instants \( n \) and \( n + N - 1 \), the IMU is moving or stationary, given the measurement sequence \( z_n = \{ y_k \}_{k=n}^{n+N-1} \). Further, the decisions should be made in such a way that the probability of deciding that the IMU is stationary when it is not should be kept low. This is owing to the ruinous effect of imposing an erroneous zero-velocity constraint on the navigation solution. However, as imposing the zero-velocity constraints when it holds true is the key to breaking the cubic-error drift, the probability of detecting the stationary events should be maximized given a certain false-alarm probability, i.e., given the probability to decide that the IMU is stationary when it is not.

Mathematically, we can formalize the detection problem as a binary hypothesis testing problem, where the detector can choose between the two hypotheses \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) defined as follows:

\[
\mathcal{H}_0 : \text{IMU is moving} \\
\mathcal{H}_1 : \text{IMU is stationary}.
\]

The detector performance is then specified by the false-alarm probability, \( P_{\text{FA}} = \Pr(\mathcal{H}_1 | \mathcal{H}_0) \) (i.e., the probability of deciding on the hypothesis \( \mathcal{H}_1 \), when hypothesis \( \mathcal{H}_0 \) is true) and the probability of detection \( P_D = \Pr(\mathcal{H}_1 | \mathcal{H}_1) \) (i.e., the probability

\(^1\) An accelerometer measures the difference between the true acceleration in inertial space and the acceleration due to gravity. This quantity, i.e., the nongravitational force per unit mass exerted on the accelerometer, is commonly referred to as the “specific force” [24], [25].

\(^2\) The choice on the number of observations \( N \) will depend upon the sample rate of the system and the length of the time epochs for which the IMU is assumed stationary.
of deciding hypothesis $\mathcal{H}_i$ when it is true). Further, Neyman–Pearson theorem tells us how to choose between the two hypotheses to maximize $P_D$ for a given $P_{FA}$. Let $p(z_n; \mathcal{H}_0)$ and $p(z_n; \mathcal{H}_1)$ denote the probability density functions (pdfs) of the observations for the two hypotheses. Thus, the Neyman–Pearson theorem then states that [23].

**Theorem 1 (Neyman–Pearson):** To maximize $P_D$ for $P_{FA} = \alpha$, decide on $\mathcal{H}_1$ if

$$L(z_n) = \frac{p(z_n; \mathcal{H}_1)}{p(z_n; \mathcal{H}_0)} > \gamma$$

(3)

where the threshold $\gamma$ is determined from

$$P_{FA} = \int_{\{z_n: L(z_n) > \gamma\}} p(z_n; \mathcal{H}_0) \, dz_n = \alpha.$$  (4)

The function $L(z_n)$ in (3) is referred to as the likelihood ratio, as for each value $z_n$, it indicates the likelihood of the $\mathcal{H}_1$ hypothesis versus the $\mathcal{H}_0$ hypothesis. Moreover, the test in (3) is referred to as the likelihood ratio test (LRT). Clearly, the LRT requires complete knowledge about the pdfs of the observations for the two hypotheses. Therefore, as the pdfs of the observations are mostly only partly known, we often have to choose approximate hypothesis tests methods.

III. SIGNAL AND SENSOR MODEL

The pdfs of the observed data depends both upon the true signal and the distortion introduced to the signal by the sensors. Hence, to find the pdfs of the observations, we must specify a signal and sensor model. The choice of models should be balanced between the mathematical tractability and realistic description of the signal and the sensor.

A. Sensor Model

For IMU sensors, there is a vast amount of models with various complexities [24], [26], [27]. We will restrict our analysis to the case when the IMU output may be described as follows:

$$y_k = s_k(\theta) + v_k$$  (5)

where

$$s_k(\theta) = \begin{bmatrix} s_a^k(\theta) \\ s_\omega^k(\theta) \end{bmatrix}$$

and

$$v_k = \begin{bmatrix} v_a^k \\ v_\omega^k \end{bmatrix}.$$  (6)

Here, $s_a^k(\theta) \in \mathbb{R}^3$ and $s_\omega^k(\theta) \in \mathbb{R}^3$ denote the IMU-experienced specific force and angular rate, respectively. Further, $\theta$ denotes the set of unknown parameters needed to describe the signals. Moreover, $v_a^k \in \mathbb{R}^3$ and $v_\omega^k \in \mathbb{R}^3$ denote the noise associated with the accelerometer- and gyroscope-sensor assembly, respectively. We will assume that the noise is independent identically distributed zero-mean, Gaussian with covariance matrix

$$C = \mathbb{E}\{v_k v_k^T\} = \begin{bmatrix} \sigma_a^2 I_3 & 0_3 \\ 0_3 & \sigma_\omega^2 I_3 \end{bmatrix}$$  (7)

where $I_3$ ($0_3$) denotes an identity (zero) matrix of size $3 \times 3$, and $T$ denotes the transpose operation. Further, $\mathbb{E}\{\cdot\}$ denotes the expectation operation, and $\sigma_a^2 \in \mathbb{R}^1$ and $\sigma_\omega^2 \in \mathbb{R}^1$ denote the accelerometer and gyroscope noise variance, respectively.

B. Signal Model

Modeling the specific force and angular rates, i.e., $s_k(\theta)$ experienced by the foot-mounted IMU under the hypothesis $\mathcal{H}_i$ (that the IMU is in motion) in a consistent way that reflects a diverse set of gaits, is difficult. However, under the hypothesis $\mathcal{H}_i$ (that the IMU is stationary), the following conditions hold true.

1) The specific force measured by the accelerometers assembly is only due to the ground’s standoff to the gravitation acceleration, whose magnitude is known.

2) The attitude of the IMU is constant, i.e., the angular rate experienced by the IMU is zero.

In other words, mathematically, for the two hypotheses, the signal fulfills the conditions

$$\mathcal{H}_0: \exists k \in \Omega_n \text{ s.t. } s_a^i(\theta) \neq g u_n \text{ or } s_\omega^i(\theta) \neq 0_{3,1}$$

$$\mathcal{H}_1: \forall k \in \Omega_n \text{ then } s_a^i(\theta) = g u_n \text{ and } s_\omega^i(\theta) = 0_{3,1}.$$  (8)

Here, $u_n \in \Omega_n$, where $\Omega_n = \{u \in \mathbb{R}^3 : ||u|| = 1\}$ and $g \in \mathbb{R}^3$ is the magnitude of the local gravity vector. Moreover, $||u|| = \sqrt{u^T u}$ and $\Omega_n = \{\ell \in \mathbb{N} : i \leq \ell < N - 1\}$. Hence, for the two hypothesis, the unknown parameters of the signal are as follows:

$$\mathcal{H}_0: \theta \equiv \{s_k\}_{k=n}^{n+N-1}$$

$$\mathcal{H}_1: \theta \equiv u_n.$$  (9)

That is, under $\mathcal{H}_0$, the signal $s_k(\theta)$ is completely unknown, whereas under $\mathcal{H}_1$, only the direction of the specific force vector is unknown.

C. PDFs of Observed Signals

Owing to the lack of knowledge about the signal parameters $\theta$, we cannot completely specify the pdfs of the observations under the two hypotheses. However, with the sensor model specified by (5)–(7), the measurements may originate from the family of pdfs, which are given by (for $i = 0, 1$)

$$p(z_n; \theta, \mathcal{H}_i) = \prod_{k \in \Omega_n} p(y_k; \theta, \mathcal{H}_i)$$

$$= \prod_{k \in \Omega_n} p(y_a^k; \theta, \mathcal{H}_i) p(y_\omega^k; \theta, \mathcal{H}_i).$$  (10)

where

$$p(y_a^k; \theta, \mathcal{H}_i) = \frac{1}{(2\pi\sigma_a^2)^{3/2}} \exp\left(-\frac{1}{2\sigma_a^2} ||y_a^k - s_a^i(\theta)||^2\right)$$

and

$$p(y_\omega^k; \theta, \mathcal{H}_i) = \frac{1}{(2\pi\sigma_\omega^2)^{3/2}} \exp\left(-\frac{1}{2\sigma_\omega^2} ||y_\omega^k - s_\omega^i(\theta)||^2\right).$$  (11)

IV.GENERALIZED LIKELIHOOD RATE TESTS

As the pdfs of the observations under the two hypotheses are parameterized by a set of, to us, unknown parameters $\theta$, i.e., the (partly) unknown signal $s_k(\theta)$, we cannot apply the LRT in (3).
However, by substituting the unknown parameters with their maximum likelihood estimates (MLEs) [28], we can derive a GLRT. The GLRT decides on \( H_1 \), if

\[
L_G(z_n) = \frac{p(z_n; \hat{\theta}^1, H_1)}{p(z_n; \hat{\theta}^0, H_0)} > \gamma
\]

where \( \hat{\theta}^1 \) is the MLE of the unknown parameters assuming \( H_1 \) is true, and \( \hat{\theta}^0 \) is the MLE of the unknown parameters assuming \( H_0 \) is true.

The MLE is obtained by maximizing (10) with respect to the unknown parameters. In our case, under \( H_0 \), the signal is completely unknown and \( \hat{\theta}^0 = \{y_k\}_{k=n}^{n+N-1} \). Thus,

\[
p(z_n; \hat{\theta}^0, H_0) = \frac{1}{(2\pi\sigma_0^2)^{3N/2}} \cdot \frac{1}{(2\pi\sigma^2)^{3N/2}}
\]

Under \( H_1 \), we can obtain the MLE of the unknown signal parameter \( u_n \) by maximizing

\[
p(z_n; u_n, H_1) = \frac{1}{(2\pi\sigma_0^2)^{3N/2}} \exp \left( -\frac{1}{2\sigma_0^2} \sum_{k \in \Omega_n} ||y_k^a - g\hat{u}_n||^2 \right)
\]

\[
\cdot \frac{1}{(2\pi\sigma^2)^{3N/2}} \exp \left( -\frac{1}{2\sigma^2} \sum_{k \in \Omega_n} ||y_k^\omega||^2 \right)
\]

with respect to \( u_n \in \Omega_n \). That is,

\[
\hat{u}_n = \arg \max_{u \in \Omega_n} (p(z_n; u, H_1))
\]

\[
= \arg \min_{u \in \Omega_n} \left( \sum_{k \in \Omega_n} ||y_k^a - g\hat{u}_n||^2 \right)
\]

\[
= \arg \min_{u \in \Omega_n} \left( \sum_{k \in \Omega_n} ||y_k^a||^2 - 2g(y_k^a)^T u + g^2||u||^2 \right)
\]

\[
= \arg \max_{u \in \Omega_n} ((\nabla y_n)^T u) = \frac{\nabla y_n}{||\nabla y_n||}
\]

where

\[
\nabla y_n = \frac{1}{N} \sum_{k \in \Omega_n} y_k^a.
\]

The last equality in (16) follows from Cauchy’s Schwarz inequality \( a^T b \leq ||a|| ||b|| \), with equality observed only if \( a = c b \); \( c \) is a real constant. Substituting \( \hat{\hat{u}}_n \) into (15) yields

\[
p(z_n; \hat{\theta}^1, H_1) = p(z_n; \hat{\hat{u}}_n, H_1)
\]

\[
= \frac{1}{(2\pi\sigma_0^2)^{3N/2}} \cdot \frac{1}{(2\pi\sigma^2)^{3N/2}}
\]

\[
\cdot \exp \left( -\frac{1}{2\sigma_0^2} \sum_{k \in \Omega_n} ||y_k^a - g\nabla y_n||^2 \right)
\]

\[
\cdot \exp \left( -\frac{1}{2\sigma^2} \sum_{k \in \Omega_n} ||\nabla y_k^\omega||^2 \right).
\]

Next, if we combine (13), (14), and (18), the GLRT becomes: decide on \( H_1 \) if

\[
L_G(z_n) = \exp \left( -\frac{1}{2\sigma_0^2} \sum_{k \in \Omega_n} ||y_k^a - g\nabla y_n||^2 \right)
\]

\[
\cdot \exp \left( -\frac{1}{2\sigma^2} \sum_{k \in \Omega_n} ||\nabla y_k^\omega||^2 \right) > \gamma.
\]

We may further simplify the test with respect to the fact that the logarithm is monotonically increasing. To do so, let

\[
T(z_n) = -\frac{2}{N} \ln L_G(z_n).
\]

We can then state the GLRT as: choose \( H_1 \) if

\[
T(z_n) = \frac{1}{N} \sum_{k \in \Omega_n} \left( \frac{1}{\sigma_0^2} ||y_k^a - g\nabla y_n||^2 + \frac{1}{\sigma^2} ||\nabla y_k^\omega||^2 \right) < \gamma'
\]

where \( \gamma' = -(2/N) \ln(\gamma) \). We can interpret this as follows: if the mean square error of fitting a vector of magnitude \( g \) with the direction of the average specific force vector to the accelerometer data in combination with the energy in the gyroscope signal, each weighted by the quality of the measurements, falls below the threshold \( \gamma' \), the GLRT chooses the hypothesis that the IMU is stationary. The new detector defined by the GLRT in (21) will for simplicity, throughout the paper, be referred to as the stance hypothesis optimal detection (SHOE) detector.

A. Acceleration-Moving Variance Detector

A detector proposed in the literature to detect when the IMU is stationary, is the acceleration-moving variance detector [2], [13], [20], [21]. The moving variance detector is solely based upon the accelerometer data and is defined as follows: decide on \( H_1 \) if

\[
T_a(z_n^a) = \frac{1}{N} \sum_{k \in \Omega_n} ||y_k^a - \nabla y_n||^2 < \gamma_a
\]

where \( z_n^a \triangleq \{y_k^a\}_{k=n}^{n+N-1} \). We can derive the acceleration-moving variance detector within the GLRT framework considering the fact that the orientation of the accelerometer assembly is constant when the IMU is stationary, but neglecting the fact that the magnitude of the specific force vector is equal to \( g \). To derive the test, let us assume that under the two hypotheses, the signal from the accelerometer cluster fulfills the conditions

\[
H_0 : \exists k \in \Omega_n \text{ s.t. } s_k^a(\theta_v) \neq s^a\n\]

\[
H_1 : \forall k \in \Omega_n \text{ then } s_k^a(\theta_v) = s^a
\]

where \( s^a \in \mathbb{R}^3 \) is unknown. Hence, the unknown parameters needed to describe the signal under the two hypotheses are as follows:

\[
H_0 : \theta_v \equiv \{s_k^a\}_{k=n}^{n+N-1}
\]

\[
H_1 : \theta_v \equiv s^a
\]
and thus, the family of pdfs describing the accelerometer observations is given by (for \( i = 0, 1 \))
\[
p(z^o_n; \theta_i, \mathcal{H}_i) = \prod_{k \in \Omega_n} p(y^k_\ell, \theta_i, \mathcal{H}_i).
\] (25)

With this information in hand, under \( \mathcal{H}_0 \), the MLE, \( \hat{\theta}_0^0 = \{y^k_\ell\}_{k=n}^{n+N-1} \). Thus,
\[
p(z^o_n; \hat{\theta}_0^0, \mathcal{H}_0) = \frac{1}{(2\pi\sigma_o^2)^{3N/2}}.
\] (26)

Further, the MLEs of the unknown parameters under \( \mathcal{H}_1 \) are given by
\[
\hat{s}_a = \arg\max_s (p(z^o_n; s, \mathcal{H}_1)) = \arg\min_s \left( \sum_{k \in \Omega_n} ||y^k_\ell - s||^2 \right) = y^o_n.
\] (27)

Therefore,
\[
p(z^o_n; \hat{\theta}_1^1, \mathcal{H}_1) = p(z^o_n; \hat{s}_a, \mathcal{H}_1) = \frac{1}{(2\pi\sigma_o^2)^{3N/2}} \cdot \exp \left( -\frac{1}{2\sigma_o^2} \sum_{k \in \Omega_n} ||y^k_\ell - y^o_n||^2 \right).\] (28)

Hence, if we combine (13), (20), (26), and (28), the GLRT becomes: choose \( \mathcal{H}_1 \) if
\[
T_m'(z^o_n) = -\frac{2}{N} \ln \frac{p(z^o_n; \hat{\theta}_1^1, \mathcal{H}_1)}{p(z^o_n; \hat{\theta}_0^0, \mathcal{H}_0)} = \frac{1}{\sigma_o^2} \sum_{k \in \Omega_n} ||y^k_\ell - y^o_n||^2 < \gamma'_o.
\] (29)

which is equivalent to the test in (22).

B. Acceleration-Magnitude Detector

The acceleration-magnitude detector is another detector proposed in the literature \[2\], \[21\], \[22\], and is often used as a supplement to the moving variance detector. The acceleration-magnitude detector checks if the measured specific force vector is close to \( g \), and if that is the case, concludes that the IMU is stationary. We can derive this type of detector within the GLRT framework based on the fact that the magnitude of the specific force vector is \( \parallel v \parallel \) when the IMU is stationary, but neglecting the fact that the direction of the vector should be constant. To derive the test, let us assume that under the two hypotheses, the signal from the accelerometer cluster fulfills the conditions
\[
\mathcal{H}_0 : \exists k \in \Omega_n \text{ s.t. } s^0_k(\theta_m) \neq gu_k,
\]
\[
\mathcal{H}_1 : \forall k \in \Omega_n \text{ then } s^0_k(\theta_m) = gu_k\] (30)

where \( u_k \in \Omega_n \). Hence, the unknown parameters needed to describe the signal under the two hypotheses are as follows:
\[
\mathcal{H}_0 : \theta_m = \{s^0_k\}_{k=n}^{n+N-1},
\]
\[
\mathcal{H}_1 : \theta_m = \{u_k\}_{k=n}^{n+N-1}.\] (31)

Again, the family of pdfs describing the accelerometer observations is given by (25); however, now the unknown parameters are those in (31). Under \( \mathcal{H}_0 \), when the signal is completely unknown, the MLEs \( \hat{\theta}_m^0 = \{y^k_\ell\}_{k=n}^{n+N-1} \) and \( p(z^o_n; \hat{\theta}_m^0, \mathcal{H}_0) \) are given by (26). Further, under \( \mathcal{H}_1 \), the MLEs of the unknown parameters are given by (for \( \ell = n, \ldots, N + n - 1 \))
\[
\hat{u}_\ell = \arg\max_{u_\ell \in \Omega_n} \left( p(z^o_n; \{u_k\}_{k=n}^{n+N-1}, \mathcal{H}_1) \right)
\]
\[
= \arg\min_{u_\ell \in \Omega_n} \left( \sum_{k \in \Omega_n} ||y^k_\ell - g u_\ell||^2 \right)
\]
\[
= \arg\min_{u_\ell \in \Omega_n} \left( ||y^\ell_n - g u_\ell||^2 \right) = \frac{y^\ell_n}{||y^\ell_n||}.
\] (32)

Thus,
\[
p(z^o_n; \hat{\theta}_m^1, \mathcal{H}_1) = \frac{1}{(2\pi\sigma_o^2)^{3N/2}} \cdot \exp \left( -\frac{1}{2\sigma_o^2} \sum_{k \in \Omega_n} ||y^k_\ell - y^o_n||^2 \right).\] (33)

Hence, if we combine (13), (20), (26), and (33), the GLRT becomes as follows: choose \( \mathcal{H}_1 \), if
\[
T_m(z^o_n) < \gamma_m\] (34)

where
\[
T_m(z^o_n) = -\frac{2}{N} \ln \frac{p(z^o_n; \hat{\theta}_m^1, \mathcal{H}_1)}{p(z^o_n; \hat{\theta}_m^0, \mathcal{H}_0)} = \frac{1}{\sigma_o^2} \sum_{k \in \Omega_n} \left( ||y^k_\ell - g ||^2 \right) < \gamma_m\] (35)

C. Angular Rate Energy Detector

Sometimes, only the energy in the gyroscope signal is used to detect when the IMU is stationary \[3\], \[4\], \[29\]. The angular rate energy detector decides on \( \mathcal{H}_1 \) if
\[
T_\omega(z^o_n) = \frac{1}{N} \sum_{k \in \Omega_n} ||y^\ell_n||^2 < \gamma_\omega\] (36)

where \( z^o_n \triangleq \{y^\ell_n\}_{k=n}^{n+N-1} \). The test statistics \( T_\omega(z^o_n) \) correspond to the last part of the GLRT statistics in (20), except for the scaling with \( \sigma_o^2 \). Thus, we can also derive the angular rate energy detector within the GLRT framework.

Worth noting is that the actual values of the noise variances \( \sigma_\omega^2 \) and \( \sigma_o^2 \) have no influence on the performance of the acceleration-moving variance detector, the acceleration-magnitude detector, and the angular rate energy detector. The noise variances only scale the test statistics. However, for the SHOE detector, the ratio between the noise variances, that is \( \sigma_\omega^2/\sigma_o^2 \), affects the performance of the detector; the ratio reflects the disturbances in
the information from the accelerometers versus the disturbances in the information from the gyroscopes. Further, we may note that the angular rate energy detector is a special case of the SHOE detector arising when $\sigma^2_a/\sigma^2_\omega \to \infty$.

V. PERFORMANCE EVALUATION

To evaluate the GLRT detectors examined in Section IV, we collected the gait data from an instep-mounted IMU. The IMU, an Analog Devices ADIS16355, was mounted on the instep of the user’s right foot, with the coordinate axis illustrated in Fig. 1. We asked the user, a 28-year-old male with a height of 1.76 m and a weight of 67 kg, to repeatedly walk on leveled ground, a predefined rectangular trajectory; the rectangular trajectory had side lengths of 6 and 48 m, respectively. The user was first told to walk slowly (approximately 3 km/h) for 30 min, and then at normal speed (approximately 5 km/h) for another 30 min. The gait speed was controlled by telling the user his average walking speed for each lap and asking him to speed up or slow down. Two datasets were obtained, with data recorded at a sample rate of 30 Hz, corresponding to slow and normal forward gait, respectively.

The reason for using a sampling frequency of 30 Hz was due to the limitation in the data transfer rate between the evaluation board, used with the ADIS16355 IMU and the PC that stored the data. The IMU itself samples its sensors at a frequency of 819.2 Hz. To avoid aliasing effects from the down sampling to 30 Hz, the digital signals were low-pass filtered using the internal filters of the ADIS16355. Fig. 2 shows a block diagram of the sensor system.

The reference system works by the idea that if large enough forces are sensed by both switches simultaneously, then both the heel and front sole of the user’s SHOE is in contact with the ground and the instep-mounted IMU is stationary. However, since neither the SHOE nor the foot of the user is a full rigid body, the assumption that the IMU is stationary only holds approximately. Several factors influence the validity of the assumption: the rigidity of the SHOE and the pronation/supination of the user, the placement of the IMU on the instep, the placement...
of the FSRs beneath the heel and front-sole, and the threshold settings of the switches.

To minimize the effect of these factors, we calibrated our reference system by recording, with a video camera that was time synchronized to the IMU data logger, the motion of the IMU, the state of the reference system, and the output from the IMU during a single step. Based upon the recorded data, the placement of the switches and their thresholds were then adjusted and a new step recorded. The process was repeated until a satisfactory agreement was achieved between the state indicated by the reference system and the motion of the IMU in the recorded data. The final result can be seen in Fig. 4. It should be noted that in Fig. 4, every second picture frame in the recorded video has been left out.

To summarize, the reference system is not an ideal reference system and the 30-Hz sample rate is on the lower end for the application. Therefore, the results presented next should be viewed as preliminary, which should be verified by further tests. However, the results show that the presented test methodology is applicable and can be used to evaluate the detectors.

B. Detector Statistics

Having collected the data, we calculated the detection and false-alarm probabilities for the detectors using a data window size\(^3\) \(N = 5\) (i.e., 150 ms) and with the noise standard deviations\(^4\) set to \(\sigma_a = 0.02\) m/s\(^2\) and \(\sigma_\omega = 0.1\) °/s, respectively. That is, the receiver operating characteristics (ROC) of the detectors were calculated by varying the thresholds of the detectors and comparing the decisions of the detectors to the output of the reference system. Refer to [31] for details on how to calculate and interpret ROC curves. The calculated ROC curves for slow and normal gait are shown in Figs. 5 and 6, respectively. From Figs. 5 and 6, we can see that:

1) the angular rate energy detector and the SHOE detector have the highest performance, and behave basically in the same manner, indicating that the gyroscope signal holds the most reliable information for stationarity detection;
2) there is a significant difference in the performance of the detectors for slow- and normal-gait speed, respectively.

At first glance, it may seem that the performance of the detectors is far from efficient for any zero-velocity constrained navigation application. However, the \(P_D\) versus \(P_{FA}\) figures are partly misleading for our application. For a zero-velocity-constrained INS, it is better to have short periods of zero-velocity updates on a regular basis and let the detector work at a low \(P_{FA}\) level, rather than trying to detect all the samples in the time epoch when the IMU is stationary at the cost of a high \(P_{FA}\) level. Thus, if the detector’s threshold is adjusted to a lower \(P_{FA}\) level, but the detector is still capable of detecting that the IMU is stationary at least once for most gait cycles, then the

\(^3\) The data window size was selected by looking at the histogram of the lengths of the stationary phases according to the reference system. The histogram showed that the IMU was stationary for five or more samples during most gait cycles.

\(^4\) The noise variance values were estimated from two minutes of data; data recorded with the IMU stationary on a table.
A better measure of the performance of zero-velocity detectors is the probability of detecting at least once that the IMU is stationary in the “IMU stationary” part of the gait cycle. We, therefore, introduced the measure probability of stationarity detection \( P_{SD} \) that denotes the probability that the detector decides on \( H_1 \) at least once in the “IMU stationary” part of the gait cycle. By recalculating the statistics of the detector in terms of \( P_{SD} \) using the datasets previously employed, we obtained the results for slow and normal gait. These are shown in Figs. 7 and 8, respectively. From Figs. 7 and 8, we can conclude that:

1) for slow gait at low \( P_{FA} \) values, the angular rate energy detector and the SHOE detector still have the highest performance, whereas for high \( P_{FA} \) values, the magnitude detector has the best performance;

2) at a normal gait speed, the SHOE detector is marginally better than the angular rate energy detector outperforming the other detector for all \( P_{FA} \) values.

The results in Figs. 5–8 indicate that the gyroscope measurements hold the most reliable information for zero-velocity detection under the experimental conditions stated, and that the accelerometer measurements only bring marginal additional information. This can also be observed from Fig. 3, where the test statistics of the acceleration-moving variance detector and the acceleration-magnitude detector are an order of magnitude smaller than those of the angular rate energy detector and the SHOE detector. We have identified two possible reasons for this: 1) the signal-to-noise ratios in the signals from gyroscopes are higher than the signal-to-noise ratios in the signals from the accelerometers and 2) there is more knowledge about the signals from the gyroscopes than about the signals from the accelerometers under the hypothesis that the IMU is stationary. The gyroscope signals we know are zero when the IMU is stationary, whereas the accelerometer signals we only know that they are constant and that the sum of their squared magnitudes is equal to \( g^2 \). Further, the fact that the test statistics of the angular rate energy detector and the SHOE detector shown in Fig. 3 are virtually identical explains why the two detectors have a similar behavior. Still, there may be other types of gait, such as uphill and downhill walking, sidestepping, and stair climbing, where the SHOE detector, which uses information from both the accelerometers and the gyroscopes, may turn out to have a superior performance. Under all circumstances, the SHOE detector should as long as the ratio \( \sigma_a^2/\sigma_\omega^2 \) is correctly set, theoretically, never perform worse than the other detectors, since it uses the information from all six sensors and the most complete prior information about the sensor signals.

VI. CONCLUSION

We investigated the problem of detecting the time epochs when zero-velocity updates are applied in a foot-mounted pedestrian navigation system. We looked at three commonly used
detectors in the literature: the acceleration-moving variance detector, the acceleration-magnitude detector, and the angular rate energy detector. We showed that all detectors can be derived within the same GLRT framework, given different prior knowledge about the sensor signals. Further, by combining all prior knowledge, we derived a new GLRT detector, referred to as the SHOE detector. We, subsequently, evaluated the performance of the detectors using slow (approximately 3 km/h) and normal (approximately 5 km/h), leveled ground, and forward-gait data. As a reference system, indicating when the IMU was stationary, we used FSRs mounted beneath the foot of the user. The test results were presented in terms of the detection versus false-alarm probability. Moreover, we calculated the probability of detecting at least once that the IMU is stationary in “IMU stationary” part of the gait cycle. This probability, being a function of the false-alarm probability, is often a better figure of merit for zero-velocity detectors used in constrained INSs.

The results show that the SHOE detector performs similarly to the angular rate energy detector [3], [4], which outperforms both the acceleration-moving variance detector [2], [13], [20], [21] and the acceleration-magnitude detector [2], [21], [22]. This indicates that the gyroscope signals hold the most reliable information for zero-velocity detection under the experimental conditions stated in this paper. Further, the results show that the performance varies between slow and normal gait, where for the latter, the proper work of the detectors is questionable.

In the literature, there are few discussions about the performance of accelerometer-based detectors versus ones based on gyroscope signals. The majority of the works considers the former class of methods. A reason for this could be that inexpensive off-the-shelf accelerometers were available on the market some years before the gyroscopes were. For instance, analog devices launched their first off-the-shelf accelerometer in the beginning of the 1990s, but their first gyroscope did not hit the market until a decade later. Nowadays, six-degrees-of-freedom IMUs are readily available, which opens the field up for detectors utilizing all 6-D. We have shown that under the given assumptions, gyroscope-based detection clearly outperforms accelerometer-based detection, and that there is no significant improvement of the detector using both accelerometer and gyroscope data, over the one that only employs signals from the gyroscopes.
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