Predicting contact map using Radial Basis Function Neural Network with Conformational Energy Function
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Abstract: Contact map, which is important to understand and reconstruct protein’s three-dimensional (3D) structure, may be helpful to solve the protein’s 3D structure. This paper presents a novel approach to predict the contact map using Radial Basis Function Neural Network (RBFNN) optimised by Conformational Energy Function (CEF) based on chemico-physical knowledge of amino acids. Finally, the results are trimmed by Short-Range Contact Function (SRCF). Consequently, it can be found that our proposed method is better than the existing methods such as PROFcon and the PE-based method. Particularly, this method can accurately predict 35% of contacts at a distance cutoff of 8 Å.
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1 Introduction

Although bioinformatics has been achieving tremendous development since the end of
last century, and more and more primary sequences of proteins and peptides were being
sequenced, at the same time the number of solved three-dimensional (3D) structures of
proteins is much smaller than the number of sequenced proteins. Because of the absence
of efficient measure technologies and the resulting slow development on exploring
protein’s spatial structures, it really needs to find another efficient route to simulate and
predict the 3D structures of proteins by computer. Among them, the prediction based on
contact map is a relatively simple way to study the protein’s 3D structure.

It is well known that contact map is an intermediate state from primary structure to
tertiary structure, which may be advanced to the protein’s tertiary structure and protein
folding prediction. Usually, the non-local interactions (the contact separation is generally
greater than six residues), especially the long-range interactions (the contact separation
between a pair of residues is generally more than 24 residues), are crucial for proteins to
attain their native state (Niggemann and Steipe, 2000). Specifically, identifying pairs
of non-sequential amino acid residues that interact in 3D space can provide a set of
topological constraints that can be utilised in protein folding recognition.

Previous work focused on contact map prediction using various methods, such as
methods with the use of Neural Networks (NN) (Fariselli et al., 2001), General
Input-Output Hidden Markov Models (GIOHMMs) (Pollastri and Baldi, 2002), hybrid
method of RBFNN with Genetic Algorithm (GA) (Zhang and Huang, 2004),
Self-Organizing Map (SOM) integrated by Genetic Programming (GP) (MacCallum,
2004), predictor with evolutionary information (Vicatos et al., 2005), and so on.
Unfortunately, no satisfactory level in prediction accuracy of contact maps has been
achieved over different proteins. PROFcon method declared that about 30% of the
predicted contacts were correct (accuracy) at a prediction threshold at which about
10% of the observed contacts are predicted, considering all contacts between residue pairs that are separated by at least six residues (Punta and Rost, 2005). Although obtaining higher prediction accuracy, the PROFcon method achieves much lower coverage or sensitivity (only about 10%). Vullo’s two-stage predictor obtained 19.8% accuracy for minimum contact separation of 23, when choosing the top length/five predicted contacts (Vullo et al., 2006). Despite achieving such tremendous success, the prediction on contact map can not be satisfied to reconstruct the protein’s 3D structure. Therefore, all these methods and their derived tools can not perfectly resolve the contact problem. As a result, it is necessary for us to develop novel ideas and approaches to predict the contact map.

In this work, firstly, several principal components are extracted from known protein structures based on a special input-encoding scheme, and an initial matrix of contact map is constructed by the Principal Component Analysis (PCA) algorithm. Secondly, the initial contact matrix integrated with other information about residue pairs is applied to the RBFNN predictor. In particular, this method uses the Short-Range Contact Function (SRCF) combined with chemico-physical characteristics of amino acids to trim the output of RBFNN predictor. The SRCF is a 20-by-20 statistical matrix, where each element describes the occurrence frequency of each pair of residue types being in short-, medium-, or long-range contact through a large protein set.

2 Methods

2.1 Training and test sequences

We obtained our protein chain set from PDB-REPRDB (Noguchi and Akiyama, 2003), which is a database of protein chains from PDB based on PDB Rel. 2005,05,29, and updated on 10 June 2005. We selected those chains from different proteins that are resolved by X-ray crystallography with resolution $\leq 2.0$ Å, and R-factor $\leq 19\%$. The sequence identity between two selected chains is less than 25%. As a result, we selected 480 protein chains that have ConSurf-HSSP files (Glaser et al., 2005). To validate our proposed approach, we split the selected protein chain set into two subsets; one set of 287 protein chains is used as the training set and another set containing 193 protein chains as the test set. The experiments run twice and the averaged outputs of the classifier can be obtained.

2.2 The definition of contact map

In this paper a widely used definition on contact is given, where it was assumed that the coordinates of alpha carbon atom are chosen to represent the spatial position of each residue in one protein. A contact matrix $A$ for a protein with num residues is a $num \times num$ binary matrix whose element $A(i, j) = 1$ if the residues $i$ and $j$ are in contact, and $A(i, j) = 0$ otherwise. Then we shall have the following equation:

$$
A(i, j) = 1, \quad \text{if } d(i, j) < d \\
A(i, j) = 0, \quad \text{if } d(i, j) \geq d
$$

(1)
where \(d(i, j)\) denotes the distance between the \(i\)th and \(j\)th residues, \(d\) denotes a threshold value (always \(d = 4–8\) Å) and \(d = 8\) Å in our work.

2.3 Principal Component Analysis (PCA)

It has been shown that a matrix \(B\), which is expanded by the parameters including several larger eigenvalues and their corresponding eigenvectors of a contact matrix \(A\), can approximate \(A\) perfectly. The PCA algorithm can be used for reducing the dimensions of contact matrix and extracting useful information from known proteins (Huang, 1996a, 1996b; Krzanowski, 1988).

2.4 Radial Basis Function Neural Network (RBFNN)

In general, multilayer perceptrons exhibit improved generalisation properties, especially for regions that are not represented sufficiently in the training set. In contrast, multilayer perceptrons learn slower than their RBF counterparts. Because of simple topological structure and rapid training procedure, the RBFNNs provide a powerful technique for generating multivariate nonlinear mapping, and they work best when many training vectors are available (Huang, 1996a, 1999a, 1999b, 1999c; Theodoridis and Koutroumbas, 2003; Wang and Zhu, 2000). Currently, the RBFNNs have been successfully adopted to solve these multivariate models of nonlinear classification problem, such as the prediction in protein’s inter-residue contacts map.

Generally, an RBFNN consists of three layers:

- **Input layer**, where all the input vectors of the training and test samples are input
- **Hidden layer**, where at each node the input feature vector is put through a Radial Basis Function (RBF) that is centred on a corresponding exemplar vector
- **Output layer**, where all the inputs from the hidden layer are combined to indicate the class of input sample.

The weights between the hidden and the output layer are adjusted during the training process for the purpose of minimising the cost or goal function. The whole architecture of the RBFNN is therefore fixed by determining the number of the hidden layer neurons and the weights between the hidden and output layers. For an input vector, \(X = [x_1, x_2, ..., x_n], T \in R_n\), and with \(K\) hidden layer neurons, the activation function,

\[
f(x) = \exp(-(x - c_i)^T(x - c_i))/2\sigma^2,
\]

is described by a centre, \(c_i \in R_n\), and a width parameter, \(\sigma\), where \(i = 1, 2, ..., K\). The \(\exp(*)\) denotes the Gaussian radial basis function. Now, the output of an output neuron \(j\) is given by

\[
g_j(X) = \sum_{i=1}^{K} w_{i,j}f_i(X) + b_j,
\]

where \(w_{i,j} \in R\) is the weight between the hidden neuron \(i\) and the output neuron \(j\) \((j = 1, ..., J)\), \(b_j\) is a possible bias to help to approximate the target value.

If the centres are not preselected, they have to be estimated during the training phase along with the weights \(W\) and the variances \(\sigma^2\) (if the latter are also considered unknown).
Let $L$ be the number of input-desired output training pairs, $(x(j), y(j), j = 1, \ldots, L)$. We select an appropriate cost function of the output error as:

$$J = \sum_{j=1}^{L} \phi(e(j))$$

(4)

where $\phi(*)$ is a differentiable error function (e.g., the square of its argument) as:

$$e(j) = y(j) - g(x(j)).$$

(5)

For an input-output training pair $(x_l, y_l)$, each actual output from the $j$th node, $g_j$, is forced to match them by adjusting the weights $w_j$, the centres $c_j$, and the variances $\sigma_j^2$. So estimating the three parameters becomes a typical task of a nonlinear optimisation process. For example, if we adopt the gradient descent approach, the following algorithm will be resulted:

$$\begin{align*}
    w_i(t) &= w_i(t-1) - \mu_i \frac{\partial J}{\partial w_i}, & i = 0, 1, \ldots, k \\
    c_i(t) &= c_i(t-1) - \mu_i \frac{\partial J}{\partial c_i}, & i = 0, 1, \ldots, k \\
    \sigma_i(t) &= \sigma_i(t-1) - \mu_i \frac{\partial J}{\partial \sigma_i}, & i = 0, 1, \ldots, k
\end{align*}$$

(6)

where $t$ is the current iteration step.

In this paper, the RBFNNs are used to predict the contact map, which is guaranteed to converge to a Bayesian classifier provided that it is given enough training data. The used training data are divided into two classes, i.e., the contact and non-contact class, respectively. Subsequently, the input is encoded and then the target classes can be obtained by applying the input to the RBFNN predictor.

### 2.5 Short-Range Contact Function (SRCF)

The SRCF based on statistical estimation can be used to estimate the interaction frequencies of all residue pairs from the observed structures in Protein Database Bank. In our work, we consider two residues to be in short-range (or medium-range or long-range) contact if their sequence separation is greater than 6 (or 12 or 24) and their spatial distance is farther than 8 Å.

Firstly, we construct a 20-by-20 matrix, $A$, to count the number of each residue type pairs that are in short-range contact (or medium-range or long-range contact). Secondly, another 20-by-20 matrix, $B$, is formed to count the number of each residue type pairs in our protein set. Finally, our adopted long-range contact function ($C_{i,j}$) can be defined as:

$$C_{i,j} = A_{i,j} / B_{i,j}$$

(7)

Currently, there have existed several contact functions or energies (Miyazawa and Jernigan, 1996, 1999; Gromiha and Selvaraj, 2004), but our designed statistical function is very simple and sufficiently applicable to trim the output from the RBFNN predictor.

### 2.6 Conformational Energy Function (CEF)

Another contact conformational energy based on statistical estimate can be added to optimise the RBFNN predictor. Our efficient conformational energy ($e_{i,j}$) can be defined as:
\[ e_{i,j} = -\ln \left( \sum_{m} \frac{N_m N_{i,j}}{N_i N_j} \frac{h_k + h_j}{2} \times p_{i,j} \right) \]  
(8)

where \( N_m \) is the total number of residues in protein \( m \), \( N_{i,j} \) is the number of inter-residue contacts, \( N_i \) and \( N_j \) are the numbers of residues of each type in each separate protein, \( h_k \), \( h_j \) denote the values of hydrophobic measurements of amino acids, and the weight value, \( p_{i,j} \) is changed with different proteins and is simply set to 1 in our paper.

Compared equation (8) with other definitions such as Miyazawa and Jernigan (1996, 1999), additional information about hydrophobic measurements of amino acids is used to approximately approach the natural state of macromolecules.

2.7 Encoding scheme for the RBFNN

We first encode the input vectors of the RBFNN predictor for each residue site based on a sliding window of residues centred at the current site. Each sliding window consists of a continuous set of residues with an odd size of \( \text{win} \), where \( \text{win} \) is set to 13 in our work.

Firstly, we adopt the residue sequence profile obtained from the HSSP database (Dodge et al., 1998). Each residue is represented by 20 attributes whose values are determined from multiple sequence alignment and their potential structural homologs. Secondly, the evolutionary rate is characterised by taking into account the phylogenetic relationships between the homologs and the stochastic nature of the evolutionary process, so that the conservation level for each residue can be inferred by using the Maximum Likelihood (ML) criterion (Glaser et al., 2005). Each evolutionary rate score can then be appended to the first 20 sequence profile elements for each residue. Thirdly, each hydrophobic value can be appended to the former elements of training vector for each residue. In general, hydrophobicity plays a very important role in characterising the physico-chemical property in different areas of chemistry, medicine, and pharmacology (Kyte and Doolittle, 1982). Finally, the input vector thereby contains \( 22 \times 13 = 286 \) elements totally.

2.8 Evaluation measures for performance of predictors

To verify our method, two measurements have been introduced to evaluate the performance of the predictors. Here, we applied the criteria of accuracy \( (\text{Acc}) \) and coverage \( (\text{Cov}) \), which are adopted at CASP/CAFASP (Fischer et al., 2003; Punta and Rost, 2005). They are defined as follows:

\[ \text{Acc} = \frac{TP}{TP + FP}, \quad \text{Cov} = \frac{TP}{TP + FN} \]  
(9)

where \( TP \) denotes the number of true positives, i.e., the two residues are assigned to long-range contact class and actually they are; \( FP \) denotes the number of false positives, i.e., the two residues are assigned to long-range contact class but in fact they are not in contact; and \( FN \) stands for the number of false negative, i.e., the two residues are assigned not to long-range contact class but in fact they are.
3 Results and discussion

To predict the contact map, we use an RBFNN predictor optimised by Conformational Energy Function (CEF) to address this problem. The flowchart of our method is described in Figure 1 based on the methods described above, the experimental results will be introduced in this section.

Figure 1 Flowchart of the RBFNN predictor optimised by Conformational Energy Function

3.1 The initial contact matrix and the corresponding contact map

It is well known that an input-encoding schema is thought to be a simplified, accelerated, and feasible means for achieving the initial contact matrix. To construct the initial contact matrix, a series of parameters are given for performing this task that includes interresidues distances in protein sequence, and the position in sequence of the central residue (the int((i + j)/2) residue for residue pair i and j). Afterward, these useful parameters are to extract some information of contact map and thus can approximate the actual contact map of one protein. Finally, the initial contact matrix integrated with the RBFNN predictor can probably improve the prediction performance. The input-encoding schema for the initial contact matrix is depicted in Figure 2.

Figure 2 The encoding schema for the initial contact matrix
Our work starts from the initial matrix, and then the inclination of the contact distribution can be obtained. After that, the results are obtained by applying the helpful information to the RBFNN predictor. Firstly, the contact matrix $A$ making use of PCA rule is defined to calculate the eigenvalue $\lambda_i$, $i = 0, 1, \ldots, \text{num} - 1$, and its corresponding eigenvector. From these eigenvalues, we can choose four largest ones and discard the remaining ones generally which can obtain clear separation area of contact map. The selected eigenvalues are shown in Table 1.

Table 1  The selected eigenvalues

<table>
<thead>
<tr>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
</table>

Now the contact probability, $p_{ij}$, of residues $i$ and $j$ is defined as:

$$p_{ij} = \frac{1}{N} \sum_m \sigma_m \lambda_m \times (v_m^i (v_m^j)^*) \times \cos (i-j)/(i+j))$$  \hspace{1cm} (10)$$

where $\lambda_m$ is the eigenvalue, $v_m$ is the corresponding eigenvector, $\sigma_m$ denotes the coefficient of eigenvalue $\lambda_m$ that can be changed with the length of protein sequence, where $\sigma_m$ is set to 1. Particularly, we postulate $a_{ij} = 1$, where $a_{ij}$ is the element of contact matrix for protein 1NXB, if $p_{ij} \geq 0.012$ by calculating equation (10), and $a_{ij} = 0$ otherwise.

Using equation (10) with the training proteins based on the PCA rule, the initial contact map can be achieved for unknown structure protein 1NXB, where we choose 8 Å as the contact threshold of inter-residue contacts.

Aimed at an unknown protein 1NXB, the useful information about the length $L_{\text{test}}$ and the amino acids in this protein sequence is extracted for comparing with other training proteins. As described above, a contact matrix $A$ may represent the contact map for a training protein. Based on the matrix $A$, a coordinate mapping can link the training proteins with test protein 1NXB. For a training protein that has the sequence with the length of $L_{\text{test}}$, a fitting method can be applied to map the $L_{\text{train}} \times L_{\text{train}}$ data to $L_{\text{test}} \times L_{\text{test}}$ data. As a simplified denotation, $v_m^i$ is postulated as the eigenvector according to eigenvalue, $\lambda_m^i$, in training protein $A^i$. As a result, the vector, $v_m^i$, is fitted to a vector with the length of $L_{\text{test}}$ based on some fitting method. Moreover, the method of least squares is chosen to perform the task with fitting data between two proteins. Subsequently, a new matrix $B$ can be constructed by vectors $v_m^i$ and the corresponding fitting eigenvalues $\lambda_m^i, i = 1 \sim L_{\text{test}}$, to represent the protein 1NXB.

$$B = \sum_{m=1}^{N} \sum_{i=1}^{L_{\text{test}}} \eta_m^i \lambda_m^i v_m^i$$  \hspace{1cm} (11)$$

where $N$ is the number of training proteins, $\eta_m^i$ is the coefficient of eigenvalue $\lambda_m^i$. 


Integrating equations (10) and (11), the predicted contact map based on the PCA and the least square fitting can be achieved, and the results are shown in the left side of Figure 3 that describes the two contrasting sub-maps, the actual contact map (lower triangle) and the predicted contact map (upper triangle). In the figure, the changing tendencies of inter-residue contacts are predicted distinctly. In addition, this result also describes the contact area including main chain and non-local contact area where the inter-residue contact probability can be optimised to a maximum. So, it can be inferred that this PCA method is very useful for predicting the contact map with respect to a random predictor that produced initial contact map.

**Figure 3** The initial contact map of Protein 1NXB based on PCA method (left) and the prediction of contact map based on RBFNN for Protein 1NXB (right)
3.2 The RBFNN predictor optimised by CEF

In our work, we choose the hydrophobic values using Eisenberg standard (Eisenberg et al., 1984) parameters. From equation (8), the effective conformational energy $e_{ij}$ can be calculated and then applied to predict the contact map. By making use of the conformational energy, the optimal prediction on contact map may be achieved more quickly.

Integrating conformational energy with the entropy of the inter-residue contact probability, the RBFNN transfer function can be optimised. The likelihood goal function can be defined as follows:

$$Q(i, j) = -\sum_{\mu=1}^{n_{\text{res}}} p_{i,\mu} \log p_{i,\mu} + \lambda_{i,\mu} (e_{i,\mu} - s_{i,\mu})$$ (12)

where $p_{i,\mu}$ is derived from equation (10), $\lambda_{i,\mu}$ is the parameter of Lagrange, and $s_{i,\mu}$ is the constraint condition from equation (8). Minimising this function with respect to $p_{i,\mu}$, the optimised contact probability can be achieved with running the RBFNN predictor over the all residues of training protein.

In this work, the RBFNN predictor can adopt the complex association between the sequence and the structure of protein to get the connection weights of NN. The outputs from RBFNN predictor are classified into two classes, i.e., contact or noncontact. Using a general transfer function for RBFNN predictor with the likelihood goal function equation (12), the contact map of unknown protein can be achieved conveniently. The experimental results for protein 1NXB are plotted in the right figure of Figure 3 that describes the two contrasting sub-maps, the actual contact map (lower triangle) and the predicted contact map (upper triangle). The experimental results are obtained on the condition of the threshold value of contact inter-residue, where is selected here as 8 Å.

3.3 Results from RBFNN predictor trimmed by SRCF

In the paper, we calculate the long- and SRCF in terms of equation (7). In Table 2, the upper triangle denotes the long-range contact (sequence separation greater than 24 residues) matrix and the lower triangle stands for the short-range contact matrix. Particularly, the short-range contact matrix is used in this paper to trim the RBFNN output while the long-range contact matrix will be investigated in our future work for improving the long-range contact prediction. Demonstration in Table 2 shows the results that the larger the contact value is, the more possible the residue pair is in short- or long-range contact; otherwise, the less possible. Additionally, the black underlined number in Table 2 denotes the larger contact frequency, which means that its residue pair is more possible in short- or long-range contact. On the other hand, the red number stands for smaller contact frequency, which means that less possible contact occurs to the residue pair.
3.4 RBFNN predictor performance

Based on the above experiments, the accuracies in predicting contact map at distance cutoff from 5 Å to 12 Å are shown in Table 3. For performance at a distance cutoff of 8 Å and considering the top \( \frac{L}{2} \) predicted contacts (where \( L \) is the sequence length of the protein), our RBFNN predictor achieves 35.3% average accuracy and 11.5% coverage. Furthermore, no SRCF to trim the output of the RBFNN predictor may worsen the prediction accuracy up to 2.2% and therefore lose 1.5% coverage performance. Moreover, integrating the CEF into the likelihood goal function of RBFNN predictor can improve the prediction accuracy up to 4.7% and thus increase the prediction coverage up to 3.3%.

Table 3: Long- (upper triangle) and short-range (lower triangle) contact matrixes for trimming the output from RBFNN predictor

<table>
<thead>
<tr>
<th></th>
<th>Ala</th>
<th>Cys</th>
<th>Asp</th>
<th>Glu</th>
<th>Gln</th>
<th>His</th>
<th>Ile</th>
<th>Lys</th>
<th>Met</th>
<th>Phe</th>
<th>Pro</th>
<th>Ser</th>
<th>Thr</th>
<th>Val</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala</td>
<td>1.00</td>
<td>2.26</td>
<td>2.42</td>
<td>1.21</td>
<td>1.16</td>
<td>1.91</td>
<td>1.16</td>
<td>1.72</td>
<td>1.12</td>
<td>1.31</td>
<td>1.17</td>
<td>1.17</td>
<td>1.17</td>
<td>1.17</td>
</tr>
<tr>
<td>Cys</td>
<td>2.26</td>
<td>1.00</td>
<td>0.57</td>
<td>0.46</td>
<td>0.56</td>
<td>0.58</td>
<td>0.58</td>
<td>0.56</td>
<td>0.58</td>
<td>0.56</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>Asp</td>
<td>2.42</td>
<td>0.57</td>
<td>1.00</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
</tr>
<tr>
<td>Glu</td>
<td>1.21</td>
<td>0.46</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Gln</td>
<td>1.16</td>
<td>0.56</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>His</td>
<td>1.91</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Ile</td>
<td>1.16</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lys</td>
<td>1.72</td>
<td>0.56</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Met</td>
<td>1.12</td>
<td>0.46</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Phe</td>
<td>1.12</td>
<td>0.46</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Pro</td>
<td>1.31</td>
<td>0.56</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Ser</td>
<td>1.17</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Thr</td>
<td>1.17</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Val</td>
<td>1.17</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 2: Long- (upper triangle) and short-range (lower triangle) contact matrixes for trimming the output from RBFNN predictor

<table>
<thead>
<tr>
<th></th>
<th>Ala</th>
<th>Cys</th>
<th>Asp</th>
<th>Glu</th>
<th>Gln</th>
<th>His</th>
<th>Ile</th>
<th>Lys</th>
<th>Met</th>
<th>Phe</th>
<th>Pro</th>
<th>Ser</th>
<th>Thr</th>
<th>Val</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala</td>
<td>1.00</td>
<td>2.26</td>
<td>2.42</td>
<td>1.21</td>
<td>1.16</td>
<td>1.91</td>
<td>1.16</td>
<td>1.72</td>
<td>1.12</td>
<td>1.31</td>
<td>1.17</td>
<td>1.17</td>
<td>1.17</td>
<td>1.17</td>
</tr>
<tr>
<td>Cys</td>
<td>2.26</td>
<td>1.00</td>
<td>0.57</td>
<td>0.46</td>
<td>0.56</td>
<td>0.58</td>
<td>0.58</td>
<td>0.56</td>
<td>0.58</td>
<td>0.56</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>Asp</td>
<td>2.42</td>
<td>0.57</td>
<td>1.00</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
<td>1.16</td>
</tr>
<tr>
<td>Glu</td>
<td>1.21</td>
<td>0.46</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Gln</td>
<td>1.16</td>
<td>0.56</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>His</td>
<td>1.91</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Ile</td>
<td>1.16</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Lys</td>
<td>1.72</td>
<td>0.56</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Met</td>
<td>1.12</td>
<td>0.46</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Phe</td>
<td>1.12</td>
<td>0.46</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Pro</td>
<td>1.31</td>
<td>0.56</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Ser</td>
<td>1.17</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Thr</td>
<td>1.17</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Val</td>
<td>1.17</td>
<td>0.58</td>
<td>1.16</td>
<td>1.16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Table 3  Performance vs. protein length

<table>
<thead>
<tr>
<th>Length</th>
<th>Distance cutoff</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 Å</td>
<td>8 Å</td>
</tr>
<tr>
<td>&lt;100</td>
<td>30.3% (20.2%)</td>
<td>46.5% (18.4%)</td>
</tr>
<tr>
<td>100–200</td>
<td>26.5% (7.4%)</td>
<td>34.2% (12.2%)</td>
</tr>
<tr>
<td>200–300</td>
<td>23.3% (9.2%)</td>
<td>30.5% (8.2%)</td>
</tr>
<tr>
<td>Average</td>
<td>25.8% (9.3%)</td>
<td>35.3% (11.5%)</td>
</tr>
<tr>
<td>No SRCF</td>
<td>25% (9.1%)</td>
<td>33.1% (10%)</td>
</tr>
<tr>
<td>No CEF</td>
<td>26.2% (9.9%)</td>
<td>30.6% (8.21%)</td>
</tr>
</tbody>
</table>

*The number indicates the accuracy performance for several distance cutoffs and different protein length ranges.
#The bracket number denotes the coverage for several distance cutoffs and different protein length ranges.

Compared with other methods, our predictor performs better than the PROFcon method (about 30%) for distance separation greater than six residues (Punta and Rost, 2005), and on the other hand, performance of our method is almost similar to the PE-based contact map predictor (Vullo et al., 2006), which achieved about 36.6% accuracy for distance separation greater than five residues. To compare with the PE-based predictor, we perform our RBFNN predictor on the dataset the PE-based predictor collected. Finally, our predictor achieves 37.3% accuracy for distance separation greater than five residues (Performance calculation of our RBFNN predictor in the work is based on the distance separation greater than six residues).

4 Conclusions

From the above experimental results, it can be found that the generalisation capability of the RBFNN predictor integrated with CEF was better than the previous method. Moreover, our approach was only based on the primary sequence of unknown protein.

It was shown that the construction of the initial contact matrix can be efficiently used as a part of likelihood goal function for training our RBFNN predictor to predict the contact map, which may be used to reconstruct the 3D structure of protein. All these results suggest a number of further investigations:

- RBFNN predictor may be a useful and simple approach to predict the contact map of protein. Mining the RBFNN algorithm can improve the prediction performance of contact map.
- PCA can extract some key information at helping to improve the performance of our RBFNN predictor.
- Understanding the short-range contact preference of residue pair may be in favour of trimming the output from our RBFNN predictor. Because some residue pairs are seldom in contact but some ones are often contacting in 3D space, we can remove the former residue pairs and retain the latter ones in a reasonable possibility.
- In this work, about 35% short-range contacts are correctly predicted when considering the top $L/2$ predicted contacts and the residue pair with six apart.
In summary, the better performance can be achieved apparently. Even for protein with several domains, the sequence context seems to play an important role as well. On all accounts, our approach proposed in this paper is a promising method for predicting the contact map.
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