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Protein fold classification is a key step to predicting protein tertiary structures. This paper proposes a novel approach based on genetic algorithms and feature selection to classifying protein folds. Our dataset is divided into a training dataset and a test dataset. Each individual for the genetic algorithms represents a selection function of the feature vectors of the training dataset. A support vector machine is applied to each individual to evaluate the fitness value (fold classification rate) of each individual. The aim of the genetic algorithms is to search for the best individual that produces the highest fold classification rate. The best individual is then applied to the feature vectors of the test dataset and a support vector machine is built to classify protein folds based on selected features. Our experimental results on Ding and Dubchak's benchmark dataset of 27-class folds show that our approach achieves an accuracy of 71.28%, which outperforms current state-of-the-art protein fold predictors.
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1. Introduction

Protein tertiary structures play an important role in understanding the functions of the proteins. Although researchers have made huge progress in predicting protein tertiary structures, there still exist many proteins with unknown tertiary structures. Experimental efforts using X-ray and NMR technologies are generally used to predict protein tertiary structures. However, they generally are very complicated, time consuming and expensive. Therefore, computational methods have been developed to predict protein tertiary structures. Although the details of the spatial structures of proteins are extremely complicated and irregular, their overall topological folding patterns are surprisingly simple and regular. Therefore, identifying the topological folding patterns of a protein is a very important step to predicting its tertiary structures. The folding patterns of proteins have different characteristics. Based on the characteristics, proteins are classified into a limited number of structural classes, among which, four structural classes are mostly typical: mainly α, mainly β, mixed α−β, and few secondary structures, or another four structural classes: all α, all β, α/β, and α + β.

There are many learning-based approaches on protein fold classification such as neural networks, support vector machines (SVM), Bayesian networks, genetic algorithms and k-nearest neighbor (KNN), KNN classifier, hierarchical learning architecture, hidden markov models. Dubchak proposed three descriptors with a three-layer feed forward neural network to predict protein folds. The three descriptors, composition (C), transition (T), and distribution (D), describe the global composition of a given amino acid property in a protein, the frequencies that the amino acid property changes with the entire length of the protein, and the distribution pattern of the amino acid property along the sequence, respectively. Their experimental results showed that the three descriptors significantly outperform other approaches for protein fold classification. The best accuracy of their approach is up to 71.7% on a test dataset containing 83 folds.

Ding and Dubchak constructed a dataset with 27-class folds based on the SCOP PDB-40D database and divided it into a training set and a test set such that any two sequences in the training and test datasets have less than 35% sequence identity. They applied a well-known binary SVM classifier methodology on selected characteristic spaces from the dataset for protein fold classification. The best accuracy of Ding’s method on the dataset is 56%. Moreover, for the first time, the method presented the most predictive protein characteristic, amino-acid composition. Later, Shen and Chou proposed a novel feature descriptor PseAA (pseudo-amino acid compositions) and obtained 62% classification rate using an optimized evidence-theoretic k-nearest neighbors (OET-KNN) method. Okun explored a nonnegative matrix factorization (NMF) in combination with three nearest-neighbor classifiers for protein-fold classification. As a result, when the best one out of the three classifiers was employed and the original dimensionality was reduced by around 30%, the method increased the accuracy by more than 4% than the classification rate with the original high-dimensional space.
Huang et al.\textsuperscript{10} proposed a hierarchical learning architecture (HLA) method that classified proteins into four major classes: all $\alpha$, all $\beta$, $\alpha + \beta$, and $\alpha/\beta$. Then in the next level they used another set of classifiers [i.e. radial basis function network (RBFN)] to further classify the proteins into 27 folds.\textsuperscript{16} The best accuracy of HLA method based on RBFN is up to 65.5\% on Ding’s benchmark dataset. In addition, Guo and Gao\textsuperscript{8} proposed a genetic-algorithm evidence-theoretic KNNs method and finally got an accuracy of 64.7\% on the same dataset.

Recently, Shamim et al.\textsuperscript{17} developed a SVM-based classifier for protein fold classification using the structural information of amino acid residues and amino acid residue pairs. The feature vector consists of predicted secondary structural state and predicted solvent accessibility state frequencies of amino acids and amino acid pairs. The classifier using secondary structural state frequencies of amino acids achieved an overall accuracy of 65.2\% for fold classification, which outperformed previous methods. The classifier using the combination of secondary structural state frequencies and solvent accessibility state frequencies of amino acids and amino acid pairs further improved the accuracy of fold classification to more than 70\%, which is around 8\% higher than the previous best method for fold classification. Furthermore, the study revealed that their three multi-class classification methods, namely one versus all, one versus one and Crammer and Singer method, yield similar predictions.

Damoulas and Girolami\textsuperscript{5} proposed a probabilistic multi-class multi-kernel learning method to recognize protein folds. The method uses multiple characteristic spaces that are available, such as global characteristics like the amino-acid composition (C), predicted secondary structure (S), hydrophobicity (H), van der Waals volume (V), polarity (P), polarizability (Z), the PseAA,\textsuperscript{18} as well as two local alignment Smith–Waterman (SW) based characteristic spaces with different scoring matrices. It applies a single multi-class kernel machine on all of the characteristic spaces simultaneously and then combines their results. The method achieved the best accuracy of 68.1\% on the benchmark dataset proposed by Ding and Dubchak.\textsuperscript{16}

In this paper, we study the problem of protein fold classification using the benchmark dataset of Ding and Dubchak.\textsuperscript{16} We firstly obtain three improved descriptors and further apply them in protein fold classification. We develop a novel approach based on genetic algorithms and a support vector machine (SVM) to determine the best feature selector. The SVM then applies the best feature selector to the feature vectors in the test dataset to classify the protein folds. Our method achieves an accuracy of 71.28\%, which outperforms previous state-of-the-art methods.

2. Dataset and Methods

2.1. Dataset preparation

We used the benchmark dataset of Ding and Dubchak\textsuperscript{16} except that we removed proteins 2SCM.C and 2GPS from the training set and proteins 2YHX.1 and 2YHX.2 from the test set, because the four proteins do not have sequence records
in the PDB databank. Finally, there were 311 proteins in the training dataset and 383 proteins in the test dataset. According to the SCOP database, proteins in the training and test datasets could be further classified into the following 27-fold types: (1) globin-like, (2) cytochrome c, (3) DNA-binding 3-helical bundle, (4) 4-helical up-and-down bundle, (5) 4-helical cytokines, (6) EF-hand, (7) immunoglobulin-like, (8) cupredoxins, (9) viral coat and capsid proteins, (10) conA-like lectin/glucanases, (11) SH3-like barrel, (12) OB-fold, (13) beta-trefoil, (14) trypsin-like serine proteases, (15) lipocalins, (16) (TIM)-barrel, (17) FAD (also NAD)-binding motif, (18) flavodoxin-like, (19) NAD(P)-binding Rossmann-fold, (20) P-loop, (21) thioredoxin-like, (22) ribonuclease H-like motif, (23) hydrolases, (24) periplasmic binding protein-like, (25) b-grasp, (26) ferredoxin-like, and (27) small inhibitors, toxins, lectins.

2.2. Feature descriptors of amino acid sequences

We extract characteristic spaces from the characters of residues or proteins. Some characteristic spaces from previous work are used in this work for protein fold classification, such as amino acid composition, predicted secondary structure, hydrophobicity, polarity, van der Waals volume, and polarizability. Additionally, we use four statistical contact potentials (SCP), whose potential matrices can be seen in our supplementary material (available at http://138.238.148.111/FoldRecognition.htm.). Firstly, we get the potential values of 20 residue types. Using the statistical contact potential matrix $P_{i,j}$ in Ref. 21, the potential value $R_i$ of residue type $i$ can be computed using Eq. (1). In other words, each type of the 20 amino acids is assigned a potential value by Eq. (1), such as $-3.885$ for residue A and $-4.655$ for residue R. The 20 amino acids are then assigned into three “equally” sized residue groups $G_1$, $G_2$, and $G_3$. Seven residues with larger potential values are classified into group $G_1$, seven residues with smaller potential values are classified into group $G_3$, and the rest six residues are put into group $G_2$. The detailed groups are shown in Fig. 1.

$$R_i = \frac{1}{20} \sum_{j=1}^{20} P_{i,j}, \quad i, j = 1, \ldots, 20. \quad (1)$$

We extract composition (C) and transition (T) descriptors as discussed in Ref. 14. However, different from the previous T descriptor, we add self-transition status to the same residue group, i.e. $G_1 \leftrightarrow G_1$, $G_2 \leftrightarrow G_2$, and $G_3 \leftrightarrow G_3$. We calculate the number of elements of each residue group in the processes of composition and transition. For instance, the number of elements of residue group $G_1$ in the C descriptor is three and the number of elements of $G_2 \leftrightarrow G_3$ in the T descriptor is two. As shown in Fig. 2, the C descriptor has three feature groups, $G_1$, $G_2$, and $G_3$, while the T descriptor has six feature groups, $G_1 \leftrightarrow G_1, G_1 \leftrightarrow G_2, G_1 \leftrightarrow G_3, G_2 \leftrightarrow G_2, G_2 \leftrightarrow G_3$, and $G_3 \leftrightarrow G_3$. 
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Fig. 1. Construction of residue groups G1, G2, and G3. The statistical contact potential matrix is from Ref. 21. Residue group G1 consists of residues A, N, D, E, K, S, and T; residue group G2 consists of residues R, Q, G, H, P, and V; residue group G3 consists of residues C, I, L, M, F, W, and Y.

Another descriptor, distribution (D), represents the transformation from a statistical contact potential matrix to residue features. Each D descriptor is described as following. First, we define three score groups $T_{a}$, $T_{b}$, and $T_{c}$ of residue–residue pairs based on the potential scores. For instance, score group $T_{a}$ may consist of scores of residue–residue pair V–V and other pairs. Score group $T_{b}$, similar to the residue group G2 described above, contains residue–residue pairs with medium scores in the statistical contact potential matrix, while $T_{a}$ and $T_{c}$ contain residue pairs with large scores and small scores, respectively. As shown in Fig. 3, for a protein sequence with $n$ residues, an $n \times n$ residue–residue matrix can be constructed from the statistical contact potential matrix. For example, residue–residue pair V ↔ V (red circle on the right side of Fig. 3) is the same as V ↔ V (red circle on the left side of Fig. 3) in the statistical contact potential matrix but its value is replaced with group $T_{b}$ if V ↔ V belongs to $T_{b}$. Then we calculate the number of each group that falls into a region between two separation lines. There are four separation lines, separation lines 24, 12, 6, and the diagonal line. These four lines divide the upper-right region into four regions. The same as the concepts...
in the inter-residue contact problem, the numbers 6, 12, 24 denote the distances of residue pair in a protein sequence. The region between the separation line 6 and the diagonal line is called a local region. Similarly, the regions between the separation lines 6 and 12, the regions between the separation lines 12 and 24, the regions above the separation line 24 are called a short-range region, a medium-range region, and a long-range region, respectively. Therefore, D descriptor has $3 \times 4 = 12$ features.

There are 125 features in the characteristic spaces in Ding’s method. In addition, the characteristic spaces constructed based on the above description has $[3(C) + 6(T) + 12(D)] \times 4 = 84$ features, where 4 is the number of selected statistical contact potentials. Finally, each protein in the training dataset and test dataset is represented with a vector of $(84 + 125) = 209$ features. Such representation of protein features is then applied to the classification of protein fold types.

2.3. Evaluation of the performance of the classifier

We used the criteria of accuracy ($Acc$) to evaluate the performance of our classifier. $Acc$ is defined as follows:

$$Acc = \frac{TP}{TP + FP},$$

where $TP$ denotes the number of true positives, i.e. a protein is assigned to a fold type and it truly belongs to the fold type; $FP$ denotes the number of false positives, i.e. a protein is assigned to a fold type but in fact it does not belong to the fold type.

2.4. Approach

As discussed in the previous section, each protein in the dataset is represented as a vector of features. We first encode each feature vector of the training dataset into a
string. Each individual (or chromosome) of our genetic algorithms is a vector of the same size as each feature vector and each element of an individual is called a transformer, which will be explained later. 40 individuals compose the initial population of our genetic algorithms. Individuals of top 10% fitness values are selected to the next generation directly, while the others will go through the crossover or mutation procedure based on the preset crossover and mutation probabilities. A support vector machine is used to evaluate the fitness value of each individual. After a number of generations, the genetic algorithms terminate and we obtain the best individual which is considered to be the best feature selector for protein fold classification. Test data preprocessing then applies the best feature selector to the feature vectors in the test dataset to obtain transformed feature vectors. Furthermore, another SVM applies the transformed feature vectors to classify protein folds. The procedure of our approach is shown in Fig. 4.

2.4.1. Chromosome encoding

Genetic algorithms (GA) are adaptive heuristic search algorithms, which have been commonly used for optimization problems in searching for local optimal solutions within a solution space. Specifically, genetic algorithms have been applied in
solving many problems in bioinformatics, such as the classification of inter-residue contacts,\textsuperscript{24,27} protein structure alignment,\textsuperscript{28} and protein folding simulation.\textsuperscript{29} The technique simulates Darwinian evolution by maintaining a population of solutions based on a fitness function, and searching for an individual with the maximum or minimum fitness value in the population. Individuals in the population are encoded with strings and are evaluated by a fitness function for their capability of surviving to the next generation during the evolutionary process.

In our protein fold classification study, we let $V$ be a feature space set $V = (v_1, v_2, \ldots, v_m)$, where $v_i$ is a feature variable and $m$ is the dimension of feature vectors in the dataset. Each protein in the dataset is represented as a feature vector of $V$. We want to train a SVM based classifier that can correctly classify the feature vectors into $K$ classes $C_1, C_2, \ldots, C_K$. Our goal is to search for an optimal feature selector $T$ that maximizes the classification rate based on the corresponding selected features. To obtain the optimal feature selector $T$, GAs are applied to search through the space of feature transformers with a fitness function. Firstly, a vector of the feature space $V$ is represented as a chromosome string $S_i$. A chromosome is composed of three kinds of transformers represented by characters $a$, $b$, and $c$, and the size of a chromosome is the same as a feature vector.

The schema for chromosome encoding is as follows: (1) Character $a$ in a chromosome indicates that the value in the corresponding position in all feature vectors in $V$ will be removed; (2) Two consecutive $b$'s indicate that the values in the corresponding positions will merged together; (3) Character $c$ indicates that the values in the corresponding positions will remain in the feature vectors. For instance, for a feature vector of eight dimensions, its corresponding chromosome is a string of eight characters from the ternary alphabet $\{a, b, c\}$. Figure 5 illustrates the selection process for a feature vector $(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8)$. In Fig. 5, the corresponding

![Selection process of a sample feature vector of dimension 8. A bar in the histogram in the vector denotes a feature and the height of the bar corresponds to the magnitude of the feature. The transformed vector should also be normalized.](image)
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chromosome is “cbbabcca”. After being applied the transformers, the elements of the sample feature vector that remain or are merged are concatenated and normalized to form a new vector of five dimensions. The new normalized vector will be used for protein fold classification.

2.4.2. Fitness function

SVMs have been proved to have excellent performance in many real-world applications such as text categorization, hand-written character classification, image classification, inter-residue contacts prediction, and biological sequence analysis. SVMs can handle large feature spaces and condense the information from training datasets using support vectors. They demonstrate high prediction accuracy while avoiding over-fitting. In this paper, we use a SVM to calculate the fitness values of individuals in genetic algorithms. In the training process, a feature vector will be assigned a value from 1 to 27 which together correspond to 27 protein fold types. A support vector machine is applied to evaluate the individuals. The SVM computes the classification rate of each individual with a two-fold cross-validation strategy. We first randomly divide the training dataset into two subsets of equal sizes. We then train the SVM using one subset and then apply the SVM to the other subset to classify proteins fold types. We then exchange the two subsets and conduct the same procedure again. The fitness value of an individual is assigned to be the average of the two classification rates obtained from the above procedure. After the genetic algorithms terminate, the individual with the highest fitness value will be considered as the best feature selector. The original feature vectors will then be transformed according to the best feature selector and then be normalized for subsequent steps.

3. Results and Discussions

In our genetic algorithms, we use parameters that have the reputation of ensuring the steadiness and rapidity of the underlying training algorithms. In particular, the possibility of crossover is set to be 0.7, while the possibility of mutation is 0.005. The population is set to contain 40 individuals and the selection procedure uses the roulette wheel algorithm.

In the process of genetic optimization, transformed vectors can be obtained by being normalized after our removing and merging some features from the original feature vectors, which dramatically reduce the computational complexity while still maintaining the input information. Each individual corresponds to a discard ratio, which is the ratio of the number of removed or merged feature variables to that of total feature variables. For instance, a discard ratio of 42.58% for an individual is illustrated in Fig. 6. Figure 6(a) denotes the original normalized feature vector of 209 dimensions while Fig. 6(b) illustrates its normalized transformed vector after being applied the transformers of the individual. There are 68 features removed and 21 features merged together.
Fig. 6. (a) An original normalized feature vector. (b) The normalized transformed feature vector.

Table 1. Accuracy comparison with other methods.

<table>
<thead>
<tr>
<th>Characteristic Space</th>
<th>GA/SVM</th>
<th>VBKC</th>
<th>Ding</th>
<th>Shen &amp; Chou</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amino acid composition (C)</td>
<td>52.74</td>
<td>51.2 ± 0.5</td>
<td>44.9</td>
<td></td>
</tr>
<tr>
<td>Predicted secondary structure (S)</td>
<td>38.38</td>
<td>38.1 ± 0.3</td>
<td>35.6</td>
<td></td>
</tr>
<tr>
<td>Hydrophobicity (H)</td>
<td>34.2</td>
<td>32.5 ± 0.4</td>
<td>36.5</td>
<td></td>
</tr>
<tr>
<td>Polarity (P)</td>
<td>36.29</td>
<td>32.2 ± 0.3</td>
<td>32.9</td>
<td></td>
</tr>
<tr>
<td>van-der Waals volume (V)</td>
<td>42.56</td>
<td>32.8 ± 0.3</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>Polarizability (Z)</td>
<td>37.08</td>
<td>33.2 ± 0.4</td>
<td>32.9</td>
<td></td>
</tr>
<tr>
<td>CSHPVZ</td>
<td>62.52</td>
<td>58.6 ± 1.1</td>
<td>53.9</td>
<td></td>
</tr>
<tr>
<td>CSHPVZλ1λ4λ14λ30</td>
<td>63.19</td>
<td>63.5</td>
<td>—</td>
<td>62.1</td>
</tr>
<tr>
<td>CSHPVZλ1λ4λ14λ30SW1SW2</td>
<td>—</td>
<td>68.1 ± 1.2</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CSHPVZ + SCP*</td>
<td>71.28</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Final Accuracy</td>
<td>71.28</td>
<td>68.1 ± 1.2</td>
<td>56</td>
<td>62.1</td>
</tr>
</tbody>
</table>

— Not used in the corresponding method.
*SCP stands for the characteristic spaces extracted from the four statistical contact potentials.

Table 1 shows the accuracy comparison of our approach with some other methods. Using the six common attributes such as amino acid composition, predicted secondary structure, hydrophobicity, polarity, van der Waals volume, and polarizability, our classifier has a better performance compared with VBKC and Ding’s methods. Our characteristic space consists of the above six characteristic spaces together with another four new characteristic spaces as listed in Table 1. VBKC and Ding methods achieve their best performance using the characteristic space of
amino acid composition alone rather than using other characteristic spaces. VBKC method used two other characteristic spaces PseAA plus SW with BLOSUM62 and PAM50. Our classifier achieves the best performance accuracy of 71.28% using feature selection in the same characteristic space. It also outperforms Shen & Chou’s ensemble classifier, which achieves an accuracy of 62.1% using CSHPVZ characteristic spaces and PseAA characteristic spaces.

Similar to almost all previous methods, our method using the amino acid composition achieves better performance than using other individual characteristic spaces, such as polarity and polarizability. VBKC method achieves its best performance when the local characteristic (SW) with BLOSUM62 is applied in the prediction.

The detailed classification performance with respect to each protein fold is shown in Fig. 7. We also demonstrate the classification performance with respect to the number of each protein fold in the training set and the test set, respectively. Fold types 2 and 5 with small scales with 100% classification accuracy mean that such scales can be used to train our classifier and achieve the best accuracy. Fold types 2 and 5 only contain 7 and 6 proteins in the training set, respectively, and each of them contains 9 proteins in the test set. However, fold type 24 containing more proteins in the training set but making the worst classification performance suggests that our classifier cannot be applied to classify these proteins. The possible reason for it could be that the number of proteins in the fold type is still small for obtaining a satisfying classification. Fold type 12, similar to fold type 24, also makes a bad classification performance at an accuracy of about 31.58%. Protein folds 7 and 16 contain 30 and 29 proteins in the training dataset, respectively. Both of the two types belong to the beta structural class. Our classifier achieves better performances on the
two fold types due to their containing more proteins compared to other fold types. Therefore, our classifier achieves better performance on a training fold type with more proteins. In fact, our classifier achieves 73.4% accuracy if it is trained on the test dataset (having 383 proteins) and tested on the training dataset (only 311 proteins). Such a little progress in accuracy may be due to that the test dataset contains more proteins than the training dataset so that if the two datasets are switched, the classifier can be trained more sufficiently. However, too large size of a training dataset may cause over-fitting. Therefore, having a training dataset of a proper size is the requirement for a good classifier. Furthermore, folds 16 and 27 achieve accuracies higher than 90%.

All the proteins in training and test datasets are classified into four structural classes, α, β, α/β, and α + β. In detail, fold types from 1 to 6 belong to α structural class, while fold types from 7 to 16, 17 to 24, and 25 to 27 belong to β, α/β, α + β classes, respectively. Table 2 shows the accuracy comparison of the four structural classes. Alpha class has the best accuracy of about 81.97%, while the α/β class has the worst accuracy of about 58.95%. With a small scale of the training dataset, however, α + β class gives a neutral performance. Moreover, similar to the discussion above, our classifier trained on the test dataset and tested on the training dataset with respect to α + β class achieves a better performance with an increased accuracy of around 2.5%.

To perform K-fold cross-validation experiments, we combine the training and test datasets. The combined dataset consists of 694 proteins that are also divided into 27-class fold types. Fold type 13 contains the least number of proteins with only 12 proteins. As we know, if there are much more positive instances than negative instances in a dataset, there is a chance that a given fold may not contain any negative instances. Therefore, we let K range from 2 to 12. Figure 8 shows experiment results of K-fold cross-validation tests. In K-fold cross-validation, the original sample is partitioned into K subsamples. Of the K subsamples, a single subsample is used as the validation data for testing the model, and the remaining K − 1 subsamples are used as training data. The cross-validation process is then repeated K times (the number of folds), with each of the K subsamples being

<table>
<thead>
<tr>
<th>N(^{\text{Fold}})</th>
<th>N(^{\text{Training}})</th>
<th>N(^{\text{Test}})</th>
<th>N(^{\text{Correct classified}})</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>6</td>
<td>54</td>
<td>61</td>
<td>50</td>
</tr>
<tr>
<td>β</td>
<td>10</td>
<td>138</td>
<td>165</td>
<td>124</td>
</tr>
<tr>
<td>α/β</td>
<td>8</td>
<td>86</td>
<td>95</td>
<td>56</td>
</tr>
<tr>
<td>α + β</td>
<td>3</td>
<td>33</td>
<td>62</td>
<td>43</td>
</tr>
<tr>
<td>Total</td>
<td>27</td>
<td>311</td>
<td>383</td>
<td>273</td>
</tr>
</tbody>
</table>

N\(^{\text{Fold}}\) denotes the number of fold types, while N\(^{\text{Training}}\), N\(^{\text{Test}}\), and N\(^{\text{Correct classified}}\) stand for the number of proteins in the training dataset, the number of proteins in the test dataset, and the number of correctly classified proteins in the test dataset, respectively.
used exactly once as the validation data. The $K$ results from the folds then can be averaged (or otherwise combined) to produce a single estimation. We can see from Fig. 8 that our classifier achieves the best performance when $K$ is 9. Actually, our tests using cross-validation intervals from 9–12 folds are available and yield better performance than on 2–8 folds. Moreover, using a proper size of the training dataset is significant to train a classifier as discussed above. For instance, among the 11 cross-validation tests, the test based on fold type 9 shows the best prediction accuracy, about 72.27%, while the test based on fold type 2 shows the worst performance.

4. Conclusions

In this paper, we have investigated protein fold classification using genetic algorithms and new feature descriptors on the benchmark dataset proposed by Ding and Dubchak. Our experimental results show that not all of the features play significant roles in protein fold classification. Adopting some features will worsen rather than improve the accuracy of protein fold classification. Therefore, a feature selection scheme is necessary to select significant features. We provide a hybrid algorithm based on genetic algorithms and SVM for feature selection. Our studies demonstrate that combining amino acid composition and statistical contact potentials works best for protein fold classification. As a result, the newly developed GA/SVM-based approach presented in this paper achieves an accuracy of 71.28% on the dataset of 27-class fold types; it outperforms previous state-of-the-art predictors. Therefore, our approach can be used to extract significant features from selected feature spaces and can be further used to reconstruct protein three-dimensional structure. Supplementary materials can be found at: http://138.238.148.111/FoldRecognition.htm.
As shown in this paper, feature selection in our method is useful in achieving significant features for classifying protein folds. However, the preprocess of feature selection would take extra time to achieve key features although the significant features may speed up the subsequent classification of protein folds. In addition, similar to other previous works, it is very difficult to predict all of the more than 1000 protein folds in SCOP database. More importantly, some folds even contain only one protein chain, such as 1kr7a, 2iy5a1, livsa1, and so on. Therefore, we adopt the dataset of 27 folds which have been used as a benchmark for evaluating protein fold classification. Actually, it is not indicated in our work that the prediction accuracy will be decreasing when more fold families are added to the selected dataset because there are no related works that our work can be compared with. Therefore, it is a very difficult task to overcome but we will work on it in the future.
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