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Abstract - A process theory is an explanation of how an entity changes and develops. While software engineering is fundamentally concerned with how software artifacts change and develop, little research explicitly builds and empirically evaluates software engineering process theories. This lack of theory obstructs scientific consensus by focusing the academic community on methods. Methods inevitably oversimplify and over-rationalize reality, obfuscating crucial phenomena including uncertainty, problem framing and illusory requirements. Better process theories are therefore needed to ground software engineering in empirical reality. However, poor understanding of process theory issues impedes research and publication. This paper therefore attempts to clarify the nature and types of process theories, explore their development and provide specific guidance for their empirically evaluation.
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I. WHAT IS A PROCESS THEORY?

The purpose of this paper is to adapt existing guidance on developing and evaluating process theory research to the software engineering (SE) context. A process theory is a system of ideas intended to explain (and possibly to describe, to predict or to analyze) how an entity changes and develops (cf. [1], [2]). For example, the theory that organisms evolve through mutation and natural selection (Fig. I) is a process theory because it explains how species change and develop over time. It explains a higher level of process (evolution) by dividing it into several lower-level component processes (mutation, selection and reproduction).

Process theories may be contrasted with variance theories, e.g., The Unified Theory of the Adoption and Use of Technology [3] (Fig. II). A variance theory explains and predicts the variance in a dependent variable (e.g. Use Behavior) using independent variables (e.g. Performance Expectancy), mediating variables (e.g. Behavioral Intention) and moderating variables (e.g. Gender). While a variance theory comprises variables and causal relationships, a process theory may include activities, actors, phases, steps, subprocesses and diverse non-causal interconnections.

Furthermore, process theories are not methods. A method(ology) prescribes while a process theory explains. Scrum [4], Lean [5] and the V-model [6] are methods because they prescribe specific practices, techniques, tools or sequences, which are ostensibly better than their alternatives. A process theory, contrastingy explains how something actually occurs, regardless of effectiveness. While a method claims “this way will work,” a process theory claims “it happens this way.” The theory of natural selection posits that evolution follows a specific pattern, not that this pattern is particularly efficient. Scrum similarly claims that organizing development into time-boxed sprints is wise – not that everyone does so [4].

Moreover, process theory is not a synonym for process model. While all theories are models in a sense, process theory research differs significantly from process model research. “A process model is an abstract description of an actual or proposed process that represents selected process elements that are considered important to the purpose of the model” [8, p. 76]. A process model describes a specific process while a process theory explains a process in general.
For example, Fig. III shows how a manufacturer might build custom components. It does not claim that all manufacturers act this way or that a manufacturer acts this way all of the time. The theory of natural selection, in contrast, posits that all complex life arises through mutation, selection and reproduction. Process models (like methods) often describe one or a few sequences while process theories seek to encompass all of the ways an entity can change.

Finally, a process theory is not a set of steps. While software engineers often think of a process as a set of steps in a
specific order (an algorithm) process theories do not necessarily posit sequential orders or divide processes into steps. Thinking of selection, retention and reproduction as evolutionary steps is deeply misleading. These activities occur chaotically and in parallel across organism populations rather than in a disciplined cycle (see Section V).

The paper proceeds by clarifying why process theories are needed specifically in SE, defining the four types of process theories and providing specific guidance for developing and testing process theories and, by extension, for writing and reviewing process theory papers. The paper also specifically addresses problems with lifecycle process theories in SE.

II. WHY DO WE NEED PROCESS THEORIES?

Despite numerous calls for more theory in Software Engineering (e.g. [9]-[14]), theories of SE processes remain elusive. SE needs process theories for three main reasons.

1) Without process theories, SE academics conceptualize their research using concepts from methods, which inevitably oversimplify and over-rationalize reality [15], [16]. Researchers indoctrinated in methods may therefore struggle to recognize phenomena that are observable in real projects but downplayed in the methods literature, e.g. problem framing [17], illusory requirements [18] and coevolution [19], [20]. Furthermore, without process theories, researchers base surveys and qualitative coding schemes on the concepts and assumptions of methods (e.g. [21]). This may introduce insidious, poorly-understood biases; for instance, a survey question might ask, *during which phase of the project were the requirements agreed – analysis, design, coding, testing, implementation or maintenance?* This presumes: 1) all projects have the same phases; 2) project phases map to those listed; 3) all projects have requirements; 4) requirements are always agreed. In summary, process theories, which encapsulate empirical, explanatory knowledge, counterbalance methods, which provide prescriptions.

2) Absence of communicable theories of SE processes hinders SE education. Educators need some basis for describing SE to students. Without process theories, they continue to base curricula on methods [15], [22], [23]. This gives students an idealistic, oversimplified, incorrect view of the great diversity of SE approaches and projects.

3) Lack of testable process theories permit pseudoscientific nonsense to infest both the academic and popular SE literature. For example, the Gartner Hype Cycle posits that information technologies exhibit a common pattern of visibility as they mature. Simply comparing the hype cycle in subsequent years reveals that many technologies do not follow the posited path. However, without a rigorously evaluated theory of technology visibility to displace Gartner’s nonsense, the Hype Cycle continues to enjoy substantial media coverage and perceived credibility.

SE-related processes that may benefit from a process theory approach include the following.

- The process of forming SE teams
- The process through which agility arises
- The process of evaluating the coverage of a test suite
- The process of integrating a new developer into an existing team
- The process of communicating a software design to a new developer
- The process of selecting an architectural pattern (e.g. tiered, service-oriented, model-view controller)
- The process by which open source projects gain momentum, contributors and market share
- The process of finding a bug
- The process of finding and eliminating security vulnerabilities
- The process of problem/solution coevolution
- The software development process in general

III. TYPES OF PROCESS THEORIES

At least four types of process theories are evident in the literature – teleological, dialectic, evolutionary and lifecycle [2].

In a teleological process theory, an agent “constructs an envisioned end state, takes action to reach it and monitors the progress” [2, p. 518]. In other words, teleological theories explain the behavior of agents taking actions to reach goals, but the agent chooses its own sequence of actions. Teleological process theories are very common in the social sciences [2].

Sensemaking-Coevolution-Implementation Theory (SCI) is a teleological theory that explains how a cohesive development team builds complex software systems (Fig. IV). It posits that development teams engage in three basic activities: 1) making sense of an ambiguous, problematic context (Sense-making); 2) rapidly oscillating between ideas about the context and ideas about the space of possible design artifacts (Coevolution) and building the system (Implementation) [19], [24]. These activities may occur serially (in any order) or in parallel.

In a dialectic process theory, “stability and change are explained by reference to the balance of power between opposing entities” [2, p. 517]. Possible entities include people, teams, organizations, activities and social forces. Dialectic process theories therefore posit two or more conflicting entities and model change in inter-entity power. These theories are rooted in the argumentative methods of classical philosophy.

For example, Allison and Merali [25] proposed a dialectic theory of software process improvement (Fig. V). It posits a dialectic interplay between software development and software process improvement, where each informs the other. Both process and product metamorphose over time, changing and being changed by their surrounding context.

In an evolutionary process theory, a population undergoes structural changes through variation (producing new entities through chance occurrences), selection (the preservation of entities with higher fitness and elimination of those with lower fitness) and retention (forces including inertia and persistence) ... perpetuate and maintain certain organizational forms” (p. 518)) [2].
For example, the Problem-Design Exploration Model [20] is an evolutionary process theory that explains how genetic algorithms may be used to design systems (Fig. VI). The problem space (constraints) and solution space (designs) are modeled as coevolving populations – each affecting the other.

A lifecycle theory “is a unitary sequence (it follows a single sequence of stages or phases), which is cumulative (characteristics acquired in earlier stages are retained in later stages) and conjunctive (the stages are related such that they derive from a common underlying process)” [2, p. 515]. This progression occurs because “the trajectory to the final end state is prefigured and requires a particular historical sequence of events” [2, p. 515]. Lifecycle theories have their roots in biological life cycles. Despite their name, lifecycle theories need not contain loops.

If it were a theory, the Waterfall Model [26] – either the linear version Royce condemned or the more iterative version he proposed – would be a lifecycle theory. Outside of SE, the nitrogen cycle and continental drift are lifecycle theories.

While process theories do not posit causal relationships between constructs, they may adopt a particular approach to causality [27]. Evolutionary process theories, for instance, adopt a probabilistic approach to causality in that entities with higher fitness have a greater probability of surviving and reproducing. Teleological process theories adopt teleological causality, i.e., actions are caused by the choices of agents with free will.

IV. DEVELOPING PROCESS THEORIES

When developing a process theory, the following four questions may be useful.

1. What entities are changing? Process theories explain how an entity changes, so what is the entity whose change process we want to explain? Example entities include software artifacts, tests, documentation, projects, teams, individuals, and organizations.

2. Is there a pattern at all? Some processes are so chaotic, lawless or context-dependent that they lack sufficient common structure on which to base a process theory. Information systems development may even be such a process [28]. It is crucial to recognize our propensity for apophenia – seeing patterns in randomness.

3. If there is a pattern, what type is it? If we find a person or cohesive team pursuing one or a few goals through numerous activities, we may adopt a teleological approach. If we find a small number of things engaged in a power struggle, or several conflicting forces, a dialectic approach may help. If we are trying to understand how the structure of a large set of entities changes over time, an evolutionary approach may be preferred. If we discover a common sequence of phases, we may take a lifecycle approach. Finally, if we find two or more of the above, we may adopt a hybrid approach.

4. What are the specific concepts and relationships of the theory? For a teleological theory, what are the agent, its goals and activities? For a dialectic theory, what are the entities, what is the nature of their power structure and how do they conflict? For an evolutionary theory, what is the population, how do entities exhibit variation, selection and retention, and what is the fitness function? For a lifecycle theory, what are the stages or phases and what is the sequence. For a hybrid theory, which types are we hybridizing and how do the elements from the different types relate to each other?
To investigate these questions, we can apply at least three theory development strategies, as follows.

1. **Synthesize a process theory using existing theories or models from SE or reference disciplines.** Some SE processes are special cases of more general processes. For example, making software design decisions is a special case of decision making. Therefore, it may be possible to synthesize a process theory of software design decision making by extending or adapting a more general theory of decision making (e.g. [29]). General theories of negotiation, group mind, contracts, learning, communication, creativity, problem structuring and crime may be similarly applied to SE special cases. SCI, for example, was developed by refining an older model of the "self-conscious" design process [19], [30]. Benefits of the synthesizing approach include speed (compared to months or years of field work), natural linkages to existing theories and possibly greater scientific rigor (in that, working with rigorous theories may encourage us to produce more rigorous theories). Source theories however may be incorrect in general or not translate well to SE.

2. **Develop theory based on field studies.** Another approach is to develop a theory from extensive field work, e.g., ethnography or interpretivist case studies. As many SE processes are observable, the researcher can observe the process, consult with its participants and develop a theory in much the same way we develop conceptual models. Process coding [31] may be especially helpful here. The primary advantage of this approach is that it encourages deep immersion in the data, which may protect researchers from oversimplifying or overrationalizing the process. However, this approach is time-consuming and interpretivist methods focus on participants’ perceptions of reality, which may be systematically biased [32]-[35] or simply wrong. Moreover, over-reliance on interviews and focus groups can be detrimental (see below).

3. **Use Grounded Theory.** Grounded theory refers to a collection of similar methodologies originally developed by Glaser, Strauss and Corbin [36] for generating theory from mostly qualitative data. Grounded theory is not a synonym for qualitative research and differs substantially from ethnography and case studies. Researchers who adopt grounded theory should read at least one seminal book on grounded theory and clearly indicate whether they are adopting Glaser’s approach, Strauss and Corbin’s approach or constructivist grounded theory [37]. Grounded theory benefits from a rigorous and systematic analytical approach and high potential for immersion; however, like ethnography, it is very time consuming.

Furthermore, some approaches are highly unsuited to developing process theories, including the following.

1. **Do not base process theories on methods.** A method is a system of prescriptions for doing something effectively. A process theory is a system of ideas for explaining how something happens. Methods are inappropriate founda-tions for process theories since process theories explain both effective and ineffective behavior [38], [39]. Adapting a method into a theory is therefore likely to overrationalize reality. To overrationalize reality means to present it as we think it should be rather than as it is. For example, presenting something messy as clean, presenting something chaotic as lawful, presenting something unreasonable as reasonable. When economists model humans as rational agents, they are over-rationalizing reality.

2. **Do not base process theories predominately on expert opinion.** An expert is one who is skilled in a specific domain. However, expertise does not inoculate people against cognitive and perceptual biases [40], [41]. For example, experts are susceptible to system justification -- the tendency to irrationally defend the status quo [42], [43]. Furthermore, skill in software development or managing software projects, for example, does not imply expertise in theorizing software processes. An expert programmer probably spends much of his or her time programming, not reflecting on the nature of programming processes or systematically recording process variations between different kinds of programmers in different kinds of projects. Unless the experts in question derive their expertise from lifetimes of systematic, rigorous research and meta-analysis, expert opinion is intrinsically anecdotal and unreliable. That said, experts may be an excellent source of data; they are simply not substitutes for observation.

A related pitfall in process theory development is the tendency to blend explanation and description, or combine a theory with a method. Simultaneously modeling what something should happen and how it actually happens is difficult and confusing. Therefore, avoid adding any prescriptive elements to a process theory.

In summary, three ways of developing a process theory are to synthesize it from existing theories, to base it on field studies or to use grounded theory. Process theories should not be based on methods or include prescriptions. While expert opinion may be helpful, it is no substitute for empirical data. During theory development, researchers should ask what is changing, is there really a pattern, and if so, what kind of pattern? before determining the theory’s concepts and relationships.

V. THE LIFECYCLE PROBLEM

At this juncture, a slight tangent is needed to address SE’s lifecycle problem. Many SE researchers, consultants and practitioners emphasize lifecycle models including the Waterfall Model [26], Systems Development Lifecycle [44], V-Model [6], and Spiral Model [45]. The proliferation of lifecycle models superficially suggests adopting a lifecycle approach for theorizing SE processes. However, lifecycle models are intrinsically inappropriate for theorizing most human behavior.

Lifecycle theories posit that the configuration of a process is immutable. SE processes, meanwhile, involve human agents who can choose to change their goals, change their activity sequence, invent new activities, give up part way through a
process and generally take unexpected actions. Modeling the process of fixing nitrogen as a lifecycle is useful partially because nitrogen will not spontaneously refuse to interact with plants or invent a new method of bonding directly to the soil. Human actors, in contrast, can spontaneously change their processes. Theorizing software development, for example, as a defined sequence of phases is problematic because software is built by people who can decide to take different actions in a different order. This possibility of spontaneous variation is incommensurate with a lifecycle approach.

Put another way, mathematician George Polya modeled problem solving as a four-stage process: 1) understand the problem, 2) devise a plan, 3) carry out the plan, 4) check the result [46]. His work is not only a parsimonious lifecycle for mathematical problem-solving but also one of the clearest expositions of the planning model of human action [47]. However, Polya’s model would make a terrible foundation for an SE process theory because, in many projects, people act without ever agreeing on a clear problem [48], expert designers do not separate thinking from doing [17], and most human action is better understood as improvisation rather than enacting a plan [47]. In short, lifecycle theories and improvisation are incompatible. Nitrogen does not improve.

Moreover, the rise of Agile methods – specifically the principle of “responding to change over following a plan” [49] – reflects a growing understanding of the limitations of lifecycles. Unlike previous frameworks including the Rational Unified Process [50], Agile methods including Scrum [4] and Lean [5] present sets of principles, values and practices rather than steps, stages and phases.

Contrastingly, teleological, evolutionary and dialectic approaches do not make assumptions so misaligned with SE processes. Teleological theories posit agents (e.g. SE teams) who form goals (e.g. eliminate bugs). Evolutionary theories posit populations of competing entities (e.g. mobile applications, open source projects, design concepts). Dialectic theories posit conflict between groups with differing levels of power (e.g. developers vs. managers, producers vs. consumers). Consequently, of the four process theory approaches, lifecycle appears least suited to theorizing SE processes.

In summary, while lifecycle theories may explain deterministic processes (e.g. how compilers work), lifecycle theories of social processes are fundamentally flawed. No matter what phases and sequence we hypothesize, particular developers can choose to take different actions in a different order.

VI. HOW TO EVALUATE PROCESS THEORIES

A. Compare Rival Theories

This section extends and clarifies previous guidance for empirically evaluating process theories, which emphasizes questionnaires and field studies [51], [52]. More recent work has explored process theory evaluation in communication [53] and decision-making [54].

Whether an evaluation method is appropriate for a theory depends on the kind of pattern the theory posits. For example, since the hypothesis “all swans are white” is existential rather than causal, experimental methods would be inappropriate. Process and variance theories claim different kinds of patterns. Therefore, they need different kinds of evaluation – both empirically and conceptually.

Randomized controlled trials are not appropriate for testing process theories. As process theories do not have independent or dependent variables, an experiment where the investigator manipulates the independent variable(s) and observes the dependent variable(s) while controlling everything else to establish a causal relationship does not make sense.

More generally, null hypothesis testing, where a hypothesis (e.g. X causes Y) is tested against a null hypothesis (e.g. X and Y are unrelated), is inappropriate for process theory testing. Null hypothesis testing is problematic in at least three ways.

1. Null hypothesis testing is susceptible to confirmation bias.

   “Confirmation bias means that information is searched for, interpreted, and remembered in such a way that it systematically impedes the possibility that the hypothesis could be rejected” [55, p. 79]. Confirmation bias is related to the tendency in questionnaire-based research, to unconsciously exploit response bias for positive results.

2. The null hypothesis is often a straw man. In this context, a straw man is a weak proposition presented only to be refuted. For example, the Technology Adoption Model hypothesizes that the perceived usefulness of a technology leads to intention to use it [56]. The null hypothesis – that perceived usefulness and intention to use are unrelated – is a straw man.

3. Null hypothesis testing answers the wrong question. In field studies, one will usually make some observations consistent with the theory (unless it is a straw man) and some observations incongruous with the theory. The key question is not “is the theory correct?” but “are we on the right track?” Null hypothesis testing does not tell us whether we are on the right track.

Consequently, Platt proposes the strong inference model, which simply emphasizes comparing several plausible alternative hypotheses, and argues that it leads to faster scientific progress [57]. Comparing rival theories is now commonly recommended for case study research [58] and some have even argued that theory testing is essentially comparative [59].

SCI, for example, posits that designers engage in sense-making, i.e., giving meaning to an ambiguous situation. The null hypothesis, “situations are never ambiguous or designers do not make sense of them”, is a straw man. Cherry-picking observations to support sensemaking would be straightforward. Moreover, a field study is likely to produce observations of both clear situations participants take for granted and ambiguous situations participants have to make sense of. The relevant question is not whether we can view some design activities as sensemaking, but whether sensemaking has more explanatory power than an alternative concept, e.g., analyzing. SCI was therefore tested against a rival theory, the Function-Behavior-Structure Framework [24], [60].
Selecting an appropriate rival may be challenging. If several potential rivals are evident, the choice is inherently subjective and reviewers may complain that the rival is arbitrary. While authors should attempt to justify their choice of rival theory; reviewers should not criticize this choice unless they can name and cite a different rival and give definitive reasons for its superior appropriateness. Imperfect rivals are often better than no rivals.

Comparative evaluation may also be augmented by team-based research. Having one team member seek evidence for Theory A while another seeks evidence for Theory B may ameliorate confirmation bias. The process of reconciling conflicting interpretations through discussion may furthermore spur more nuanced analysis and reflection.

In summary, comparing rival process theories is simply more tractable and defensible than null hypothesis testing. Both field students and questionnaire studies support comparing rival theories.

B. Use Observational Studies

Observational studies may provide extensive evidence with which to discriminate between rival theories. To be clear, while interpretivist field studies were recommended for theory building, positivist observational studies are recommended for theory testing.

Data collection depends on the specific approach. In a field study, data may include field notes, interview transcripts, copies of relevant documents, diagrams and email, segments of source code, code commit logs, screen shots, photographs of the physical environment and video of meetings or activities (cf. [61]). In a lab-based simulation, data may include video of the simulation, copies of artifacts produced and the written or oral reflections of participants. In a think-aloud protocol study (where participants are asked to think aloud during a task) data would include the protocol transcripts (cf. [62], [63]). In a retrospective analysis, data would consist of previous case data (e.g. transcripts, documents) or case narratives (i.e. descriptions of cases written by researchers). In a discourse analysis, the data would consist of a corpus of relevant texts (e.g. journal articles, project plans). In all cases, observational studies may produce both qualitative data (e.g. bug counts, number of unit tests, number of code commits, time spent in meetings, word frequencies) and qualitative data (e.g. field notes, interview transcripts, software documentation).

For data analysis, researchers may choose between two basic strategies, or employ both serially or in parallel.

In one strategy, the researcher develops separate coding schemes for each theory (Table I). Each coding scheme lists all of the components (e.g. phases, activities, actors) and relationships (e.g. sequence, dependency) of the theory. The coding scheme provides space for evidence both for and against each component and relationship. It may be useful to brainstorm examples of each evidence category before data collection begins. Again, evidence may be qualitative or quantitative. The researcher organizes the data into this coding scheme and then weighs the evidence to reach a conclusion about which theory is better supported. While the evidence may better support the proposed theory or the rival theory, other conclusions are possible, e.g., that both theories are deficient or both are partly correct and can be merged. This strategy promotes thorough consideration of the data but is messy and time-consuming.

In the other strategy, the researcher first lists as many propositions as possible for both theories. The researcher then identifies the conflicting propositions, i.e., those where the two theories make contrasting predictions. Next, the researcher creates a coding scheme around the conflicting propositions (Table II). Again, brainstorming examples for each category before data collection begins may help. The researcher organizes the data into this coding scheme. For each proposition, the researcher decides which theory is favored by the evidence. Ideally, one theory is favored on most or all propositions and is therefore supported. This strategy relinquishes some degree of interpretive depth in favor of a cleaner, simpler analysis.

It is also possible to apply both strategies simultaneously. This may force the researcher to consider observations more deeply and from different angles. However, I personally found it challenging to conceptualize observations in terms of two different coding schemes, especially when events unfolded rapidly in situ.

In any case, it is both normal and desirable to adjust coding schemes as data collection progresses. As the researcher is
immersed in the observational context and begins classifying data, new insights may emerge, motivating refinements to the coding schemes.

C. Use Questionnaire Studies

Questionnaires may also be used to discriminate between rival theories.

Concerning data collection, sampling is hindered by the fact that SE researchers have no comprehensive lists of software developers, projects or companies. Two strategies are evident: 1) randomly sample from a specific community that does have a population list (e.g. Source Forge); 2) try to maximize the diversity of a convenience sample. Neither approach supports statistical generalization to the population of interest. Both approaches have benefits and drawbacks; reviewers should accept both as no superior option is available without a defensible population list. A more ambitious approach might utilize respondent-driven sampling [64] – a method of addressing bias in referral-chain (snowball) samples.

Two instrument development strategies (analogous to the two data analysis strategies above) are evident.

In one strategy, the questionnaire comprises both open-ended questions about participant’s perceptions of the process and closed-ended questions about specific propositions of the theories. Examples of open-ended questions include “How are programming tasks distributed among team members in your current project?” and “please list all of the work activities (e.g. writing code, reading documentation) that you remember doing on your last day of work.” Examples of closed-ended questions include “On a scale of 1 (strongly disagree) to 9 (strongly agree), to what extent do you agree with the following: I) our project goals were clear from the beginning; II) programming tasks sometimes require subject judgments; III) we often face impractical deadlines.” Open-ended questions are designed to elicit predominately qualitative data, which can be classified using a coding scheme as in the first observational strategy / Table I. Closed-ended are designed to directly test specific theory propositions. For example, a median response of 7 (agree) to “Our project goals were clear from the beginning” would be evidence against the sensemaking proposition of SCI. Adopting this strategy may produce comparatively more data per respondent; however, the length of the instrument may reduce response rates.

In the other strategy, the researcher again identifies conflicting propositions. The researcher then generates numerous questions that reflect these differences. Specifically, one can generate bipolar scales (including Likert and semantic differential scales) where one pole is consistent with Theory A and the other pole is consistent with Theory B, e.g., The goals of my current project were...

- a) ... completely provided by the client (Rival Theory)
- b) ... mostly provided by the client
- c) ... determined equally by the client and development team
- d) ... mostly determined by the development team
- e) ... completely determined by the development team (SCI)

Validating these kinds of questionnaires fundamentally differs from validating a variance theory testing questionnaire. In social science, variance theories usually posit causal relationships between constructs. A construct is a postulated (often psychometric) variable that cannot be measured directly, e.g., trust, extraversion, team cohesion, software quality. A variable is a quantity that may have different values. Therefore, the researcher generates several questionnaire items (questions) intended to reflect each construct. To analyze validity, the researcher pilots the questionnaire and analyzes the correlations between the items. Items that reflect the same construct should be highly correlated with each other (convergent validity) and less correlated to items reflecting other constructs (discriminate validity) [65].

Running the survey will produce a response distribution for each question; e.g., a) 5; b) 10; c) 20; d) 30; e) 15. In this example, visual inspection suggest the distribution favors SCI. To determine statistical significance we can use non-parametric tests including Chi-Square Test and Kolmogorov-Smirnov. These tests require an expected distribution, three options for which are:

- 1) uniform distribution, e.g., 20, 20, 20, 20, 20
- 2) pseudo-normal distribution, e.g., 6, 19, 30, 9, 6
- 3) reflected distribution, e.g., 15, 30, 20, 10, 5

Using a uniform distribution makes little sense as it does not answer the question at hand. Using the pseudo-normal distribution addresses the question, is the extent of skew in the observed distribution significant? However, treating discontinuous, ordinal data as normally distributed is statistically problematic. The reflected distribution is the most defensible as it addresses the question, is the observed distribution significantly different from an equally compelling distribution supporting the rival theory? and reflecting a distribution does not obviously violate statistical norms (cf. [24] for a detailed example of this approach).

Process theories do not necessarily have constructs. Sensemaking and coevolution [19] are sub-processes. The problem space and the solution space [20] are populations of ideas. “Action to improve software process” and “action to develop software products” [25] are categories of activities. None of these process theory elements are constructs because none of them can take on quantities. Similarly, rival propositions, e.g., goals are given by stakeholders / constructed by developers, are not constructs. When researchers devise several questions about a process theory proposition, the answers are variables but these variables are not reflective indicators of the same underlying construct. Without a priori reasons to believe that items associated with one theory difference will be more closely related to each other than to items associated with other differences, convergent/discriminate validity analysis does not apply. Instead, process theory testing questionnaires may be validated using pilot studies with both experts and members of the target population. Researchers should request question-by-question feedback from pilot participants.
– some familiar with the purpose of the study, others not (see [24], [66] for a detailed example).

D. Multi-Methodological and Team Approaches

Process theories may also be evaluated using a multi-methodological approach. Researchers can combine questionnaire studies with case studies or other observational approaches to achieve good breadth and depth simultaneously. One way to approach the data analysis is to analyze the two theories separately in the observational study (which promotes deeper analysis) and focus on conflicting propositions in the questionnaire-based study (to keep the instrument short and simple). While other configurations may be preferable in some contexts, this one appears to make the most of each study type – see [66] for a detailed example.

Combining case studies and questionnaire studies in this way overcomes many of the limitations of each individually. Observational studies benefit from extensive data collection and triangulation; however, the number of organizations studied is limited. Questionnaire studies, in contrast, produce more shallow data but can reach a large number or organizations. Observational studies also produce real-time observations, which are not subject to the participant memory effects that threaten questionnaire studies. While both questionnaire and observational approaches are valid on their own, combining one or more observational studies with a questionnaire study facilitates greater data triangulation, mitigates mono-method bias and generally encourages more nuanced reflection.

Improved rigor notwithstanding, multi-methodological research is much more difficult to present. Presenting each individual case, the cross case analysis, the questionnaire results and the case study/questionnaire triangulation will consume many pages. It may be better to omit individual case analyses and provide only the cross case analysis in a question-and-answer format [61]. Reviewers should accept this as a necessary abbreviation. Reviewers should more generally give credit for the added robustness of multimethodological research.

E. Conceptual Evaluation

Process theories may also be evaluated conceptually on numerous dimensions including testability, usefulness, simplicity and communicability. Regarding testability, researchers do not categorically prove or disprove theories [59]. However, if we cannot imagine any specific observation that would constitute evidence against a theory, it may be tautological. While a process theory may not be directly useful to software developers in general, it may be useful to those who develop SE tools and practices or to researchers studying SE phenomena. Similarly, while a process theory should not oversimplify it should not be so complicated that few people can understand it – a charge sometimes leveled against the Situated Function-Behavior-Structure Framework [67] for example. Finally, process theories obviously should be communicable. Authors can demonstrate communicability by providing clear definitions of their theory’s elements, possibly in tabular form. Giving examples of the theory’s applications and discussing its implications also helps to demonstrate communicability.

Moreover, some process theories may be evaluated by analogy to similar kinds of artifacts with well-defined evaluation criteria. For example, a teleological theory posits an agent, pursuing goals through activities. However, the “activities” posited by a teleological theory may actually be categories of activities, making the theory in part a categorization system. A good category is one that supports specific inferences about its members [68]. Consequently, it may be instructive to apply the supports-inferences criteria to evaluate a teleological theory.

VII. DISCUSSION AND CONCLUSION

Section III listed some topics that might benefit from a process theory approach. The following discussion suggests how some of these process may be theorized.

For example, we know that designers simultaneously reframe problems and design artifacts to address them – a process called coevolution [69]. However, we do not know exactly how the coevolution process unfolds in SE. Because coevolution involves the interaction between entities (e.g. the developers, solution conjectures, problem frames), it a dialectical process theory may be appropriate.

Similarly, while many believe that agility is important, we lack a clear understanding what agility is and how the agility, the team property, differs from ostensibly Agile methods (cf. [70]). Since agility involves the interaction between the need for change and responses for change, a dialectical process theory of how developers experience change might help explain the role of agility in SE projects.

Open source projects, meanwhile depend on networks of contributors to implement features, improve quality and gain market share [71]. A process theory may help explain how some projects succeed while others stagnate. Because so many open source projects compete for attention among developers and users, an evolutionary approach may be appropriate.

Meanwhile, my own research predominate concerns process theories of software engineering in general [19], [24], [66]. As most software is developed by human agents, a teleological approach has been helpful.

From my own limited experience, the greatest barriers to process theory research in SE are 1) many SE academics are unfamiliar with process theory; 2) little SE-specific methodological guidance is available; 3) reviewers incorrectly evaluate process theory research using the criteria and norms of variance theory research; 4) reviewers evaluate process theory papers based on tone and argumentum ad hominem rather than methodological rigor.

This paper therefore describes process theories and synthesizes the methodological concepts I have acquired and developed through working with process theories. Its core contribution is its exploration of observational, questionnaire and multimethodological empirical studies as they pertain to process theories. I am not aware of any previous research, in SE or
elsewhere, which describe the coding-scheme / instrument development approaches for comparing rival process theories contained here.

Despite their many benefits, however, process theories are intrinsically limited in several ways. Lifecycle theories encourage us to oversimplify and over-rationalize complex human behaviors. Teleological and dialectical theories help us understand but rarely produce useful predictions. Evolutionary theories may predict (probabilistically) success and failure; however, quantifying the fitness function may be difficult.

This paper also has several limitations. It does not present a taxonomy of quality dimensions for process theory studies, such as internal validity, external validity, reliability and objectivity [72] or credibility, transferability, dependability and confirmability [73]. This is an intentional choice following Rolfe’s [74] convincing argument that research quality cannot be reliably ascertained from a pre-ordained set of criteria. Furthermore, this paper is intended to share a conceptualization of process theory and ideas that seemed useful to the author in his own research. Evaluating such guidance requires other experienced researchers to apply it in diverse contexts. Future work may therefore include reflections, refinements or refutations from other researchers who use or disregard the above guidance in process theory studies. Moreover, my own research primarily concerns teleological and lifecycle theories, and the tension between the two. The discussion of evolutionary and dialectic theories is therefore less developed and future work may include better treatment of these theory types.

Future work should moreover address SE’s sampling problem, i.e., the lack of population lists from which to randomly sample and the tendency for reviewers to capriciously reject some papers for convenience sampling despite the absence of any strongly defensible representative samples in our literature.

These limitations notwithstanding, the Software Engineering academic discipline is fundamentally concerned (among other things) with the process of developing software. A process theory explains how a process unfolds. Consequently, process theories may be useful for capturing and reasoning about scientific accounts of software processes. SE needs explanatory process theories to counterbalance more prescriptive methods. The lack of SE process theory research obstructs scientific consensus by focusing the academic community on methods, which inevitably oversimplify and over-rationalize complex and unpredictable human phenomena [15], [16]. Specifically, SE needs more evolutionary, dialectic and teleological process theories to overcome the tendency to oversimplify and over-rationalize human processes into lifecycles.

Finally, this work may be particularly useful for developing general theories of software engineering. As such theories should include process theory elements [10], [11], [13], the lack of guidance for and acceptance of process theory research has perhaps hindered their development.
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