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Abstract

When online social networks change privacy control features (i.e. methods of sharing consumer information), the result is often media attention and public outcry. Facebook introduced new privacy controls in 2009 causing the Electronic Frontier Foundation to accuse them of pushing users to disclose more information than ever before. However, there is little research to indicate that such practices are effective. Although research on privacy control designs is emerging, few studies adopt theoretical bases or empirically test the results of the design. This study fills a theoretical and methodological gap in the context of privacy controls. We adopt feature fatigue theory from the marketing literature to explain the effects of privacy control complexity on consumer self-disclosure behavior. We test our model with a unique longitudinal field experiment wherein participants are randomly assigned to various treatments of privacy control complexity. We found support for our theoretical extension we term "privacy fatigue."
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Introduction

As consumers disclose an increasing amount of information to online sources, the issue of privacy and user privacy controls (a.k.a. privacy settings) has grown. When Online Social Networks (OSN) like Facebook, for example, change privacy control features and methods of sharing user information, the result is often media attention and public outcry (Hoadley et al. 2010). In particular, researchers and other privacy-conscious writers have expressed concern over whether companies such as Facebook intentionally construct their privacy controls to entice users to disclose and share more information. When Facebook introduced new privacy settings in 2009, the Electronic Frontier Foundation (EFF) accused the social media site of pushing users to disclose more information to the public than ever before (Bankston 2009). However, little research indicates that such practices are effective, as it is also unclear as to what end such changes are undertaken.

In this context, both a theoretical and methodological gap exists that should be filled. Whereas theories exist that can help explain consumers' intentions to disclose information online (Dinev and Hart 2006; Keith et al. 2013; Posey et al. 2010), how consumers' perceived control over information affects disclosure (Brandimarte et al. 2013), and how privacy concerns are formed (Lowry et al. 2011; Xu et al. 2012b), theory in information systems (IS) research that explains the consequences of privacy control design on consumer information disclosure is in short supply. This is not to say that privacy setting design has not been researched. Rather, there is little theory regarding the relationship between information disclosure behaviors and privacy setting design. We thus adapt a theory from the marketing literature called feature fatigue that is used to explain the longitudinal effects of product features on consumer satisfaction and product usage (Thompson et al. 2005). Termed here as privacy fatigue, our related concept refers to the tendency of consumers to disclose greater information over time when using more complex and less usable privacy controls.

The methodological gap addressed by this study concerns the combination of data collected about actual consumer information disclosure over time with experimental manipulation. Although Stutzman et al. (2013) and other studies have captured user information disclosure over time, we combine actual consumer data with experimentation. To understand the effects of privacy fatigue, researchers must collect real longitudinal behaviors while also employing experimental treatments to establish causality. No study of our knowledge has done this. Therefore, we employ a unique field experiment research design based on a mobile app and accompanying website application developed specifically for this research. Our sample consisted of 441 current mobile smartphone users who used the app over a three-month period.

Our results demonstrate the varying effects of privacy control capabilities versus ease-of-use. In particular, we found that expected privacy control utility was based primarily on the perceived capabilities of the privacy controls whereas long-term privacy control settings were based primarily on perceived ease-of-use. The implication of this finding is that consumer software vendors can create complex controls that both excite consumers initially yet also encourage excessive information disclosure over time because of the inherent tradeoff in usability.

The following section outlines the background literature on consumer information privacy controls. The next section describes the privacy fatigue theory. After that, we explain the methodology in detail and review the analysis of the results. The final section outlines specific implications for research and practice.
Background Literature on Privacy Controls

Applicable research on privacy controls is growing fast and methodologies are improving. Early studies of privacy controls were typically based on laboratory studies and behavioral intentions or reported (unverified) behaviors. For example, some studies surveyed users for their intentions or beliefs and a report of existing privacy settings. Hargittai (2010) conducted a longitudinal survey of a group of students regarding Facebook usage, experience with changing privacy settings, and stated number of times the user changed privacy settings, finding that online skills increased the number of times people stated that they changed their privacy settings. Most other survey studies were cross-sectional and surveyed participants for stated privacy control behaviors and user beliefs (Ayalon and Toch 2013; Ibrahim et al. 2012; Joinson 2008; Walrave et al. 2012). In general, these studies analyzed the effects of information timeliness, privacy strategies, sense of control, demographics, gratification, and privacy concerns about stated privacy settings and reported disclosure. Although these studies helped move understanding of privacy controls forward, it is well-documented that privacy intentions are relatively poor predictors of actual information disclosure (Acquisti and Grossklags 2004). Because these studies request stated privacy control behaviors, they cannot guarantee that their participants reported their true privacy settings. Recent reviews of privacy research calls for empirical studies about how privacy concerns affect actual outcomes (Belanger and Crossler 2011; Smith et al. 2011). Accordingly, other studies have developed unique tools and methodologies for capturing actual consumer privacy settings. Perhaps the most common method for assessing privacy controls has been Web-scraping actual user profiles from OSNs. Although some of these studies scraped for information multiple times (Acquisti and Gross 2006; Dey et al. 2012; Lewis et al. 2008; Williams et al. 2011), the majority of these studies scraped for information only once (Gross and Acquisti 2005; Guo and Chen 2012; Liu et al. 2011; Madejski et al. 2012; Meeder et al. 2010; Netter et al. 2013). In general, these studies found that users become more oriented toward privacy over time and that significant discrepancies exist between both users’ intended and reported privacy settings and the user’s actual privacy settings. One study went further and found that users with more private friends, high application use, and a preference for popular music tend to use stricter privacy settings (Lewis et al. 2008). Additionally, we found only one study that incorporates survey data regarding participants’ privacy attitudes, concerns, and awareness of privacy controls in particular (Acquisti and Gross 2006). Although these studies improved the measurement of disclosure intentions and self-reported behaviors, Web-scraping does not allow for experimentation and random assignment to treatment conditions.

Other studies have sought to explain causal effects of privacy control design. Benisch et al. (2011) and Sadeh (2009) examined location-based privacy controls of users in combinations of laboratory and field experiment settings. Benisch et al. (2011) and Sadeh (2009) studied user addition of privacy policies in regards to sharing user locations, including time of day sensitivity, by creating applications and either running simulations with these applications or requiring users to use them over a period of time. In studying the creation of location-sharing policies over time, these studies suggested that more granular privacy settings encourage more user information sharing and that users tend to relax settings over time. These studies are helpful in taking steps forward in the design of privacy settings by recognizing that users require a certain level of granularity. However, all users were allowed the same privacy controls; while they could update and create policies unique to their situations, the user interface for the privacy controls was identical. Our study extends the concept of privacy setting granularity by allowing for experimental manipulation of different kinds of privacy controls, ranging from simple to complex.

As noted, few studies have examined privacy control settings over time and in an experimental setting. Clearly, consumers may decide to change their privacy settings over time. For example, a researcher may choose to examine initial information disclosure behavior using a unique research tool like a mobile app with the intention of carefully monitoring both the information disclosed as well as the privacy settings chosen. A participant might initially leave the default settings “as is” because of time constraints, yet plan to adjust them later if given the chance. As a result, such participants might omit entering personal

---

1 The following literature review includes studies only on privacy controls or settings and not actual information disclosure alone.
information because they have not adjusted their privacy settings. A researcher may mistakenly interpret this consumer behavior as representing those who are highly concerned about privacy risks. Yet, in reality, such participants are simply trying to rush to complete the experimental task (e.g., to earn the extra credit as quickly as possible). The solution to this problem is to implement a longitudinal research design in which the participants are free to adjust their privacy settings over time without artificial constraints. Although some studies have scraped longitudinal data from existing OSN, this method does not allow for experimental manipulations that are required to establish causality.

The experiments conducted by Brandimarte et al. (2013), whereas not explicitly focusing on privacy controls or settings, resulted in important implications for privacy setting research. This research found that people who felt in control of their information were more likely to disclose information, suggesting that those with more granular privacy setting controls would disclose more information than those without these controls. Our research seeks also to determine differences between user disclosure behaviors with different granularity options; however, we seek to study how these behaviors change over time in according to user perceptions of the ease-of-use and complexity of privacy settings (and thus control over their information). By adjusting actual privacy settings and measuring actual disclosure in an OSN setting, we can gain further insight into the effects of privacy control granularity.

**Theory and Hypotheses Based on Privacy Fatigue**

The theoretical lenses used in recent electronic information privacy research vary somewhat (for a review, see Li 2012) but are primarily dominated by social exchange theory (e.g. Posey et al. 2010), privacy calculus theory (e.g. Keith et al. 2010; Keith et al. 2013; Keith et al. 2012; Xu et al. 2010), and various control theories (e.g. Hoadley et al. 2010; Xu et al. 2012b). Privacy calculus establishes the tradeoff between benefits and risks in general electronic information disclosure (Dinev and Hart 2006). Social exchange theory better explains the consumer's information tradeoff with other social network consumers based on the desire for reciprocity (Emerson 1976). Theories on control help to explain the consumers' desire for control (Bandura 2001) over personal information and the illusion that the consumer has control over their personal information (Langer 1975). Although each theory has been useful in explaining some degree of consumer disclosure intentions and privacy concerns, they do not help to explain the specific effects of the privacy control design characteristics that influence actual behaviors. We leverage new theoretical insights from the marketing literature to make this connection.

**Leveraging Feature Fatigue Theory in a Privacy Control Context**

From the marketing literature, feature fatigue theory describes the longitudinal effect of a product's number of features, capability and usability on consumer satisfaction, taking into account user expertise (Thompson et al. 2005). Although "usability" is the construct named by Thompson et al. (2005), in HCI literature, usability is more a broadly defined, complex and multidimensional construct (Brooke 1996; Calero et al. 2005; Hornbæk 2006; Nielsen 1994). However, for theoretical succinctness of our model, we narrow "usability" to ease-of-use to match the intended definition in Thompson et al. (2005). Thompson et al. (2005) found that consumers initially rate products with many features as highly capable and are very satisfied with this product. However, once the consumer has used the product for several months, they become disillusioned and exhausted by the number of product features, and satisfaction drops. Consumers that used products with fewer features and were initially less satisfied. However, they found the product to be much more usable in the long term and are satisfied with this product. Figure 1 overviews feature fatigue theory.

Feature fatigue is based on two core theories. First, economic utility theory is used to explain the additive utility increase for all product features (Lancaster 1971). Consequently, more features make a product more appealing. Each feature is seen as a value-add to the product, and therefore, increases consumers' perceptions of product capability. Consequently, companies continually add features to lines of consumer products to satisfy the insatiable need of consumers to find products appealing.
Privacy fatigue: Privacy control complexity and information disclosure

Second, feature fatigue draws from the theoretical proposition that product complexity also causes stress and anxiety (Mick and Fournier 1998). Whereas perceived product capability increases with the number of features, perceived product ease-of-use may be negatively affected by the number of features (Wiklund 1994)—causing a conundrum with consumers. Consumers may struggle with more complex products due to the high number of features and deem the product unusable. For example, consumers evaluated products negatively when the products were described as manually operated and positively when described as fully automatic, showing that ease-of-use and learning costs are taken into account when consumers consider various product features (Mukherjee and Hoyer 2001). Finally, feature fatigue takes expertise into account when considering ease-of-use, because experts are more successful using technologies, such as mobile devices, than novices (Ziefle 2002).

These two theories combined illustrate the paradox between product capability and ease-of-use; consumers evaluate products on not only functionality (i.e., product capability) but also ease-of-use (i.e., product ease-of-use). Features can have a positive effect on consumers’ perceived capability and a negative effect on consumers’ perceived ease-of-use of a product. By itself, the capability/ease-of-use tradeoff is not new or particularly interesting. However, Thompson et al. (2005) hypothesized and demonstrated across a variety of products that the effects of feature capability and ease-of-use reverse in importance over time. The reversal that takes place between perceived capability and ease-of-use and the product’s utility is not that one relationship is positive and the other is negative and then this switches. Rather, the reversal is that capability has a greater positive weight than ease-of-use before usage, then ease-of-use has a greater positive weight than capability after usage (see Figure 1); the strength of the relationships is reversed.

**The Effects of Adding Features: From Feature Fatigue to Privacy Fatigue**

We extend and apply this theoretical foundation into the realm of privacy controls. Feature fatigue is based on the assumption that products have features that are perceived as value-added by consumers. As with physical products, digital products also have features with varying capability and ease-of-use.
Feature fatigue theory, while explicitly analyzing physical technology products, can and should be applied to the digital sphere to include products such as mobile applications and website services. Privacy controls are a feature of any digital product that allows consumers to share personal information amongst each other. Privacy controls vary greatly in practice from very simple or coarse to more complex and granular. By feature or control complexity and granularity, we refer to the number of options a user has in managing their privacy settings. As additional privacy control features are added, consumers have a greater ability to differentiate information sharing among various types of social network relationships and information types. Research has demonstrated that both information privacy and information sharing are, indeed, a value-added commodity that is desirable to consumers (Choi and Choi 2007; Hui et al. 2007; Mai et al. 2010; Stone et al. 1983). Privacy controls, in particular, play an important role in adjusting the privacy risk versus benefit tradeoff in the consumer’s favor (Debatin et al. 2009). Therefore, we hypothesize:

**H1:** As the level of privacy control features that are perceived as beneficial to consumers increases, the consumers’ perceived capability of the privacy controls increases.

In addition, feature fatigue assumes that—at some point—each additional product feature reduces the perceived ease-of-use of the overall product and that ease-of-use is also desirable to consumers (Thompson et al. 2005). The reduction in perceived ease-of-use must cause a real cost to the consumer. This may be in the form of cost from initially learning to use the product, or a time cost from the increased complexity of performing the intended product functions.

The usability-cost assumption will likely also hold true in the privacy control context. In Thompson et al.’s (2005) experiment, DVD player consumers were examined. Consumers were monitored at an electronics store. Those who purchased a “simple” DVD player would have had only the seven most basic features such as “Play,” “Stop,” “Pause,” and “Skip.” They were surveyed and compared to consumers who purchased DVD players with a more complex set of features. However, additional DVD player features only serve purpose to increase the granularity of the original seven features. For example, “skip forward” is modularized into skipping by chunks, skipping continuously at variable speeds, or skip to the end. Similarly, “Play” can be decomposed into playing at a normal speed, 2x speed, ½ speed, and so on.

The DVD player modularization is similar to the increased granularity of features common among privacy controls. Privacy controls may offer simple global setting such as “Share information with everyone/friends only/nobody” for all types of information. This is very similar to the current features offered by the Twitter™ social network. Conversely, privacy controls may also be much more granular and complex if they differentiate among types of friends and types of information such as those offered by Facebook™. In this case, the total number of privacy control options that need to be considered when deciding on a consumer’s overall privacy profile is equal the number of levels of information types multiplied by the number of groups or types of social network relationships (see Figure 3 example).
Summarizing this literature, an increase in privacy control features should cause consumers to spend more effort learning to use the privacy controls and more time actually specifying each of their privacy decisions. Formally stated, we predict the following:

**H2:** As the level of privacy control features that are perceived as beneficial to consumers increases, consumers' perceived ease-of-use of the privacy controls decreases.

**Consumer Weighting of Capability and Ease-of-Use over Time**

The primary contribution of feature fatigue theory is that it accounts for the differential effects of capability and ease-of-use before and after product usage. It assumes that perceived capabilities will cause an increase in expected utility before product usage and an increase in experienced utility (see Figure 1) after product usage over time. Similarly, expected ease-of-use improves expected utility before usage and experienced utility after usage. However, consumers provide different weights to these two factors before and after usage. Meaning, while both capability and ease-of-use have positive effects on utility and usage, the strength of the relationship reverses over time.

This utility reasoning is based on behavioral economics research that explains bounded rationality in consumers (Loewenstein and Prelec 1992). Specifically, when consumers evaluate options for distant future usage, they prefer options that are highly desirable (e.g., capability), but less feasible (e.g., ease-of-use). However, in the near future, this relationship is reversed—explaining why one-off studies can result in incorrect long-term conclusions. Near future events are perceived as more concrete than abstract, causing feasibility to be favored over desirability (Liberman and Trope 1998). In order for this phenomenon to fit the privacy control context, consumers must be able to evaluate privacy controls before usage. Although OSNs do not advertise their privacy controls before account creation, consumers can download an app or create an account and examine the privacy controls before using them with only the time cost of doing so.

However, the experienced utility construct can be narrowed down in the privacy control context. Gaining utility from privacy controls means that consumers were able to use the controls successfully to reach the settings they desire. Similarly, expected utility is the consumers' estimate or belief that the controls will help them successfully reach the settings they desire. Therefore, with this minor modification, we predict the following:
H3: Privacy control capability plays a larger role in consumers’ expected utility (before use) than in their successful privacy control usage (after use).

H4: Privacy control ease-of-use plays a smaller role in consumers’ expected utility (before use) than in their successful privacy control usage (after use).

Methodology

As noted, one of the difficulties of researching information privacy controls—particularly with OSNs—is the task of collecting both actual consumer behavior along with experimental manipulation for establishing causality. To address this research gap, we consequently created a mobile app-based geocaching game that also included a website application and an online social network that players were incented to create and use. Participants included 568 undergraduates at a private university in the US.

Geocaching is the sport of finding “treasures” (e.g. small objects, lists of finders, etc.) stored or “cached” in various geographic locations. Players use a GPS to find the caches. The mobile app (called “findamine” or “find.a.mine”) was available in both the Apple App Store™ and Google Play™. Findamine was created as a modified geocaching game in which players took pictures of themselves at the locations rather than finding small objects. In addition, rather than providing a latitude/longitude coordinate, players were given short, text-based clues which lead to the locations (e.g., “This building was built in 1973.”) or using the “hot-cold” meter that told them how close or far away they were from a site based on the real-time GPS coordinates provided by the player’s device.

Each week (for 12 weeks), players received three new clues on their phone or tablet (iOS and Android supported) through the mobile app. Participants opened the clues and attempted to decipher the location. Once participants travelled to a clue location, they were prompted to take a picture on the mobile app at that location through a “Found It!” button. This photo was posted to the site along with the earned points. Participants could view their points on a web site “Leaderboard” in comparison to others (see Figure 4 and 5 for examples).

Participants also earned points by sharing demographic information and uploading a photo on the personal profile they created on the website, referring friends to join. Perhaps most relevant to our study, players were also awarded points for adding friends to their findamine social network. The findamine social network consisted of frenemies (other players to track and message with) and minions. Minions were players that were referred after the game began. Players were awarded a percentage (which increased as the number of minions increased) of their minion’s overall points as incentive to build their social network.

We provided weekly and end-of-game incentives to encourage play. Each week, we awarded 3-15 gift cards ($10 Visa) to the participants who were first to find all of that week’s locations. At the end of the game, the two participants with the highest total points won a Google Nexus™ tablet. We also held a random drawing, based on points earned, to award a third Google Nexus™.
Privacy fatigue: Privacy control complexity and information disclosure

Figure 4. Mobile Screen Shots

<table>
<thead>
<tr>
<th>a. Splash screen</th>
<th>b. Location data disclosure</th>
<th>c. Login screen</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Splash screen" /></td>
<td><img src="image2" alt="Location data disclosure" /></td>
<td><img src="image3" alt="Login screen" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>d. Clue selection</th>
<th>e. Clue begins</th>
<th>f. Clue found</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image4" alt="Clue selection" /></td>
<td><img src="image5" alt="Clue begins" /></td>
<td><img src="image6" alt="Clue found" /></td>
</tr>
</tbody>
</table>
Ensuring Experimental Validity

To generate valid and realistic information disclosure behaviors, participants needed to perceive actual personal risk and fear of disclosing information. This was accomplished in multiple ways. First, we obtained IRB approval to waive participants’ informed consent because this would elevate participants’ awareness of risk and the artificial nature of data collection. Rather, participants were recruited under the false pretense that a local mobile app business wanted to pilot test a new geo-caching app at their university. As a result, there was no priming effect on participants and they were less susceptible to social desirability bias (Fisher 1993). Moreover, they were told that the friends and family members they referred to the app did not have to be university students or employees.

Second, the context of the app was chosen to replicate several relevant forms of information privacy and encourage consistent disclosure. For example, by choosing an app design with weekly incentives, participants were motivated to play by more than just extra credit. Because it was a geo-caching app, there was an obvious need to collect location data, which presents personal safety risks (Thompson et al. 2012). The social network aspect of the app created both additional enjoyment as well as creating vertical and horizontal personal information privacy risks (Posey et al. 2010). The website included a player directory and social network. Players could search through and explore the app directory, which allowed them to view any player profile and app data that had been made public (like traditional social network apps) and add them as frenemies to their social network. Thus, participants’ personal information could legitimately be made public—unless they set their privacy settings to restrict their data to “friends only” or “nobody.”

Third, the findamine app architecture needed to match those that are most potentially dangerous to consumers. In particular, the game was made possible by a native mobile app, a cross-platform website, and Web services that connected the mobile app to the external database. When the app was introduced...
to participants, they were given a brief explanation of how the mobile app and website worked together with the same data. Consequently, participants were aware that the mobile app was capable of sending personal information to remote servers.

**Experimental Manipulation**

To understand how the antecedents of privacy control expectations and usage change over time, we created a manipulation within the app code to randomly assigned players (as they registered) to one of three privacy control conditions (see Figure 6) based on low, medium, or high complexity/granularity.

![Figure 6. Example of Privacy Control “High” Complexity Treatment](image)

The Low condition gave players the option to share all types of information with 1) nobody, 2) minions only, 3) minions and frenemies, or 4) everyone (1 type x 4 groups = 4 options). The Medium condition allowed players to specify which types of information (clues, profile, minions list, frenemy list, game list) each group could access (5 types x 4 groups = 20 options). The High condition allowed players all the options of the Medium condition plus the ability to further specify the information shared with each specific alter (frenemy) in their social network. If the player had 10 social network frenemies, then they would have 50 privacy control options to select from ((5 types x 4 groups) + (10 frenemies x 3 options)).
**Measures**

Because of our research design, we were able to capture a variety of objective measures in addition to the actual privacy settings—as opposed to the typical slate of self-reported perceptual measures. In particular, we measured the disclosure of profile data, clue locations, frenemies, and minions. These control variables influence the players’ selected privacy control settings. In addition to the game measures, we collected latent construct measures of perceived privacy control feature complexity/granularity, control capability, control ease-of-use, expected privacy control utility, privacy concern, and self-efficacy. These measures were drawn from prior research but adapted for the privacy control context (Keith et al. 2011; Thompson et al. 2005; Xu et al. 2012a).

**Procedures**

A total of 568 participants were recruited from a course required as a pre-requisite for all business school majors. After removing those with incomplete data, 441 valid participants remained. They were given a document at the beginning of the semester, which instructed them to navigate to the findamine.mobi website, register for a player’s account, and adjust their privacy settings. Again, participants were deceived to believe that they were helping to Beta test the app. Therefore, when the participants navigated to the privacy controls after registering, they were asked to answer a series of survey questions measuring the constructs listed above, on the understanding the information was used to help improve the app, not for research manipulation purposes. Next, the players were instructed that they must answer all survey questions and find at least six clues to receive the extra credit. All other game features (e.g., disclosing information, adjusting privacy settings, and referring friends) were optional and thus up to the participants to use as they normally would choose to do so in their natural interactions with apps. This allowed us to get a baseline of game data, yet allow realistic usage behaviors. At the end of the 12 weeks, survey questions appeared once again on the privacy settings screen and players were instructed to answer them once more to receive full credit. After the end of the game, the tablets were awarded.

**Results**

**Measurement Validity**

Pre-analysis was performed to analyze whether the measures were formative and/or reflective, test the convergent and discriminant validity of the reflective measures, test for multicollinearity, ensure reliabilities, and check for common methods bias (CMB). For brevity, the details are not reported here, but are fully available upon request. However, the results indicated acceptable factorial validity and minimal multicollinearity based on the standards for Information Systems research (Gefen and Straub 2005; Liang et al. 2007; Pavlou et al. 2007; Straub et al. 2004). CMB was assessed using both Harmon’s single factor approach as well as the unrelated latent marker construct technique, both methods indicating minimal bias (Liang et al. 2007; Podsakoff et al. 2003; Richardson et al. 2009). However, recent research (Chin et al. 2012) indicates that these methods are not entirely reliable indicators of a lack of CMB. Perhaps the best evidence for this data is the fact that each latent construct was measured at varying times and never in a single “session.” Rather, participants answered survey items as the clues they were attached to were released each week.

**Hypothesis Testing**

To analyze the results, we developed a path model with the PLS Structural Equation Modeling technique using SmartPLS 2.0.M3 (Ringle et al. 2005). Use of this analytical approach was appropriate because 1) we needed to test multiple paths in the same model; 2) privacy concern was modeled as a second-order formative; and, 3) PLS does not depend on normal distributions or interval scales (Chin et al. 2003; Fornell and Bookstein 1982)—making it ideal for our objective measures of game play behavior. Table 1 summarizes descriptive statistics of the players and their game play. About two-thirds (68%) of participants were male. Although participants could refer any friend to play the game to earn points, it originated in an information systems course that was dominantly male.
### Table 1. Descriptive Statistics

Table 2 summarizes the variable means, standard deviations, and construct correlations. Figure 7 visualizes the path coefficients for the PLS model. The t-statistics were generated from running a number of bootstrap procedures equal to the number of samples (n=411). R² values represent the amount of total variance accounted for by the exogenous variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Male (n=402)</th>
<th>Female (n=166)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>$\bar{x} = 23.46$</td>
<td>$\bar{x} = 20.91$</td>
</tr>
<tr>
<td>Points accumulated</td>
<td>$\bar{x} = 1569$</td>
<td>$\bar{x} = 1425$</td>
</tr>
<tr>
<td>Weekly prizes won</td>
<td>55 (76.4%)</td>
<td>17 (23.6%)</td>
</tr>
<tr>
<td>Friends recruited</td>
<td>162 ($\bar{x} = 0.61$)</td>
<td>25 ($\bar{x} = 0.30$)</td>
</tr>
<tr>
<td>Points accumulated</td>
<td>$\bar{x} = 1569$</td>
<td>$\bar{x} = 1425$</td>
</tr>
</tbody>
</table>

### Table 2. Construct Correlations

<table>
<thead>
<tr>
<th>Var.</th>
<th>$\bar{x}$</th>
<th>s</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Cap</td>
<td>4.6</td>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 Comp</td>
<td>4.5</td>
<td>1.6</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Exp Ut</td>
<td>5.0</td>
<td>1.4</td>
<td>.69</td>
<td>.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Exper.</td>
<td>5.5</td>
<td>1.4</td>
<td>.34</td>
<td>.26</td>
<td>.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 PC</td>
<td>4.7</td>
<td>1.3</td>
<td>.00</td>
<td>-.11</td>
<td>-.02</td>
<td>.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Profile</td>
<td>126.8</td>
<td>29.8</td>
<td>.05</td>
<td>-.02</td>
<td>-.04</td>
<td>.11</td>
<td>.22</td>
<td></td>
</tr>
<tr>
<td>7 EOU</td>
<td>4.9</td>
<td>1.4</td>
<td>.71</td>
<td>-.44</td>
<td>.51</td>
<td>.50</td>
<td>-.01</td>
<td>-.01</td>
</tr>
</tbody>
</table>

**Note:** Cap = Control Capability, Comp = Control Complexity (aka features), Exp Ut = Expected Utility, Expd Ut = Experienced Utility (higher means more sharing), Exper. = Expertise (self-efficacy), PC = Privacy Concern, Profile = amount of profile data disclosed (level of actual disclosure), EOU = Ease-of-use

**Figure 7. Path Coefficients and R Squared Values for Hypothesis Testing**

To compare the effect of capability on expected utility (before use) to the effect on privacy control usage (after use), we cannot simply compare the β coefficients as they are not surrogates for effect size. Rather, we simply compare the Pearson correlation coefficients. As such, the correlation before use (0.69) is certainly higher than the correlation after use (-.04). Similarly, the correlation of ease-of-use before use (.51) is much higher than after use (-.12).
Discussion

Overall, the PLS analysis results support the main tenets of privacy fatigue theory. However, there were some unexpected findings worth noting. As expected, the perceived complexity and granularity of the privacy control features had a significant impact on perceived control capability both before use ($\beta = 0.702$, $p < 0.001$) and after use ($\beta = 0.825$, $p < 0.001$); thus, confirming H1. Perceived features also had a significant effect on perceived ease-of-use before use ($\beta = 0.339$, $p < 0.001$) and after use ($\beta = 0.102$, $p < 0.05$). However, the direction was positive rather than negative as hypothesized (discussed later).

H3 was also confirmed. Perceived privacy control capabilities was a significant indicator of expected utility before use ($\beta = 0.354$, $p < 0.001$), but not a significant predictor of actual privacy control usage (after use). Perceived ease-of-use was a significant indicator of expected privacy control utility before use ($\beta = 0.132$, $p = 0.05$). However, ease-of-use played a much larger role in determining actual privacy control usage ($\beta = -0.293$, $p < 0.001$). In this case, the result does not indicate a negative relationship, but that the more usable the controls, the more likely participants were to adjust the privacy control settings “downward” (make them more restrictive) from the default setting that allowed sharing with all players. Finally, each of the control variables was significant in the privacy fatigue model. Privacy concern caused participants to further restrict their privacy control settings ($\beta = -0.31$, $p < 0.001$). Those who submitted more personal information (profile data, location data, social network data) were more likely to loosen their privacy settings ($\beta = 0.242$, $p < 0.001$).

Implications to Research and Practice

The primary contribution of this research is the application of feature fatigue theory into the information privacy control context. Overall, our results reveal a very similar effect as was found with traditional consumer products: product feature capabilities play a larger role in pre-usage/purchase perceptions whereas product feature ease-of-use plays a larger role after usage over time. This phenomenon exists because consumers discount product feasibility when considering long term usage (Liberman and Trope 1998).

The practical implication of privacy fatigue is noteworthy. If OSNs opt to set consumer default privacy settings to more “relaxed” standards and simultaneously employ complex privacy settings, they can clearly cause consumers to accept more information disclosure than the consumers may be comfortable with—simply because of the lack of control ease-of-use. The danger of this practice to consumers is that before usage, these complex privacy controls are highly desirable to users and give them the perception that the OSN is providing them with a relatively preferable option for managing privacy. Therefore, consumers are likely to be more tempted and ensnared by OSN providers who design complex privacy controls with the intention of encouraging greater information disclosure.

This trap for OSN consumers is magnified by the finding that greater privacy control complexity and granularity actually leads to greater perceived ease-of-use. That is, consumers believe such controls will be easier to learn and to use. This effect may not be particularly surprising in the privacy control context. Unlike a DVD player where only a few options are needed to perform the necessary functions, a privacy control feature that does not allow for the granularity necessary to share information with only those intended reduced its ease-of-use in the mind of the consumer. Evidence of this can be found in technology acceptance research where perceived ease-of-use affects the perceived usefulness of a technology (Venkatesh et al. 2003).

Further analysis of the positive effect of privacy control complexity on ease-of-use revealed an interesting finding with our data. Those in the Medium complexity treatment perceived greater ease-of-use than the Low treatment, yet more than the High treatment (see Figure 8). As granularity is decreased, ease-of-use should increase. Therefore, the ease-of-use measured may more accurately reflect the users’ desire for expressiveness, or the ability of the user to express exact preferences. The “negative” effect observed with ease-of-use then may actually relate to the user’s desire for expressiveness.
As noted in the previous section, we found a positive relationship between information disclosure and loosened privacy settings. While this is an intriguing and seemingly counterintuitive finding, we believe this might be unique to our Findamine game context. Users were directly incented with points to make information available. Therefore, in this context, the relationship could be positive because people wanted to earn more points by disclosing and sharing information rather than keep their information private. In other situations, this effect would probably not exist. Of course, these and other explanations require additional research.

Another key contribution of this research is our field experiment methodology. The combination of a longitudinal study with both experimental manipulation and the collection of actual user behavior is unique in the field of privacy control research. Although this methodology is not without its limitations, by employing experimental manipulation in a field setting, we strengthened the study's internal and external validity.

Limitations and Future Research

Although every effort was made in this study to create an experimental procedure that is both internally and externally valid, several limitations exist in our study that point to compelling future research opportunities. For example, the game context of the Findamine OSN may not represent the majority of OSN contexts. For example, the purpose of Facebook and Twitter is to share information among friends for social benefits while Findamine was intended to allow participants to share information about the game and competition they were sharing. Thus, as some OSNs provide Application Programming Interfaces to work tightly within the OSN, this may be an alternative future direction to improve our understanding of feature fatigue within a much broader context.

By recruiting participants from a university course rather than allowing the OSN adoption to happen organically through social channels, we may have gathered a sample that is unrepresentative of the most OSN populations. To counter balance this possibility, the pool of participants was given the option to complete a variety of extra credit opportunities for the same benefit. They were encouraged to select the activity that most interested them. Additionally, the participants could refer other friends to play (which many did) to make the context more relevant to their interests.

Perhaps most important, our context did not allow participants to choose among various privacy control options. Rather we traded this for the ability to manipulate privacy control treatments in order to establish causality. This is not so much a limitation to external validity since most consumers to make OSN usage decisions on other factors rather than the complexity of privacy controls. This is more of a limitation of the adaptation of feature fatigue theory to the privacy control context. This is not to say that feature fatigue is unusable. Rather, future research should adapt privacy fatigue theory to this unique assumption.

Conclusion

The opportunity for secondary information use can be profitable for companies. Studying the manipulation of privacy control complexity to extract information from users is not only a step forward in...
information privacy theory but also weighty to companies gathering and sharing user information. This research contributes a modified feature fatigue model in the context of privacy controls. Our empirical results and unique research methodology provide strong, yet still preliminary, support of privacy fatigue theory. This study can help design science research by guiding the intentions of the privacy control design.
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