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Abstract—The concept of trust has recently been introduced in the context of peer-to-peer networks, in order to deal with uncertainty regarding the behavior of imperfectly known agents. In this paper, we apply the notion of trust to situations of collaborative work, more precisely of document editing.

We suggest to use trust to compute a satisfaction score for each participant, in order to help select the successive editors of the document so as to avoid unnecessary readings by all collaborators after each modification. We assume that the document development process ends when all collaborators are satisfied with the quality of the document. Two mechanisms using trust to improve that process are proposed, and compared to the situation without trust. Extensive simulations suggest that trust can improve the efficiency of the collaborative work, while it can be implemented in a distributed manner.

I. INTRODUCTION

Many types of documents cannot be entirely produced by a single individual, and instead need to be jointly built by several collaborating participants. One can think of examples from diverse working sectors: law texts, research articles, project proposals, course textbooks, or encyclopedias (the most famous example being the online encyclopedia Wikipedia [www.wikipedia.org]). In all those cases, collaborative working is needed because of the prohibitive size of the document to be produced, and/or because of the diversity of the knowledge fields and competences involved.

There exists a variety of tools to facilitate collaborative work, such as online wikis or versioning softwares. Those are not indifferent to the outcomes of the collaborative working activity: it has for example been shown experimentally that structuring the processes in collaborative work systems improves the team results as well as the participant satisfaction [1]. Likewise, some advanced tools can be implemented to improve group awareness, parallelism, group memory, and coordination among collaborative workers [2].

Now, an important challenge for collaborative work is to determine when and how to stop the document development process. Do all participants need to approve the final version? If so, when can it be considered that a version is a candidate for being sent for approval? Such questions might be difficult to answer when the number of collaborators becomes large. Likewise, it is not reasonable to assume that all collaborators go through the whole document after each modification by one of her peers, therefore some more fine-tuned management methods could significantly improve the development process efficiency.

In this paper, we suggest to address those questions by using the notion of trust [3]. Several kinds of trust usages have been proposed, mainly for grid computing environments and peer-to-peer systems. Indeed, in those cases where each node shares its resources and benefits from those offered by its peers, trust mechanisms can be used to find the best peers to exchange with, or to avoid malicious nodes [4], [5], [6], [7]. Remark moreover that inter-company (or even inter-personal) collaborations often rely on the (most often implicit) notion of trust, that can also be modeled and somehow automated in order to make the right business decisions [8].

We propose here a new trust-based mechanism aimed at optimizing the process of collaborative document building. Our objective is to use trust as a tool to limit the total time and the total effort spent to reach the common objective of the group. More precisely, we intend to avoid unnecessary readings, and efficiently select editors during the development process.

The remainder of this paper is organized as follows. In Section II, we introduce the basic concepts of trust and show how it can be used to compute user satisfaction scores in a collaborative working environment model. Section III presents three models of collaborative working processes, where trust can be used to select the successive editors of the document. The performance of those schemes are compared through simulations in Section IV. We discuss the technical feasibility of our mechanism in Section V, and conclude and provide directions for future work in Section VI.

The results presented here follow the same model as the one we introduced in [9]. However, here we provide more complete performance results, considering a richer set of parameter values and also looking at a fairness measure (the effort repartition among participants). Moreover, with respect to the work of [9], this extended version describes an effective implementation of the proposed mechanisms through an OpenOffice plugin.
II. USING TRUST IN A COLLABORATIVE WORK ENVIRONMENT

We consider a working system with a number \( I = |I| \) of agents who collaboratively contribute to the elaboration of a document. Those agents successively improve the document in an asynchronous manner, until it reaches a satisfying quality: an agent elaborates a first version of the document, that is afterwards edited and modified by the other agents in a certain order.

A. Definition of trust

Trust can be defined as a quantification of the confidence that an agent has in another agent to behave in an appropriate manner. Thus, trust represents the beliefs of one agent in the future actions of the other. In most trust-based models [10], [11], [12], [13], that quantification is summarized into a number in the interval \([0, 1]\). Consequently, trust values may also be interpreted as probabilities of the trusted agent to behave properly, from the point of view of the truster agent. We denote by \( \{t_{i,j}\}_{i,j \in I} \) the trust value representing how much agent \( i \) trusts agent \( j \).

The following conventions are classically taken:

- A trust value \( t_{i,j} \) of 1 means that agent \( i \) perfectly trusts agent \( j \), while \( t_{i,j} = 0 \) means that agent \( i \) does not trust \( j \) at all;
- the trust value \( t_{j,i} \) can be different from \( t_{i,j} \), as trust scores materialize some subjective (thus, possibly biased) perceptions;
- \( t_{i,i} \), representing the self-trust, is fixed to 1.

For an agent \( i \in I \), there are two ways of estimating how much she trusts another agent \( j \in I \):

- Agent \( i \) can build her own trust score \( t_{i,j} \) based on her experience from previous interactions with \( j \). In peer-to-peer systems, agent \( i \) can for example keep a record of satisfying and unsatisfying exchanges with peer \( j \), possibly in the form of a weighted sum, where weights can be used to take into account the importance of the interaction or the time aspect [14]. In collaborative work, one can think of an evaluation score based on the contributions made by the collaborator in previous common works, which can also be quantified [15], [16].
- If agent \( i \) does not have a sufficiently large history of interactions with \( j \) to compute an accurate trust estimation, she can ask some of her trusted agents to provide her with a recommendation score, and then combine the received values with her own trust in those recommenders to calculate \( t_{i,j} \) [17].

In this paper, we do not consider that aspect of trust estimation; we assume that trust scores \( \{t_{i,j}\}_{(i,j) \in I^2} \) have been determined, and we rather focus on the use of those scores in collaborative work environments so as to optimize the joint work process.

B. Agent satisfaction scores during the collaborative work

An important feature of our model is that each editor \( k \in I \) has to associate to the document an evaluation score \( e_k \) after her editing the document. That score, that we impose to be in the interval \([0, 1]\), represents the subjective quality of the document for editor \( k \). We assume here collaborators to be honest, so that they truthfully reveal the value of the document quality. Taking into account other reporting strategies driven by maliciousness or selfishness is above the scope of this paper.

The evaluation score is meant to be used by all the other collaborators, who combine it with their trust in the last editor of the document to compute a personal satisfaction score for the document. Formally, if \( Id_{\text{last}} \) is the identity of the last document editor, each agent \( i \in I \) automatically computes the satisfaction score

\[
    s_i := t_{i,Id_{\text{last}}} \times e_{Id_{\text{last}}},
\]

without even opening the document.

This means that the participants take the declared score \( e_{Id_{\text{last}}} \) into account, but are less optimistic in following the opinion of \( Id_{\text{last}} \) when they do not trust that agent. In that sense, the multiplicative combination rule can be interpreted as providing a lower bound of the quality of the document: the document can be of high quality, but before agent \( i \) verify that through a careful reading, she remains cautious and lowers the declared evaluation score, at a greater scale if she does not trust the last editor. Intuitively, this consists in viewing \( t_{i,Id_{\text{last}}} \) as the trust value of \( i \) in \( Id_{\text{last}} \) correctly estimating the quality of the document. An incorrect (from \( i \)'s point of view) evaluation may be due to the last editor not being aware of all the elements in the document, or to agents \( i \) and \( Id_{\text{last}} \) having different priorities and interests. That last possibility might be problematic in our case, since there would be here an incentive for editors to overestimate the evaluation. Therefore, in this paper we assume that the final objective of all agents is the same (namely, create a high quality -with the same standards-document), and that evaluation discrepancies do not stem from malicious behaviors but rather from imperfect perceptions.

III. MANAGEMENT OF COLLABORATIVE WORKING THROUGH TRUST

In this section, we introduce three different ways of managing the collaborative working environment. By management, we mean here the process of selecting the successive document editors.

Note that we implicitly assume that agents never edit the document at the same time, while most current collaborative work systems offer that possibility. However, in those cases the last agent to submit her version to the system is asked to deal with potential inconsistencies with the changes that have occurred since she last downloaded the document. That checking procedure could then be interpreted as an extra reading of the document, which would somehow be similar to the situation where agents successively modify the document.

A. Collaborative work model

We describe here the condition to end the editing process. We assume that each agent \( i \in I \) has a threshold \( b_i \in [0, 1) \)
that she considers to be the minimal satisfaction level for the document to be acceptable. Following the idea of collaborative work as a way to reach a consensus among participating agents, we consider that the document editing process stops when all agents are satisfied with the quality of the document, i.e., when the satisfaction scores \( (s_i)_{i \in \mathcal{I}} \) are such that
\[
s_i \geq b_i \quad \forall i \in \mathcal{I}.
\]
(2)

Until that condition is satisfied, we assume that users go on successively editing the document.

We immediately notice that the process as we defined it may never converge: assume two agents \( i \neq j \) are such that their trust values for the other one are below their threshold level, i.e.,
\[
\forall k \in \mathcal{I}, \quad \left\{ \begin{array}{l}
k \neq i \Rightarrow t_{i,k} < b_i \\
k \neq j \Rightarrow t_{j,k} < b_j.
\end{array} \right.
\]

Then in that case, the condition (2) can never be met since evaluation scores \( e_k \) are in the interval \([0,1]\).

For that reason, we slightly modify the calculation mode of satisfaction values, by introducing an aspect related to the document history. From now on, we consider that satisfaction scores \( (s_i)_{i \in \mathcal{I}} \) are computed according to the relation
\[
s_i := \min \left( \left\{ \left( t_{i,k} \Delta t_{\text{last}} + \alpha n_{\text{edit}}(i) \right) \times e_k, 1 \right\} \right),
\]
(3)
where
- \( n_{\text{edit}}(i) \) is the number of edits by agent \( i \) in the process, and
- \( \alpha \) is the bias in the satisfaction calculation, that corresponds to each extra edit of the document.

The rationale behind that new expression is as follows: Since we assume that agent evaluations are aimed at a common objective, and only differ because of imperfect knowledge of the document and of quality criteria, we can reasonably assume that the more an agent has gone through the document, the more confident she is in its quality. We upper bound the result by 1, so that satisfaction scores remain in the interval \([0,1]\).

Note that the new expression (3) ensures that the document development process stops if all unsatisfied agents have the possibility to edit the document.

In the remainder of this section, we describe the three development process management algorithms that are studied in the rest of the paper.

### B. A naïve scheme: pure round-robin document editing

The first mechanism considered does not actually use trust values to manage the document development process. We only use satisfaction scores to decide when to stop the process, but the order in which participants edit the document is fixed. More precisely, we assume in that case that the “edit token” circulates in a round-robin fashion: if agents are numbered \( \{1,2,\ldots,I\} \) (up to a permutation), then the identity of the editor just follows a simple rotation pattern \( 1,2,\ldots,I,1,2,\ldots \), until condition (2) is met.

Later in this paper, we will also assume that agent \( i \) may not always be available when it is her turn to edit the document. In the naïve scheme described here, we assume that in that case the token immediately goes to the next agent (i.e., the agent \([i \ mod \ I] + 1\)), so that no time is lost waiting for \( i \) to be available again.

### C. Using trust to choose the next editor: round-robin among unsatisfied agents

In this subsection, we propose to adapt the peer-to-peer strategy consisting in selecting, as the peer to download files from, one peer among all sufficiently trusted peers (i.e., those for which the trust level is above a given threshold).

In our collaborative work context, this can be translated into the following: the next editor of the document is still chosen according to a round-robin scheme, but only among agents \( i \) for which the current satisfaction value is below their quality threshold \( b_i \). In other words, we simply follow the scheme of the previous subsection, but skipping participants who are already satisfied with the current document quality.

Interestingly, that scheme can be completely decentralized. The circulation of the edit token can follow a pre-specified pattern as described in the previous subsection, with satisfied participants immediately transmitting it to their successor without modifying the document. (Notice that each participant computes her satisfaction score locally, based on the declared evaluation score and her trust values in the collaborators.) Moreover, detecting the end of the process is made easier: actually no agent will edit the document anymore if condition (2) is satisfied, so there is in any case no risk of unnecessary edits. To officially stop the process, one can imagine that if a participant receives the document and notices she was the last editor, then this means all other participants were satisfied with the document, and thus she can declare the process as terminated. In the case when collaborators are not always available, a more developed method needs to be defined. A possibility would be to automatically add to the document a flag stating that the agent was unsatisfied with the current version (when asked to edit it) but was unavailable; that method would avoid wrongly stopped processes.

### D. Having the least satisfied agent improve the document

We now follow a different strategy inspired by peer-to-peer networks, where peers choose to download their requested files from the host with the highest trust value [4]. We adapt that policy to the context of collaborative work, by giving the edit token to a collaborative agent \( k \) for whom the satisfaction score is the furthest below her threshold, i.e., the next editor is the (an) agent \( k \) such that \( s_k - b_k = \min_{i \in \mathcal{I}} (s_i - b_i) \).

Intuitively, that third scheme should be more efficient than the one defined in Subsection III-C, since we choose to specifically target the minimal satisfaction minus threshold value, and the process ending precisely depends on that minimal value (it stops when \( \min_{i \in \mathcal{I}} (s_i - b_i) \geq 0 \)).

On the other hand, the potential extra efficiency of that scheme will have a price in terms of applicability, since
implementing it in a fully decentralized way becomes difficult. Some possible solutions to choose the next editor according to that policy are given below.

- A central entity can be used to collect all satisfaction scores and notify the next editor. The satisfaction scores could be computed locally by each agent and transmitted to the entity. We can also imagine that they be computed within the central entity to minimize communication exchanges, but that would imply that each participant \( i \in I \) uploads her trust vector \((t_{i,1},\ldots,t_{i,I})\) to the entity, which might not be well perceived: since trust values are private and sensitive data, agents may be reluctant to reveal them to the system, even with the assurance that they will not be disclosed to the other collaborators. Moreover, that solution would have the classical drawbacks of centralized systems, in terms of fault tolerance and communication overhead.

- For the implementation to remain decentralized, a full rotation among participants without editing could be performed to collect the identities of the candidates for being the next editor. More precisely, in the document metadata, the identity of the current least satisfied collaborator \( k \) and the value of her dissatisfaction \( b_k - s_k \) are checked out and updated if necessary, so that at the end of the round the document carries the identity of the next editor. While that scheme is decentralized, it still has the drawback of revealing some information about the trust value \( t_{k,k_{id}} \), since all agents know the evaluation score \( e_{k_{id}} \) and thus have access to the dissatisfaction level of user \( k \).

Due to those extra difficulties with respect to the mechanism proposed in Subsection III-C, we should be inclined to prefer that scheme over the simpler round-robin among unsatisfied clients, only if the efficiency gain of the development process is significant. Actually, the performance evaluation that we present in the next section does not show such a large gain.

IV. EXPERIMENTS

This section presents some simulation results aimed at evaluating the performance of the three management methods of Subsections III-B, III-C, and III-D.

A. Simulation model

The model we consider in this paper has several parameters, namely, the set of participants \( I \), the trust values \((t_{i,j})_{i,j \in I}\), and the bias \( \alpha \) that previous edits introduce in the satisfaction score computation (3). We moreover describe now how we model the participant behavior.

1) Trust values and satisfaction score computation: Trust values \((t_{i,j})_{i,j \in I}\) are chosen randomly, according to a uniform distribution on an interval \([t_{\min},1]\). In our simulations, we consider different situations, with \( t_{\min} = 0.2, t_{\min} = 0.5, \) and \( t_{\min} = 0.8 \) to model low-trust and high-trust communities.

As regards the computation of the satisfaction score \( s_i \) after each document modification, we follow relation (3), where the bias \( \alpha \) equals 0.1 in our simulations. Similarly, the quality threshold of each participant \( i \) is fixed to the same value

\[ b_i = 0.9 \quad \forall i \in I. \]

2) Contributor’s availability: In a collaborative working system, the participants may be online or offline over time. To model that aspect, we discretize time into slots (a slot corresponding to an agent editing the document), and consider that at each time slot, each participant is available with a given probability, independently of all other events. Unless otherwise stated, we fixed that availability probability to 0.5 in our simulations. With respect to the problem of contributors not being available, our three management schemes behave as follows:

- Naïve (round-robin) scheme: if the editor who is supposed to edit the document is not available, then the token immediately goes to the next one and no time slot is lost.

- Round-robin among unsatisfied agents: if the next unsatisfied agent is unavailable, then the token goes to the next unsatisfied agent in the predefined order. If all unsatisfied agents are unavailable, then the time slot is lost (nobody edits the document).

- Next editor=least satisfied agent: the edit token immediately goes to the unsatisfied participant \( i \) with the minimum value of \( s_i - b_i \), among available participants. As a result, like for the previous scheme the time slot is lost when all unsatisfied agents are unavailable.

3) Computation of the evaluation score: In a real implementation of our mechanisms, the evaluation score \( e \) would be set by the editor after her editing the document, according to her personal competences and knowledge of quality criteria. In our simulation model, we introduce some asymmetry among participants by associating to each one \( i \in I \) a performance level \( q_i \in [0,1] \), that can represent the “writing quality” of participant \( i \). That performance level \( q_i \) is here randomly chosen for each participant \( i \in I \), according to a uniform law on \([0.5,1]\) in our simulations.

We then assume that each participant improves the quality of the document -at least from her point of view- when editing it, and that this improvement increases with her writing quality. More precisely, in our simulations the evaluation score \( e_k \) set by editor \( k \) is computed according to the formula

\[ e_k := s_{k,prev} + (1-s_{k,prev}) \times q_k, \quad (4) \]

where \( s_{k,prev} \) is the satisfaction value that \( k \) had just before editing the document.

B. Performance measures

The efficiency of the document development process is measured by three performance metrics:

- the total duration of the document development process, that is measured by the number of iterations until a satisfying document quality is reached;

- the total effort spent by the collaborating community during the whole process. To compute that measure, we
use the quality parameter $q_k$ of the previous subsection, to also represent the effort spent by editor $k$ each time she edits the document\(^1\). The total effort is then the sum over all editing slots of that value $q_k$:

- the repartition of that effort among collaborators, that is quantified by the coefficient of variation of the participant individual efforts during the development process.

### C. Results

We now present the performance comparison among the three schemes defined in Section III, focusing on the influence of the size of the collaborative community and the availability of participants.

In each case, we simulated the development of a document a sufficiently large number of times, so that the width of the 90% confidence intervals were at least 100 times smaller than the mean values plotted.

1) Effect of the number of participants:

**Convergence time.** Figure 1 shows the average number of iterations that are needed before the document reaches a quality that is sufficient to all participants, for the three mechanisms defined before, while Figure 2 compares that convergence time for the trust-based schemes to the one for the naïve round-robin mechanism. As could be expected, the convergence is faster when collaborators trust each other (i.e., when $t_{\text{min}}$ is larger). On the other hand, it unexpectedly appears that the naïve round-robin mechanism is the one that performs best when the number of collaborators is below 10. This is due to the fact that collaborators are assumed to sometimes be unavailable: while in the round-robin case, the documents goes on being improved even if no unsatisfied agent is available, this is not the case for our trust-based schemes and some time slots may be lost. On the contrary, when the number of collaborators becomes large, then such situations occur less frequently, and trust-based mechanisms outperform the round-robin scheme by targeting only unsatisfied agents. The gain in terms of time is for example of 20% for collaborative groups of $I = 50$ participants.

**Total effort.** Let us now analyze the influence of the participant number $I$ on the total effort spent by the group before reaching a satisfying quality level. Figures 3 and 4 are the respective counterparts of Figures 1 and 2 for that effort performance metric. In terms of total effort, our two trust-based management schemes always yield an improvement with respect to the naïve round-robin mechanism: when $t_{\text{min}} = 0.5$, the total effort is reduced by about 20% for $I = 50$ collaborators, but the improvement is of less than 10% if there are less than 10 collaborators.

**Effort repartition.** We plot in Figure 5 the variation coefficient of the effort repartition among participants. Simulation results indicate that both trust-based schemes allow a fairer repartition of the total effort than the naïve mechanism.

\(^1\)In our opinion, it is quite realistic to consider effort and quality to be positively correlated, but the model can be complemented further by adding some randomness.
To summarize, the simulations suggest that with few collaborators, introducing trust-based management will not improve the speed of the development process, and the improvement in terms of effort will be quite small. Therefore, in those cases it might not be interesting to use trust. On the other hand, when the number of collaborators becomes large, then applying one of our trust-based schemes yields a non-negligible improvement, in terms of effort spent, and of fairness of the effort repartition. For both performance measures, the difference between the two trust-based schemes is always at the advantage of the one targeting the least satisfied agent, but remains small when compared to the improvement brought by trust. This suggests that the round-robin among unsatisfied agents should be preferred due to the implementation and privacy drawbacks of the other scheme.

2) Effect of the mean availability of participants: We now investigate the influence of participants availability over the development process. More precisely, we vary the probability of each individual user to be available, and observe the consequences on our performance measures. For simplicity reasons, we assume all agents have the same probability of being online. Simulations were carried out for a collaborative working group with $I = 20$ participants.

Convergence time. Figure 6 shows the ratio in terms of convergence time of trust-based mechanisms with respect to the round-robin scheme. Interestingly, we remark that trust-based mechanisms yield an improvement in terms of time only when the participant availability is within an interval (around $[0.3, 0.85]$ for our simulation parameters when $t_{min} = 0.5$), while for extreme values convergence is faster with the round-robin mechanism. For low values of the availability, this can be explained in terms of time slots losses (i.e., time slots where no agent edits the document), that occur for our trust-based mechanisms and not for the round-robin. For high values of the availability (take the extreme case where all agents are always available for simplicity), the difference may come from the fact that in the round-robin mechanism, all participants (even the satisfied ones) edit the document. There might be some cases where an agent is already satisfied with the document, but has a very high writing quality: in that case, with the round-robin mechanism the agent will improve the quality of the document significantly (thus benefitting to all participants), while she would not have edited it with a trust-based scheme.

Total effort. The same phenomenon occurs when considering the effort metric when participants are available very often: the round-robin scheme performs better. However this is not true anymore for low availability values since lost time slots have no impact in terms of effort.

Those results are illustrated in Figure 7, that moreover shows that the two trust-based schemes are almost insensitive to participant availability, while the total cost with the round-robin scheme strongly decreases when participants are more frequently available. As a result, when the availability of participants is not known a priori, using trust enables to still control the total amount of effort needed to reach a satisfying document quality.
OpenOffice also allows users to define their own metadata parameters via a user-defined field. We exploit that flexibility by adding four user-defined fields into the metadata of the processed document:

- `transaction_Id` that is a unique identifier for the transaction (i.e., the last edit);
- `E_last`, the evaluation score set by the last editor;
- `Id_nextEditor`, the identity of the next editor (following the trust-based scheme);
- (in order to have a fully decentralized scheme) `trust_records`: that element stores all trust values between participants in a format \([Id_1, Id_2, t_{Id_1, Id_2}]\) that represents the trust value of agent \(Id_1\) on agent \(Id_2\), for all \(Id_1, Id_2 \in I\). Remark that we choose here to regroup all trust values within the document itself (more precisely, in its metadata) so as to prevent the need for extra software or files locally stored by agents. This implicitly means that in a first phase, agents are asked to declare their whole trust vector, which they might be reluctant to do. However, we believe that implementation will be simpler (because it is stand-alone) than other possibilities where trust vectors have to be stored and called locally.

Since the trust values of the type \(t_{k,k}\) always equal 1 for all \(k \in I\), we suggest to use the values \(t_{Id_1,Id_1}\) in `trust_records` to store the quality threshold \(b_{Id_1}\) of each user.

Our plugin interacts directly with OpenOffice menus: when a menu item is selected, the corresponding method of our plugin is called instead of the genuine OpenOffice one. When a participant terminates the editing process, she has to select the Export menu which has been re-implemented by our plugin. The editor is then asked to enter an evaluation score that is then stored in the `E_last` field by our plugin. It also generates an identifier for that transaction, that is stored in the `transaction_Id` field. Finally, our plugin computes satisfaction values based on the identity of the last editor, the fields `trust_records`, `transaction_Id`, and `E_last` values; it then chooses the next participant that has to modify the document according to the policy chosen (round-robin among unsatisfied agents, or least satisfied agent). The corresponding participant identity is then stored in the `Id_nextEditor` field. All those metadata are then saved in the `meta.xml` file. Only the elected participant(s) can then edit the document. When all satisfaction values are above the acceptability threshold, the editing process is considered terminated, and our plugin locks the document to prevent further modifications. To prevent malicious modifications and unauthorized access (to trust values for example), all content is encrypted using an X509 certificate. Only our plugin is able to decrypt that document.

The plugin has been developed using Java technology and relies on OpenOffice (v3.1) Java API. Metadata manipulation is made possible thanks to Java library jOpenDocument [www.jopendocument.org], a GPL free library. Bouncy Castle
free libraries [www.bouncycastle.org] have been used for encryption.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed some new research methods, based on the notion of trust, to improve the process of collaborative document writing. Our simulation results show that trust can help reduce significantly the time and effort spent until a satisfying document version is produced, especially in realistic cases when the number of collaborators is large and collaborators are not always available to edit the document.

We considered a simple model with strong assumptions to highlight some basic phenomena that occur when trust is used in such contexts. However, it would be interesting to extend that model in future work, in different directions. One could be to avoid asking editors to evaluate the document themselves; instead, that could be an incentive to declare an over-estimated score if agents’ interests are not perfectly aligned. A possibility would be that the document be checked and evaluated by some collaborators [1], [19]. That would improve the accuracy of the evaluation score, but would also imply some extra evaluation effort.

Also, our simulations rely on a model of user behavior determining the quality improvement of each edit. Since in reality the contribution of each participant is hard to predict, some experiments of real collaborative work (for example with users jointly producing an OpenOffice document using our plugin) could give more insight about the efficiency of our trust-based mechanisms.

The assumption that we make in this paper, of all collaborators having the same objective, is quite strong. We would like to relax it and introduce some objective misalignment among participants, so that the interaction has to be robust to agent selfishness: to ensure that property, the system should be studied as a noncooperative game [20], for which the agent equilibrium strategies should lead to a satisfying outcome.

As another research direction, we would also like to consider the possibility for agents to update their trust vector during the document development process, based on their perception of the contributions from their peers, as is suggested in [21] to detect malicious agents.

Finally, the probabilistic interpretation of the satisfaction value computation could be continued and enriched, in two directions:

- that computation could be based not only on the last version but also on the previous ones (e.g., if some participants do not know the last editor but highly trust the previous one),
- the trust values could be multidimensional, for example following the representation introduced in [22].
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