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1 INTRODUCTION

Peer-to-peer (P2P) systems represent a significant part of all Internet traffic. They provide scalable content distribution for cheap and resist to censorship attempts [1]. However, P2P networks mainly distribute immutable content and provide poor support for highly dynamic content produced by collaborative systems such as wikis, collaborative editors or version control systems. Our objective is to develop models and algorithms that allow deploying efficiently distributed collaborative systems such as Wikipedia on P2P networks.

Managing highly dynamic contents on P2P networks raises the issue of consistency enforcement with P2P constraints such as the unknown number of peers, the high degree of churning and network failures.

A new class of algorithms called CRDT (Commutative Replicated Data Type) [2], [3], [4] is emerging for ensuring consistency of highly dynamic content on P2P networks. Unlike traditional optimistic replication algorithms [5], they do not require to detect the concurrency between operations in order to ensure the CCI (Causality, Convergence and Intention) consistency [6] required for distributed collaborative systems. CRDT algorithms rely on natively commutative operations defined on abstract data types such as lists or ordered trees. Operations are generated on a site, broadcasted to other sites and simply re-executed. As operations are natively commutative, they do not require a merge algorithm or an integration procedure to enforce convergence consistency.

However, if prior works on CRDT algorithms [2], [4], [7], [8] support the “edit anywhere, anytime” feature, they do not support the “undo anywhere, anytime” feature [9]. Collaborative editing without the undo feature is harmful for the following reasons:

- Undo is a user-required feature. Indeed, users can use the undo feature as a powerful way to recover from their proper errors or even from error made by other users,
- In collaborative editors, when two or more users modify the same data, the system proposes a document based on all modifications. This proposal is a best-effort and may not be the result expected by users. The undo feature is useful to recover from unexpected results,
- We consider a P2P Collaborative Editing Systems (CES) as an open system where anyone can join and leave. Since anyone can join, malicious users can also join. As a result, the undo feature can be used to remove the impact of vandalism acts. For instance, in the Wikipedia article “Georges.W Bush”, one third of all modifications are “undo” [10].

Supporting the most general kind of undo is hard to achieve [11], [12], [13], [14] in CES. Indeed, the system must deal with concurrent “do”, undo, and redo operations. The naive conception of the undo feature simply relies on using the inverse operation. Unfortunately, such mechanism fails to provide directly a correct undo mechanism. For instance, let’s consider a collaborative editor for text document where two users undo concurrently the deletion of a line. If undo is realized through inverse operation, each undo generates an insertion of a line, and the resulting document contains twice the same line. Unfortunately, the correct result [15] is a document containing only one line.

In this paper, we present the Logoot-Undo CRDT algorithm that integrates the “undo anywhere, anytime” feature. We compare the performance of the proposed algorithm with related algorithms and measure the impact of the undo feature on the global performance.
of the algorithm. We prove that the cost of the undo feature remains low on a corpus of data extracted from Wikipedia.

2 P2P COLLABORATIVE EDITING SYSTEM

We make the following assumptions about P2P networks and P2P Collaborative Editing Systems (P2P CES).

A P2P network is composed of an unbounded set of peers. Each peer has the same role. We assume each peer possesses a unique site identifier. Peers can enter and leave the network arbitrary fast bringing churn in the network.

We do not make assumptions about the structure of the overlay network. The network can be structured or unstructured. We assume that, for efficiency and fault-tolerance reasons, the content on the network is replicated. This replication can be either total [16] – i.e., each peer owns a replica – or partial [17], [18]. In CES, to achieve high responsiveness and high concurrency, a user can modify a replica at any time [19]. Local modifications are eventually received by all other peers. We make no assumptions about their propagation time. When a peer receives a modification, it replays it on its local replica. Thus, replicas are allowed to diverge in the short time. This kind of replication is known as optimistic replication [5] (or lazy replication).

The dissemination mechanism of the local modification through the P2P network is not specified in this article. For instance, it can be achieved with a scalable causal broadcast [20].

According to [6], a collaborative editing system is considered as correct if it respects the CCI criteria:

**Causality:** All operations ordered by a precedence relation, in the sense of the Lamport’s happened-before relation [21], are executed in the same order on every replica.

**Convergence:** The system converges if all replicas are identical when the system is idle: eventual consistency [22].

**Intention preservation:** The expected effect of an operation should be observed on all replicas. A well-accepted definition of operations intentions for textual documents is:

- **delete** A deleted line must not appear in the document unless the deletion is undone.
- **insert** A line inserted on a peer must appear on every peer. And, the order relation between the document lines and a newly inserted line must be preserved on every peer (as long as these lines exist) [23].
- **undo** Undoing a modification makes the system return to the state it would have reached if this modification was never produced [15].

Finally, we want to build collaborative editing systems respecting CCI consistency model and supporting P2P constraints such as:

**Scalability:** The system must handle the addition of users or objects without suffering a noticeable loss of performance [24].

**Churn:** Peers can enter and leave the network at any time.

**Unknown number of peers:** We consider that knowing the exact number of peer at one time is not a realistic hypothesis in dynamic networks such as P2P networks.

**Failures:** Peers are subject to failure, i.e., any peer can crash at any time without warning other peers.

3 RELATED WORK

Most CES belong to the Operational Transformation [25] (OT) framework. Some approaches [23], [26], [27] do not support the undo feature while other approaches [9], [28] offer an undo mechanism. OT approaches require to detect the concurrency between operations which is costly to achieve in P2P environments. Most OT approaches use state vectors or central timestamper to provide this feature. As a consequence, they do not scale and do not support network churn.

MOT2 [29] is a P2P pair-wise reconciliation algorithm in the OT approach. Contrary to the other OT approaches, MOT2 does not require the use of state vectors or central service. The algorithm requires transformation functions satisfying some properties [30]. To our best knowledge, the only transformation functions usable with MOT2 are the Tombstone Transformation Functions [31] (TTF) whose main idea is to replace deleted lines by tombstones. An undo feature for MOT2 is proposed in [30]. Unfortunately, to detect the concurrency between operations, MOT2 propagate up to all known operations on each reconciliation. Thus, the dissemination mechanism generates high traffic and leads to low convergence.

WOOKI [32] is a P2P wiki system which is based on WOOT [3]. The main idea of WOOT is to treat a collaborative document as a Hasse diagram which represents the order induced by the insert operations. Therefore, the WOOT algorithm computes a linear extension of this diagram. WOOKI barely respects the CCI correction criteria. Indeed, the causality is replaced by preconditions. As a result, the happened-before relation can be violated in some cases. The convergence is ensured by the algorithm and by using tombstones. Since tombstones cannot be removed without compromising consistency, performance degrades during time. In [33], the authors propose an undo feature for WOOKI. In this paper, our goal is to propose a similar feature for Logoot without using tombstones.

TreeDoc [7] is a collaborative editing system which uses a binary tree to represent the document. Deleted lines are also kept as tombstones. The authors propose a kind of “2 phase commit” procedure, called “flatten”, to remove tombstones. Unfortunately, such a procedure cannot be used in an open-network such as P2P.
environments. However, this approach proposes also an interesting general framework called Commutative Replicated Data Type (CRDT) to build distributed collaborative editors ensuring CCI criteria. More recently [2], the authors propose a new version of TreeDoc. The major improvement resides in a unilateral leaf tombstone removal feature. However, the flatten procedure is still required to keep good performances when the number of edits grows. Unfortunately, the undo feature is not supported.

In [8], the authors propose a distributed replication mechanism in the CRDT framework which ensures the CCI criteria but using tombstones and vector clocks. They do not propose an undo mechanism.

DTWiki [34] is a disconnection tolerant wiki based on TierStore, itself based on Delay-Tolerant Network. Causality is achieved in DTWiki using version vectors. In DTWiki, conflict resolution slightly differs from approaches like WOOKI or TreeDoc. Indeed, in case of concurrent modifications of the same wiki page, DTWiki generates one revision per concurrent modifications. Revisions are not automatically merged, even in case of non-conflicting modifications. On the contrary, all approaches considered above, automatically merged concurrent modifications. The undo feature is not supported.

Distriwiki [35] is a P2P wiki system based on JXTA. Unfortunately, the authors do not discuss of the concurrent updates case. Distriwiki does not support the undo feature.

4 Editing a Logoot-Undo Document

Logoot-Undo approach belongs to the CRDT framework [2] whose main idea is to provide a genuine commutativity between concurrent operations. When the data type is an ordered list, such as a text document, commutativity between insertions in the list can be obtained with a unique and totally ordered identifier for each line (or each character).

In this section, we present the part of the Logoot-Undo approach that can be used without undo.

4.1 Logoot-Undo model

The main idea is to associate an identifier to each line. This line identifier must be unique, dense and totally ordered.

Definition 1: • A position is a tuple \( (i, s, c) \) where \( i \) is a digit, \( s \) a peer identifier and \( c \) a clock value.

• A line identifier is a non-mutable list of positions. Let \( \langle i_n, s_n, c_n \rangle \) be the last position of a line identifier, \( s_n \) is the site identifier of the peer that created the line and \( c_n \) the value of its clock during the creation of this line.

We assume that each peer has a unique site identifier and a clock. Any base for the digit \( i \) of position tuples can be chosen. We call \( BASE \), the chosen base. For instance, in our experiments, we choose \( BASE = 2^{64} \), and thus \( i \) is an standard unsigned integer. According to the above definition, line identifiers are unique in time and space. To obtain a total order between identifiers, we use the following definition.

Definition 2: • Let \( P = p_0, p_1 \ldots p_n \) and \( Q = q_0, q_1 \ldots q_m \) be two identifiers, we get \( P \prec Q \) if and only if \( \exists j \leq m. (\forall i < j. p_i = q_i) \land (j = n + 1 \lor p_j <_{id} q_j) \)

• Let \( p = \langle i_1, s_1, c_1 \rangle \) and \( q = \langle i_2, s_2, c_2 \rangle \) be two positions, we get \( p <_{id} q \) if and only if \( i_1 < i_2 \), or \( i_1 = i_2 \) and \( s_1 < s_2 \), or \( i_1 = i_2 \) and \( s_1 = s_2 \) and \( c_1 < c_2 \).

Finally, a Logoot-Undo model looks like Figure 1 where \( (0, NA, NA) \) and \( (MAX, NA, NA) \) — with \( MAX = BASE - 1 \) — are special identifiers marking the beginning and the end of the document.

![Fig. 1. Logoot-Undo model](image)

The identifiers are stored in the identifier table which is a separate storage from the document lines. As a result, the Logoot-Undo approach does not modify the document model which makes its integration into existing CES easier.

Moreover, the mapping cost between the document and the identifiers table is constant. Indeed, to retrieve the identifier of the \( i^{th} \) line, we just have to read the \((i + 1)^{th}\) element of the identifier table.

We have now defined our data model, the following sections discuss of the modification this data type. Firstly, we consider modifying the document using regular edit actions. Then we focus on undoing existing modifications.

4.2 Modifying a Logoot-Undo document

We assume that a user can modify the document by inserting or deleting lines. Each operation made to the document implies a modification of the associated identifiers table. We assume that a document and the associated identifiers table are modified through atomic changes.

Then, deleting a line in the document requires to remove the identifier associated to this line. Similarly, inserting a line in the document requires to insert an identifier for this line. When a line is created between a line with identifier \( x \) and a line with identifier \( y \), a new identifier \( z \) is computed. To respect the intention preservation criterion, we need that \( x < z < y \).

Any strategy to construct \( z \) can be chosen : randomly between \( x \) and \( y \), at the center of \( x \) and \( y \), near to \( x \) or to \( y \), ... Moreover, each peer can choose arbitrary any strategy that respects intentions. A peer can also change its strategy at any time without warning other peers.
we define the function \(\text{generateLineId}()\) by contiguous blocks. Lines inserted by a patch are often contiguous or group by contiguous blocks.

To apportion the line identifiers of a block of size \(N\), we define the function \(\text{generateLineId}(p,q,N,boundary,s)\) that, on a site \(s\), generates \(N\) identifiers between the line identifier \(p\) and the line identifier \(q\). The algorithm uses numbers in base-\(\text{BASE}\). To obtain short line identifiers, the generation algorithm firstly selects the smallest equal length prefixes of \(p\) and \(q\) spaced out at least \(N\). Then it apportions randomly the constructed identifiers using \(\text{boundary}\) to limit the distance between two successive line identifiers. Let’s call this strategy: “Boundary Strategy”. The randomization helps to restrain two different replicas to generate concurrently the same choice, and thus to reduce the growing rate of the line identifiers.

```plaintext

function \(\text{generateLineId}(p,q,N,boundary,s)\)
let \(\text{list}:=\emptyset\);
index := 0;
boundary := 0;
while ( \(\text{boundary} < N\) )
index++;
boundary := \(\text{prefix}(q,\text{index}) - \text{prefix}(p,\text{index}) - 1\);
endwhile // Finds a place for \(N\) identifiers
let \(\text{step}:=\text{min}(\text{boundary}/N,\text{boundary})\);
let \(r:=\text{prefix}(p,\text{index})\);
for \(j:=1\) to \(N\)
\(\text{list.add}\!(\text{constructId}(r+\text{Random}(1,\text{step}),p,q,site))\);
\(r:=r+\text{step}\);
done
return \(\text{list}\);

\(\text{// Constructs } N \text{ identifiers}\)
```

The function \(\text{prefix}(p, i)\) returns a number in base-\(\text{BASE}\). The digits of this number are the \(i\)th first position digits of \(p\) filled with 0 if \(|p| < i\). The function \(\text{constructId}(r, p, q, site)\) is defined beside.

```plaintext

function \(\text{constructId}(r, p, q, site)\)
let \(id:=\emptyset\);
for \(i:=1\) to \(|r|\)
do
\(d:=i\)th digit of \(r\)
if ( \(d= p,\text{digit}\) )
\(s:=p,\text{siteid}; c:=p,\text{clock}\)
elseif ( \(d= q,\text{digit}\) )
\(s:=q,\text{siteid}; c:=q,\text{clock}\)
else
\(s:=site,\text{identifier}; c:=site,\text{clock}++\)
fi;
\(id:=id, (d, s, c)\);
done;
return \(id\);
end;
```

For instance, assume that \(\text{BASE} = 100\) and \(\text{boundary} = 10\), and there is a site identified by \(s\) with a clock value of \(h\) that wants to insert \(N\) lines between two lines identified by \(p = (2, 4, 7)(59, 9, 5)\) and \(q = (10, 5, 3)(20, 3, 6)(3, 3, 9)\). The \(\text{generateLineId}\) algorithm firstly finds a place for the \(N\) lines between the shortest possible prefixes of \(p\) and \(q\).

1) \(\text{prefix}(p,1) = 2_{100}\) and \(\text{prefix}(q,1) = 10_{100}\), thus there are 7 (i.e., \(10 - 2 - 1\)) identifiers available between prefixes of size 1,
2) \(\text{prefix}(p,2) = 2.5_{100}9_{100}\) and \(\text{prefix}(q,2) = 10.20_{100}\), thus there are 760 (i.e., \(1020 - 259 - 1\)) identifiers available between prefixes of size 2,
3) \(\text{prefix}(p,3) = 2.5.0_{100}9_{100}\) and \(\text{prefix}(q,3) = 10.20.3_{100}\), thus there are 76102 (i.e., \(102003 - 25900 - 1\)) identifiers available between prefixes of size 3, etc.

Once selected the shortest possible prefixes according \(N\), the algorithm constructs randomly the \(N\) identifiers.

1) if \(0 < N \leq 7\), the identifiers are apportioned in the set \(\{(x,s,h)\mid x\in\{2,10\}\}\),
2) if \(7 < N \leq 760\) the identifiers can be generated in the set of the 760 available identifiers:
   \(\{(2,4,7)(x,s,h)\mid x\in[59,100]\}\)
   \(\cup\{(y,s,h)(x,s,h)\mid y\in[2,10], x\in[0,100]\}\)
   \(\cup\{(10,5,3)(x,s,h)\mid x\in[0,20]\}\)
   etc.

The distance between the identifiers of two successive lines does not exceed \(\text{min(\text{prefix}(p, i+1) - \text{prefix}(p, i))}\). Thus, the boundary allows grouping the line identifiers and leaving space for subsequent insertions. For instance, in the above example, with \(N = 23\), line identifiers are apportioned in the set of the \(N \times \text{boundary} = 230\) first available identifiers (i.e., between \(p\) and \(4.(s,h)\|89, s, h\)) and not the whole 760 like in the “Random strategy” (see Figure 2).

![Logoot identifiers space using boundary](image)

**Fig. 2.** Logoot identifiers space using boundary

### 4.4 Propagating “edit” changes

An operation is created for each modification on the document. An operation is either an insertion or a deletion. For each insertion, we create an operation “Insert(id, content)” where \(id\) is the identifier of the inserted line and \(content\) the content of the inserted line. Similarly, we create an operation “Delete(id, content)” for each line deleted from the document.

Operations are grouped in patches and sent to all other replicas to be integrated. We assume that each patch is delivered once and only once to each replica. To achieve this property, we can use a reliable broadcast that use a

1. We use the ISO interval notation: \(x \in [a, b]\) means \(\{x \mid a \leq x < b\}\)
unique identifier to each patch to check for patch duplication. Therefore, for each operation received, a replica has to update both identifiers table and document.

```
function execute(patch)
    for op in patch do
        switch (op):
            case Insert(id, content):
                position := idTable.binarySearch(id);
                document.insert(position, content);
                idTable.insert(position, id);
            case Delete(id, content):
                position := idTable.binarySearch(id);
                if (IdTable[position] = id) then
                    document.remove(position, content);
                    idTable.remove(position, id);
                fi
        end;
    end;
end;
```

Both line insertion and removal can be executed in a logarithmic time according to the number of lines in the document and constant according to the number of users in the P2P network. Indeed, we simply use the binary search algorithm to find the position of the smallest line identifier greater or equal in the identifiers table and insert or delete the content in the document at the same position.

Also, the integration of a delete operation can safely remove the line from the document model, since the total order between remaining lines is not affected. The algorithm only verifies that the line has not been already deleted by a concurrent delete operation.

Logoot supports disconnected work. Indeed, thanks to unique identifiers, operations generated on a replica when the hosting peer is disconnected can be sent when the peer joins back the network. We assume it’s also the case when a peer crashes between the local modification and the patch dissemination.

5 Modifying a Logoot-Undo Document Using “undo” Messages

To obtain an undo and redo mechanism that respects the intention preservation criterion, we work at two levels. At the patch level, we add a degree to decide in presence of concurrent undo and redo if the patch must be reversed or reapplied. At the line level, we add a visibility degree to decide in presence of all different operations (insert, delete, and their undo) if the line must be visible or not.

Messages disseminated between Logoot-Undo peers can be 1) a patch, i.e., a set of insert and delete operations, 2) or an undo (or a redo) of a given patch identifier.

5.1 History Buffer

Each site stores patches in a collection $HB$ named history buffer. We make no assumptions about the nature of $HB^2$. We only assume that $HB$ allows retrieving a patch by its identifier in a reasonable time.

A patch contains at least one operation and contains only operations made by the same site. Each patch is identified by a unique identifier.

5.2 Undoing/Redoing patches

When a user wants to undo a patch, the document must return to a state in which the patch modifications was never performed according to the undo intention definition.

This definition implies two cases:
- the patch is already undone and the document must not be changed,
- the patch must be disabled and its effect must be removed.

Moreover, since the action of undoing a patch is also an edit of the document, users must be able to undo an undo modification, this is called redo. Similarly, according to the undo definition, if a patch is already redone, the action of redo has no effect, otherwise, we must re-apply its effect.

Thus, the system must know if a patch is enabled or not. Moreover, the system has to know how many times a patch has been undone or redone as illustrated in Figure 3.

Assume that two sites, called Site1 and Site2, initially on state “ ”, have received the same patch $P_1$ bringing to state “A”. Concurrently, both sites decide to undo this patch. Consequently, Site1 generates a message $M_1 = undo(P_1)$ while Site2 generates $M_2 = undo(P_1)$. Then, Site2 chooses to redo this patch: $M_3 = redo(P_1)$. Finally, each site receives each other messages. Site1 has received both “undo” and then the “redo”. If the system just knows that $P_1$ is undone, the “redo” will reapply $P_1$. Unfortunately, this example violates the definition. Indeed, if the message $M_2$ was never produced, the only remaining edit is $M_1$, then the $P_1$ must remain undone.

As a result, we propose to associates an integer called degree to each patch. This degree indicates whether the patch is applied or not in the current state of the document. The degree of a patch is 1 at the reception, it decreases by one at the execution of an undo and increases it by one for a redo. Then, a patch is undone if its degree is strictly inferior to 1. To remove the effect of a patch $P$, we execute its inverse inverse($P$), i.e., we execute delete($i, c$) for each insert($i, c$), and insert($i, c$) for each delete($i, c$) in $P$.

```
function deliver(message)
    switch (message)
        case patch:
            execute(patch);
            $HB.add(patch)$;
            patch.degree := 1;
        case Undo(patchID):
            break;
        fi
    end;
end;
```

2. $HB$ can be for instance a hash table, an ordered list, a causality graph, etc.
patch := HB.get(patchID)
patch.degree --;
if (patch.degree = 0) then
execute(inverse(patch))
fi
end;
end;

Thus, in the example Figure 4, Site1 will compute a degree of 0 and will not reapply P1.

5.3 Operation intention preservation

The patch degree allows managing concurrent undo/redo of the same patch, but lines can be deleted/reinserted concurrently by different patches.

For instance, let’s assume that two sites host the same content (Figure 5). Concurrently, the first site removes the third line and adds a line at the end while Site 2 removes all lines from the document. Therefore, the third line was deleted by both sites. Finally, Site 1 undoes Site 2’s modification. According to the undo intention preservation, the correct result is “ABD”, i.e., the state before the reception of P2.

With the execute function of Section 4.4, every insert operation has an effect. When inverse(P2), which contains the insertion of ‘C’, is applied, the line ‘C’ appears in the document. However, according to intention preservation, when Site2’s modification is undone, Site1 deletion is the only modification effective, hence, the ‘C’ line must not appear in the document.

Thus, to know whether a line must appear or not in the document, we must know how many delete operations are undone and redone. For instance, in Figure 5, two delete operations are actives concerning the third line. Therefore, when Site 2’s deletion is undone, there is still one delete operation active, hence, we do not reinsert the third line.

We propose a solution based on the computation of the line visibility degree. When a line is created, it has a visibility degree of 1. Each time the line is deleted, we decrease its visibility degree. Similarly, when a delete is undone (or an insert redone), we increase the line visibility degree. A line with a visibility degree of 1 is said visible and appears in the document. Otherwise, the line is said invisible and does not appear in the document. For instance, on Site 1 of Figure 5, line ‘C’ have a visibility degree of

- 1 initially
- 0 after executing the patch P1
- -1 after executing the patch P2
- 0 after executing Undo(P2)
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Fig. 5. Undo intention preservation

To compute the visibility degree of a line, different solutions can be built. A naive solution consists in walking the history buffer and counting operations in the active patches. Such an algorithm does not require additional storage but has a complexity proportional to the number of operations ever produced: \(O(N)\). Another solution is the usage of tombstones. However, such tombstones do not need to be included in the document (contrary to the other tombstone-based approaches). Indeed, we use a special data structure called cemetery.

5.4 Cemetery

The cemetery is a hash table whose keys are line identifiers and values are visibility degrees. Fortunately most of the lines inserted in the document are not present in the cemetery:

- each line present in the document has a visibility degree of 1, hence, we do not store degrees for lines present in the document,
- lines with a visibility degree of 0 are not present in the cemetery.

Therefore, the cemetery contains only pairs \((id, degree)\) where the degree is strictly less than 0, i.e., pairs for lines which have been deleted concurrently. As a result, we expect the cemetery memory overhead to be very low in systems with few concurrent editions.

The cemetery has two main methods:

- cemetery.set\((id, degree)\): inserts the pair \((id, degree)\) in the cemetery. If the id is already present, the old value is overwritten. If degree = 0, the pair is removed from the cemetery.

The execute function presented below is in charge of managing the visibility of the lines. The function applies the effect of an insert operation when the degree of the line becomes 1 and respectively it applies the effect of a delete operation when the degree becomes 0.

```python
function execute(patch):
    for op in patch do
        switch (op)
            case Insert\((id, content)\):
                degree := cemetery.get\((id)\) + 1;
                if (degree = 1) then
                    position := idTable.binarySearch(id);
                    document.insert(position, content);
                    idTable.insert(position, id);
                else
                    cemetery.set\((id, degree)\);
                fi
            case Delete\((id, content)\):
                position := idTable.binarySearch(id);
                if (IdTable[position] = id) then
                    document.remove(position, content);
                    idTable.remove(position, id);
                    degree := 0;
                else
                    degree := cemetery.get\((id)\) - 1;
                fi
                cemetery.set\((id, degree)\)
            end;
        done
    end;

Finally, Figure 6 illustrates the behavior of the cemetery.

6 Correctness of the Approach

Since the correctness of CES systems rely on the CCI criteria, we have to verify that Logoot-Undo respects causality, eventual consistency and intention preservation.

6.1 Causality

To ensure causality, we can use a scalable causal broadcast such as [20]. We could also use a probabilistic causal broadcast [36] in association with causal barriers [37], whose size is lower than vector clocks.

However, contrary to other OT or CRDT approaches, Logoot-Undo does not require causality to ensure eventual consistency. The reason is that every couples of operations commute (not only concurrent ones). Even the insertion of a line and its deletion. Indeed, a line can be “deleted” (visibility degree becomes −1) before being “inserted” (visibility degree becomes 0).

Thus, according to the targeted application, causality preservation can be removed. Also, a bounded – and thus scalable – mechanism that offers a good ordering accuracy from the user’s point of view such as plausible clock [38] can be used.
Fig. 6. Undo intention preservation with Cemetery

6.2 Eventual Consistency

To ensure convergence in the CRDT framework, the concurrent operations must commute. If line identifiers are unique, non mutable, and totally ordered, the different sites can apply any series of insert operations in any order and obtain the same result.

**Lemma 1:** Line identifiers are unique (i.e., there cannot be two different lines with the same identifier).

*Proof:* The last position of each line identifier contains the unique site number and the local clock of the site which generates the line. We assume that one site will not generate an identifier already in the document. Since, the pairs \((\text{sid, clock})\) are unique, line identifiers are unique.

**Lemma 2:** When all sites have received all modifications, all sites have the same history buffer configuration.

*Proof:* On each site, we get that the degree of a patch is equal to 1 minus the number of received Undo of this patch plus the number of received Redo. Since we assume that every message is eventually deliver once to all sites, all sites have the same set of patches with each the same degree, and thus the same HB configuration.

**Lemma 3:** For one history buffer configuration, a line has one visibility degree.

*Proof:* Let’s assume that a line with identifier \(id\) is inserted by a patch \(P_0\). Let’s call \(P_1, \ldots, P_n\) all patches that deletes the line identified by \(id\). The visibility value \(deg\) is:

\[ deg(id, P_0, \ldots, P_n) = enable(P_0) - \left( \sum_{i=1}^{n} enable(P_i) \right) \]

with

\[ enable(P_j) = \begin{cases} 0 & \text{if } P_j.\text{degree} < 1 \\ 1 & \text{else} \end{cases} \]

As a result, the visibility degree of a line depends only on the history buffer configuration.

**Theorem 4:** Logoot-Undo ensures eventual consistency.

*Proof:* Since all modifications are eventually received, all sites have the same history buffer and the same visibility degree for each line. Thus each site has the same cemetery.

By definition, the identifiers table contains only identifiers with a visibility degree of 1. Since identifiers are unique and totally ordered, all sites have the same identifiers table. Finally, since one identifier corresponds to only one content, all sites have the same document.

6.3 Intention preservation

**Lemma 5:** Logoot-Undo respects delete operation intention.

*Proof:* Equation (1) shows that the degree of a line can be at most 0 when a patch containing a delete operation of that line is enabled. Finally, with such degree, the line does not appear in the document.

**Lemma 6:** Logoot-Undo respects insert operation intention.

*Proof:* Since positions are non-mutable and totally ordered, the order of lines observed on the generation replica will be preserved on other replicas.

**Lemma 7:** Logoot-Undo respects undo intention.

*Proof:* Starting from the same assumptions as the proof of lemma 3, assume that a patch \(P_j\) is undone. As a consequence, we have \(\text{Enable}(P_j) = 0\) by definition. According to Equation (1), we can directly write:

\[ deg(id, P_0, \ldots, P_n) = deg(id, P_0, \ldots, P_{j-1}, P_{j+1}, \ldots, P_n) \]

As a result, all lines have the degree they would have if \(P_j\) was never executed. Since the document contains all lines whose degree is 1, the document returns in the state it would have reached if \(P_j\) was never produced.

**Theorem 8:** Logoot-Undo respects intention preservation.

*Proof:* According to lemmas 5, 6 and 7, Logoot-Undo ensures the intention of all considered operations. As a result, Logoot-Undo ensures intention preservation.
6.4 Complexity analysis

When building a line identifier of size \( k \), the generation algorithm looks for the smallest \( index \) value. For each increment, we compute an interval. Thus, assuming that the interval is computed incrementally, the time complexity of the generation algorithm is \( O(k) \).

The integration algorithm uses the binary search algorithm to find a position. Therefore, this algorithm makes at most \( \log(n) \) comparisons, where \( n \) is number of lines in the document, and each comparison costs \( O(k) \). Therefore, its time complexity is \( O(k, \log(n)) \).

The size of line identifiers also affects the space complexity of the model storage which is \( O(k.n) \): one identifier per line.

The tombstones-based approaches (WOOT and MOT2) have a complexity impacted by the presence of tombstones in the document. Indeed, to find an identifier or a position they must walk the model. Thus, they have a complexity relative to \( N \): the number of elements in the model. \( N \) is equal to \( n \) plus the number of tombstones.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Logoot-Undo} & \text{Generation} & \text{Insertion} & \text{Deletion} & \text{Model} \\
\hline
\text{WOOT} & O(k) & O(k, \log(n)) & O(k, \log(n)) & O(k.n) \\
\hline
\text{MOT2} & O(N) & O(N^2) & O(N) & O(N) \\
\hline
\end{array}
\]

\( k \), the size of line identifiers is unbounded. Theoretically, the size of line identifiers can grow each time a line is inserted. Therefore, in the worst case, we have \( k = N \). Thus, if no line is ever removed, the size of the document model overhead can be \( \sum^N i = O(N^2) \).

[4] shows that \( k \) remains low without considering undo actions. Now, we have to verify that the novel strategy and the undo feature do not increase \( k \) in an unacceptable rate.

7 Evaluation

In this section, we present the experimentation made to compare Logoot-Undo to existing approaches. These experimentations are conducted to verify the following hypothesis:

- The Boundary Strategy (see Section 4.3) gives better results than the Random Strategy.
- Logoot-Undo performances – impacted by \( k \) value – scales better than tombstone-based approaches even in case of undo.

This experimentation was conducted, first, on a set of “extreme” pages to stress our algorithm scalability in presence of a great number of edits or lines, second, on a set of “regular” wiki pages.

7.1 Methodology

In order to verify our hypothesis, we replay the modifications applied to some Wikipedia pages in different collaborative editing systems.

To replay Wikipedia pages histories, we use the MediaWiki API \(^3\) to obtain an XML file containing the revisions of a specific Wikipedia page. Then, using a diff algorithm [39], we compute the modifications performed between two revisions. These modifications are simply re-executed in our model. Since our approach generates each identifier randomly, we re-executed ten times each page history to obtain average values.

The only considered undo actions are reverts. A revert consists in restoring an old version, i.e., undoing all modifications made after this version. Reverts are detected by comparing the content of the wiki pages with the 10th previous revisions. For each pages, we show the results with and without the undo feature.

We measure the overhead for WOOT [32], [33], MOT2 [29] and Logoot-Undo.

Concerning Logoot-Undo, we make the experiments for the Random Strategy [4] and for the Boundary Strategy (Section 4.3). We arbitrary set the Boundary to 1 million. In our implementation, we use 8-bytes integers, hence, a position contains 20 bytes (one integer, the site identifier and 4 bytes for a logical clock).

Concerning MOT2 [29], in order to support the undo feature, we use it combined with the TTF transformation functions [31] extended for undo support [30].

The overhead of WOOT and MOT2 are directly computed from the number and the type of operations performed on the document. Indeed, WOOT adds one “id” per inserted line, hence, its overhead is directly proportional to the number of insert operations. MOT2 simply replaces deleted lines by a tombstone, therefore, its overhead is directly proportional to the number of delete operations.

We have considered four categories of pages.

The most edited pages: These pages are not encyclopedic articles. They can be discussion pages, forums or special pages mostly edited by bots. Such pages contribute widely in Wikipedia articles quality since they offer communication and coordination between Wikipedia users. In such pages, there is a lot of editions and the number of reverts highly depends on the considered page. For instance, in the page 1, around 18% of edits are reverts while in the page 7, reverts represent less than 0.002% of edits.

The most edited articles: These are the most edited regular Wikipedia pages. In such pages, due to vandalism and "edit warring", reverts occupy a wide part of all edits. Indeed, in the considered pages, between 11% and 37% of edits are revert actions.

The longest articles: The longest articles of Wikipedia are often lists of items. The ranking below is subject to important changes due to Wikipedia splitting policy. Indeed, for readability concerns, users are advised to split longest articles into several parts. These pages are poorly edited and contains few reverts.

Random articles: We have firstly selected 1000 random articles. Due to the presence of "stubs", these pages are in average poorly edited. We have also randomly selected 1000 articles from the Wikipedia categories "Good Articles" and "Featured Articles". These articles meet quality criteria defined by the Wikipedia's editors. We choose these categories of articles since they meet the Wikipedia encyclopedic goal. Thus, they represent the aim of every Wikipedia article. In average, "Featured Articles" contain more edits than "Good Articles" which contain more edits than completely random ones. These data already show that a lots of edits are necessary to achieve encyclopedia goals.

For these four categories, we are interesting in the following values:

- Identifier size: For each category, we compute the average – over the last 100 editions – size of line identifiers.
- Memory overhead: For each of the treated pages, we present the average – over the last 100 editions – relative overhead of Logoot-Undo, WOOT and MOT2 approaches.

7.2 Results

Since the algorithmic complexity of Logoot depends on $k$ – i.e., the average length of the line identifiers – this value must be as low as possible. Figure 7 shows that $k \leq 1.5$ for both strategy and for every page category except most edited pages. For the most edited pages, the Random Strategy obtains poor results in case of $k = 0.24.9$ while Boundary Strategy generates only positions of size 3.4 in average.

The following subsections presents the detailed comparison between the different approaches for each category. The presented overhead is the extra memory required to use these approaches. Values are presented relative in percentage. I.e., an overhead of 400 means 4 times (400%) the average size of the document.

7.2.1 Most edited pages

Figure 8 shows that the Random Strategy of Logoot-Undo gives acceptable results without the undo feature. Unfortunately, the introduction of the undo feature degrades Logoot-Undo performances and the overhead reaches very high values such as 255 times the document size. However, it remains smaller than the huge overheads of WOOT or MOT2. On the contrary, the Boundary Strategy generates the smallest overhead in average.

Figure 9 shows the overhead on a logarithmic scale of all considered approaches with undo. Except for the page 10, the Boundary Strategy provides the smallest overhead.

7.2.2 Most edited encyclopedic pages

Concerning the most edited articles (see Figure 10), Logoot-Undo has a very low overhead of around 10% with both strategies. Boundary Strategy generates a
<table>
<thead>
<tr>
<th>Page</th>
<th>Logoot-Undo</th>
<th>Most edited pages</th>
<th>Most edited articles</th>
<th>Longest articles</th>
<th>Good articles + Featured articles</th>
<th>Random articles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no undo</td>
<td>undo</td>
<td>no undo</td>
<td>undo</td>
<td>undo</td>
<td>undo</td>
</tr>
<tr>
<td>Random Strategy</td>
<td>12.2</td>
<td>624.9</td>
<td>1.0</td>
<td>1.0</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Boundary Strategy</td>
<td>3.0</td>
<td>3.4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.3</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Fig. 7. Average number of positions per line identifier.

<table>
<thead>
<tr>
<th>Page</th>
<th>Logoot-Undo</th>
<th>Tombstone based approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random Strategy</td>
<td>Boundary Strategy</td>
</tr>
<tr>
<td></td>
<td>Nb of tombstones</td>
<td>WOOT</td>
</tr>
<tr>
<td></td>
<td>no undo</td>
<td>undo</td>
</tr>
<tr>
<td>1</td>
<td>27.8</td>
<td>27.8</td>
</tr>
<tr>
<td>2</td>
<td>22.7</td>
<td>17.7</td>
</tr>
<tr>
<td>3</td>
<td>20.2</td>
<td>20.2</td>
</tr>
<tr>
<td>4</td>
<td>18.6</td>
<td>12.6</td>
</tr>
<tr>
<td>5</td>
<td>52.0</td>
<td>16.8</td>
</tr>
<tr>
<td>6</td>
<td>27.7</td>
<td>27.7</td>
</tr>
<tr>
<td>7</td>
<td>12.4</td>
<td>14.8</td>
</tr>
<tr>
<td>8</td>
<td>57.6</td>
<td>25.8</td>
</tr>
<tr>
<td>9</td>
<td>37.9</td>
<td>10.2</td>
</tr>
<tr>
<td>10</td>
<td>59.4</td>
<td>8.9</td>
</tr>
<tr>
<td>Average</td>
<td>118.6</td>
<td>65.8</td>
</tr>
</tbody>
</table>

Fig. 8. Relative overhead for the most edited wiki pages.

<table>
<thead>
<tr>
<th>Page</th>
<th>Logoot-Undo</th>
<th>Tombstone based approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random Strategy</td>
<td>Boundary Strategy</td>
</tr>
<tr>
<td></td>
<td>Nb of tombstones</td>
<td>WOOT</td>
</tr>
<tr>
<td></td>
<td>no undo</td>
<td>undo</td>
</tr>
<tr>
<td>11</td>
<td>8.3</td>
<td>8.3</td>
</tr>
<tr>
<td>12</td>
<td>15.7</td>
<td>15.7</td>
</tr>
<tr>
<td>13</td>
<td>8.3</td>
<td>8.3</td>
</tr>
<tr>
<td>14</td>
<td>9.8</td>
<td>9.8</td>
</tr>
<tr>
<td>15</td>
<td>8.7</td>
<td>8.7</td>
</tr>
<tr>
<td>16</td>
<td>8.3</td>
<td>8.3</td>
</tr>
<tr>
<td>17</td>
<td>8.3</td>
<td>8.3</td>
</tr>
<tr>
<td>18</td>
<td>9.0</td>
<td>9.0</td>
</tr>
<tr>
<td>19</td>
<td>16.6</td>
<td>16.6</td>
</tr>
<tr>
<td>20</td>
<td>7.1</td>
<td>7.1</td>
</tr>
<tr>
<td>Average</td>
<td>10.0</td>
<td>10.1</td>
</tr>
</tbody>
</table>

Fig. 10. Relative overhead for most edited articles.

Fig. 9. Most Edited Pages

Fig. 11. Most Edited Articles
slightly worst overhead of 11.8% than Random Strategy which is 10.1% in case of undo. Compared to the overhead of WOOT and MOT2, Logoot-Undo overhead remains very low.

Finally, both strategies provide close results for Logoot-Undo. And, compared to WOOT and MOT2, Logoot-Undo achieves better overhead in any case. This is illustrated on Figure 11.

7.2.3 Longest articles

For the longest pages (see Figure 12), the Random Strategy performs better than the Boundary Strategy. However, their overheads remain close. Since these pages are poorly edited, tombstone based approaches have a small overhead. Since tombstones occupy less memory in MOT2 than in WOOT, MOT2 overhead is smaller. As a result, MOT2 has an average overhead of 6.4% in case of undo while WOOT overhead reaches 157%.

Figure 13 shows that Logoot-Undo overhead is between MOT2 and WOOT overheads.

7.2.4 Random Articles

Figure 14 shows the overhead obtained for the random pages. We notice that, for each approach, the overhead is higher for the “Featured Articles” than for the “Good Articles”. For the tombstone-based approaches, the overhead is lower on completely random articles than in quality articles. On the contrary, the relative overhead of Logoot-Undo is higher for completely random articles and higher than MOT2 overhead.

For quality articles Logoot-Undo has the smallest overhead – around 11.5% – but MOT2 overhead is close – between 15% and 20%. Finally, WOOT overhead exceeds once the document size in case of undo and thrice with no undo.

7.3 Conclusions

Finally, from the whole experiment, we conclude that:

- As expected, the undo feature increases the overhead for Logoot-Undo. On the contrary, since the undo mechanisms of WOOT and MOT2 reuse tombstones, their overheads decrease while including undo modifications.
- Tombstone-based approaches eventually degrade in performance over time. Indeed, the number of edits on a document can only grow.
- The Boundary Strategy of Logoot-Undo has an overhead slightly bigger than the Random Strategy on most edited articles and on longest articles. Otherwise, on the most edited pages, the Boundary Strategy improves greatly Logoot-Undo overhead. Finally, in average, the Boundary Strategy offers the lowest overhead.
- Logoot-Undo with Boundary Strategy is the only approach that has for every category an overhead less than half of the document size. These experiments show that, even in case of undo, Logoot-Undo is more scalable than existing approaches.
- Thanks to its very small tombstones (one character per deleted line) and its absence of line identifier, MOT2 overhead is quite small in the average case. Unfortunately, its algorithmic complexity, which is proportional to the number of tombstones, will monotonically grow. Also, MOT2 dissemination uses a pair-wise reconciliation mechanism that exchanges messages whose size is proportional to the number of operations ever received on a peer. On the contrary, WOOT and Logoot dissemination mechanisms send only constant-size messages.

7.4 Limitations of the experiment

Since the Wikipedia uses a centralized wiki, we can expect a slightly different behavior in a P2P system.

Modifications in Wikipedia are serialized. Therefore, our experiments do not take account of concurrency. Since the cemetery size depends on the concurrency degree in the system, it remains empty during the experiments on Wikipedia. Fortunately, on collaborative editing system, this degree remains low: less than 3 edits per second on the whole English Wikipedia in average\(^9\). As a consequence, we expect the cemetery size to be low.

The experiments only include the “revert” feature which allow to return to a previous version. We do not include the general undo mechanism which allow to cancel any modification since the Wikipedia does not store such information.

8 CONCLUSION

We presented the Logoot-Undo algorithm. This algorithm is designed for handling highly dynamic content on structured or unstructured P2P network. It ensures the CCI consistency model and tolerates an unknown number of peer, a high degree of churn and network failures. This algorithm belongs to the class of CRDT algorithms. Compared to previous works, it integrates an "undo anywhere, anytime" feature required for distributed collaborative systems.

We proved the correctness of our approach and we measured the overhead of the undo feature and the performances of the algorithm. Even if the overhead of this CRDT algorithm increases with the undo feature, it remains low on a corpus of data extracted from Wikipedia.

Experiments are currently limited by the lack of corpus that includes concurrency. We are currently working on the building of a corpus that integrates concurrency. Next, we will be able to rank all CRDT algorithms and related optimistic replication algorithms based on the same corpus.

The Logoot-Undo algorithm is simple enough to be integrated with legacy software. The "Identifiers table", the "Cemetery" and the "History Buffer" can be integrated on top of existing documents. We are currently working on the development of two different approaches:
1) One with a structured P2P approach called Uniwiki [18] where the Logoot-Undo is integrated in each DHT nodes,
2) The other with an unstructured P2P network [17] where the Logoot-Undo algorithm is integrated in a distributed semantic wiki.

CRDT algorithms is a new class of algorithms. We proposed a commutative replicated ordered list data type, we are working on a commutative replicated ordered tree data type.
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