Co-tuning of a Hybrid Electronic-Optical Network for Reducing Energy Consumption in Embedded CMPs

Sandro Bartolini, Paolo Grani
Department of Information Engineering and Mathematical Sciences
via Roma 56, 53100, Siena, Italy
University of Siena
{bartolini, grani}@dii.unisi.it

ABSTRACT
Nanophotonic is a promising solution for on-chip interconnection due to its intrinsic low-latency and especially low-power features, desirable especially in future chip multiprocessors (CMPs) for rich client devices. In this paper we address the co-design of the parameters of a hybrid on-chip network featuring a traditional 2D mesh and a simple photonic helper ring aimed to improve performance and reduce energy consumption. As all the CMP traffic cannot be sustained in the considered simple optical interconnection without saturating the available bandwidth, and thus inducing performance and energy degradations, we identify the subset of coherency messages that are most worth to be accelerated through the low-energy optical path.

We investigate the management/arbitration strategies for the physically shared photonic path as they are crucial for reaching an effective exploitation of optical bandwidth according to their overhead and parallelism achieved in message transmission. Our results on multithreaded benchmarks, highlight that a careful selection of the most latency-critical messages to be routed on the photonic-path along with a Multiple-Write-Single-Reader access scheme allows execution time and energy improvements up to 19% and 5%, respectively, for the 8-core setup and up to 16% and 13% for the 16-core configuration.

Furthermore, we show that the most aggressive ring access schemes allow the adoption of a four times slower electronic NoC that trades the achieved average speedup margin to obtain 70% overall energy savings, which is extremely important in energy constrained devices.

Categories and Subject Descriptors
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1. INTRODUCTION
High-end embedded systems are evolving towards parallel architectures to keep the pace of Moore’s Law prediction and the tiled paradigm is expected to enable design scalability [24]. Ideally, tiled CMP architectures comprise a number of identical tiles, each one having computational capabilities (e.g., a core), private and shared/distributed cache resources. Tiles are tied up with an on-chip interconnection network (NoC) that provides the communication and synchronization backbone for parallel application threads [12, 18, 20] on top of a directory-based cache coherence protocol.

This implies a central role of NoCs in future client devices - like smartphones, tablets, set top boxes and embedded PCs - from the performance and power consumption points of views. In particular, on-chip NoCs will have a crucial role in the future design of microprocessor systems and will need significant research investment [15] to overcome their limits in providing the expected performance within a reasonable power envelope. In particular, according to current technology and design roadmaps, on-chip electronic NoCs are expected to quickly account for about half of the overall chip power [9]. On-chip photonics is able to provide extremely low-latency and low-power communication.
but great care is needed in the design and management of photonic structures to translate these raw features into end-user perceived performance/power improvements within the usage pattern of a complex CMP running nowadays parallel applications.

As simple photonic topologies are likely to be the first to be integrated in near future embedded and client devices, in this paper we evaluate the maximum potential benefits that can be extracted from a photonic ring used in parallel (3D-stacked [19]) with a standard electronic NoC (eNoC). This kind of solutions allows avoiding artificiated topologies (e.g., hundreds of waveguides) and/or complex management strategies (e.g., preliminary optical path setup) but cannot sustain all the CMP traffic in photonics without creating a bottleneck.

The selection of messages to be fruitfully forwarded onto the optical path is crucial to reach the right tradeoff between performance and energy consumption given the available parallelism and power capabilities. To access the shared photonic medium we analyzed three existing arbitration techniques. Each technique offers to message transmissions different bandwidth, arbitration overhead and communication parallelism. We analyzed their intrinsic performance and energy improvement capabilities. In particular, aiming at co-designing the features of the eNoC and the optical ring for maximum energy improvement, we show that Multiple Writers Multiple Readers and Multiple Writers Single Reader access schemes can either achieve significant execution time speedups (up to 20% and 28% for 8- and 16-core setups) or allow trading such speedup for slowing down four times the electronic NoC frequency while maintaining the original average performance. This coordinated design approach reduces up to 70% the overall energy consumption of the on-chip interconnection.

The remainder of the paper is organized as follows. In Section 2 we briefly introduce the technologies addressed by the paper. In Section 3, we describe the features of the considered architecture, while in Section 4 we present the evaluation methodology and discuss the achieved results. A survey of related works on photonic networks can be found in Section 5. Finally, Section 6 concludes.

## 2. ON-CHIP OPTICAL INTERCONNECTION

In this section we give some background about on-chip photonic interconnection technology. On-chip photonics is based on the effective possibility to integrate waveguides, lasers, modulators and photo-detectors into current process technology [23]. In particular, proposals exist adopting an on-chip optical network on a dedicated layer of a 3D-stacked CMP or allow trading such speedup for slowing down four times the electronic NoC frequency while maintaining the original average performance. This coordinated design approach reduces up to 70% the overall energy consumption of the on-chip interconnection.

The remainder of the paper is organized as follows. In Section 2 we briefly introduce the technologies addressed by the paper. In Section 3, we describe the features of the considered architecture, while in Section 4 we present the evaluation methodology and discuss the achieved results. A survey of related works on photonic networks can be found in Section 5. Finally, Section 6 concludes.

### Table 1: Parameters of the simulated architecture

<table>
<thead>
<tr>
<th>Parameter</th>
<th>eNoC (full-speed)</th>
<th>eNoC (low-power)</th>
<th>Photonic ring</th>
<th>Main memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology [nm]</td>
<td>32</td>
<td>32</td>
<td>3D, 30mm</td>
<td>1GB</td>
</tr>
</tbody>
</table>
| Transiton type  | NVT               | HVT             | length or wavelengths according to the photonic path and arbitration strategy. The photonic layer is thought to quickly route the most important part of the traffic generated by recent multithreaded applications and take advantage of the

### Table 2: Parameters of the electronic network

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fast eNoC</th>
<th>Slow eNoC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology [nm]</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Transistor type</td>
<td>NVT</td>
<td>HVT</td>
</tr>
<tr>
<td>Operating voltage [V]</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>Frequency [GHz]</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>Flit width [bit]</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>$E_{link}$ [flit/mm]</td>
<td>8.98</td>
<td>4.95</td>
</tr>
<tr>
<td>$E_{switch-dyn}$ [5-port] [flit]</td>
<td>85.12</td>
<td>8.74</td>
</tr>
<tr>
<td>$E_{switch-dyn}$ [6-port][flit]</td>
<td>118.79</td>
<td>15.87</td>
</tr>
<tr>
<td>$E_{switch-dyn}$ [7-port][flit]</td>
<td>149.12</td>
<td>20.92</td>
</tr>
<tr>
<td>$E_{switch-static}$ [5-port][mW]</td>
<td>33.60</td>
<td>5.17</td>
</tr>
<tr>
<td>$E_{switch-static}$ [6-port][mW]</td>
<td>45.61</td>
<td>6.73</td>
</tr>
<tr>
<td>$E_{switch-static}$ [7-port][mW]</td>
<td>58.08</td>
<td>8.35</td>
</tr>
</tbody>
</table>

We use dense wavelength division multiplexing (DWDM) [28] on the waveguide with 64 wavelengths modulated at 10GHz. Whenever a node has to send a message to another one, it access the ring and modulates the associated wavelength or wavelengths according to the photonic path and arbitration strategy. The photonic layer is thought to quickly route the most important part of the traffic generated by recent multithreaded applications and take advantage of the

---

1. About 66600 km/s → 15 ps/mm
low-power capabilities of the photonic technology.

In particular we forward onto the photonic ring a carefully selected group of latency critical coherence messages of the MOESI protocol [5], for improving performance. Specifically, these are the read-request messages (GETS), invalidations (INV) and invalidation acknowledgments (ACK). Furthermore, as in this work we aim at reducing energy consumption more than improving performance, we route onto the optical path also the actual data transmissions towards the requestors. These are not all data messages but only the most latency-critical ones. For example, writeback messages for dirty cache lines flow on the eNoC as execution time is less sensible to their transmission latency. The choice of including some data messages too aims at increasing the overall traffic on the optical channel and thus achieve higher energy saving due to the lower energy per bit of the photonic path than the electronic counterpart.

3.1 Considered Ring Arbitration Strategies

We analyzed three access strategies to the shared photonic ring: Multiple Writers Multiple Readers (MWMR), Multiple Writers Single Reader (MWSR) and Single Writer Single Reader (SWSR) [27, 28], according to the terminology introduced by Pan et al. [21]. Token ring is a well known protocol that guarantees starvation-free mutual exclusion on an ordered shared medium throughout the utilization of a special frame called token. In our setup the token is a light packet circulating on the ring. Token-acquisition (destructive read) grants the possessor permission to transmit on the medium. When a node in the NoC wants to transmit, it waits for the token, removes it from the ring (absorbing the light) and re-injects it again when it ends the transmission. In a MWSR strategy, each receiver is associated to a predefined subset of all available colors (i.e., 8 lambdas for each receiver in the 8-core setup and 4 lambdas for each receiver in the 16-core configuration). A sender implicitly selects the destination node grabbing the correct token (the one associated to the node of interest) and transmitting on the destination-specific wavelengths (channel). In MWSR, any node can write to a given channel but only one node is able to read from it.

SWSR strategy has a single lambda (wavelength) statically assigned to a sender-receiver pair so it does not require arbitration at all (no token) and allows concurrent communications between all the cores (non-blocking network). The main issue of this design is its scalability. In a DWDM scheme with up to 64 lambdas on the sole waveguide available, SWSR can only manage up to eight network endpoints (e.g., cores). In fact, each endpoint (8) needs to have one lambda for communicating to each of the other endpoints (7), thus requiring $7 \times 8 = 56$ total lambdas. In a 16-core setup such a non-blocking network would require $16 \times 15 = 240$ lambdas, which is not feasible in our configuration with only one waveguide. The drawback of a static channel allocation between source-destination pairs is that a number of channels are idle if the traffic is not continuous and uniform between the endpoints, thus reducing the effective total network throughput when a specific path is needed. This is especially true in the cache coherent CMP scenario where cores need to transfer messages fast in certain moments but don’t transmit in other time slots.

MWMR strategy instead can improve the ring utilization by sharing all lambdas among all network nodes. MWMR uses one token to access the ring and, before sending the message, it needs a receiver-selection phase to ask the destination to get ready for receiving. Once selected, all the available colors in the waveguide (64 in our setup) can be used for the transmission. The drawback of this design is that it needs a higher number of microrings because every node has to modulate and receive light in all the wavelengths. This implies to have more powerful laser sources to compensate the insertion-loss of the higher number of cascaded optical structures along the waveguide. Furthermore, even when idle, microrings still consume static power for thermal tuning.

The relative performance of such techniques are not obvious to predict. In fact going from MWMR to MWSR and SWSR the potential concurrency of different message transmissions can increases but optical parallelism of each one decreases, thus implying longer transmission time due to increased serialization effects.

4. RESULTS

In this section we introduce our evaluation methodology and test setup, and discuss the obtained results.

4.1 Methodology and Test Setup

Performance evaluations are obtained using the GEM5 simulator [8], in which we modeled both the all-electronic baseline and photonic enhanced tiled CMP architectures described in Section 3 and prepared a full-system setup running Linux 2.6.27 [13]. Table 1 summarizes some architectural details and parameters.

The total dynamic and static energy dissipated by all optical (lasers, microring resonators, modulators and photodetectors) and electronic modules (links and routers) have been taken into account for evaluating the overall consumption. Specifically eNoC energy parameters shown in Table 2 are derived by ORION 2.0 [16] for both full-speed (2GHz, Normal Voltage Threshold (NVT), 1.0V) and low-power (0.5GHz, High Voltage Threshold (HVT), 0.8V) configurations. In particular we need three kinds of electronic routers in our considered architectures (8- or 16-core): with 5 I/O ports (those on the mesh corners), with 6 I/O ports (those on the mesh borders) and with 7 I/O ports (those in the mesh middle for the 16-core setup). In fact each router needs to manage the mesh links plus three additional paths towards L1, L2 and directory modules. We choose ORION

<table>
<thead>
<tr>
<th>Table 3: Parameters of the optical network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency [GHz]</td>
</tr>
<tr>
<td>Flit width [bit]</td>
</tr>
<tr>
<td>$E_{\text{dynamic}}$ [pJ/bit]</td>
</tr>
<tr>
<td>$E_{\text{logic-dynamic}}$ [pJ/bit]</td>
</tr>
<tr>
<td>$E_{\text{serdes}}$ [pJ/bit]</td>
</tr>
<tr>
<td>$P_{\text{static-MWMR (8-core)}}$ [mW]</td>
</tr>
<tr>
<td>$P_{\text{static-MWMR (16-core)}}$ [mW]</td>
</tr>
<tr>
<td>$P_{\text{static-MWSR (8-core)}}$ [mW]</td>
</tr>
<tr>
<td>$P_{\text{static-MWSR (16-core)}}$ [mW]</td>
</tr>
<tr>
<td>$P_{\text{static-SWSR (8-core)}}$ [mW]</td>
</tr>
<tr>
<td>$P_{\text{static-SWSR (16-core)}}$ [mW]</td>
</tr>
</tbody>
</table>
2.0 instead of the more recent DSENT tool \[26\] for its native support for NVT and HVT CMOS technologies and, where possible (LVT), we validated the consumption parameters with DSENT tool.

ONoC energy parameters shown in Table 3 are in line with the state-of-the-art proposals. In particular for the serializer/deserializer (SERDES) circuits we conservatively scaled down the values in \[11\] from 65nm to 32nm technology. Furthermore we are using values from \[30\] for the energy consumption of the other optical devices (modulators, photo-detectors and microrings). Finally as a function of the architecture (8- or 16-core) and on the used access strategy (MWMR, MWSR and SWSR technique) we have calculated also all the static power dissipated by the lasers, thermal tuning of the microring resonators and the electronic interface circuitry to the photonic medium. In fact, topological implications of our setups are evaluated according to the detailed optical power estimation models developed internally thanks to the tight collaboration with optical technology groups within our national project on on-chip photonics. We verified that our results are in line with DSENT ones if our models are simplified to fit its ones and similar underlying photonic features are assumed.

Performance was evaluated for the PARSEC 2.1 benchmark suite \[7, 4\], a collection of heterogeneous parallel applications spanning different application domains and representative of diverse workloads that can be run also on advanced client devices (e.g., media processing, search and filtering, 3D and physics simulation). Benchmarks were instantiated with 8/16 threads, one per core and we used the medium input-set to maintain a reasonable simulation time while executing a good amount of instructions. As for performance metrics, we considered execution time of the entire parallel region of each benchmark as representative of the end-user perceived performance. Consumption metric is the overall network energy consumed by such parallel region. We were forced to neglect a few applications of the suite because of some problems in executing them in the considered simulation environment or due to scalability issues with the medium input size.

To have an idea of the behavior of the applications on our hybrid electro/optical NoC architecture, Table 4 shows the percentage of electronic and photonic traffic both for 8- and 16-core setups (number of packets and total number of transmitted bytes). For the 8-core configuration up to 87% of messages still remains on the eNoC and up to 84% for the 16-core one. Considering instead the transmitted bytes, these fractions are reduced to 75% and 70%, respectively, even if they are quite high.

This is due to two causes. First, only a subset of coherence messages are dynamically selected to be forwarded onto the photonic path. Secondly, in our setup the adoption of a CLOSE/FAR strategy is beneficial for overall performance even if it can reduce the traffic on the photonic path.

With this routing algorithm, a packet, if selected to go onto the photonic path, will be actually forwarded into it only if the number of eNoC hops to destination is greater than one. Otherwise (adjacent transmissions) eNoC is always preferred because is able to deliver the message maintaining an acceptable latency compared to an optical transmission and keeping at the same time the ring free for other communications. In fact, in our configuration, one eNoC hop requires five cycles at 2GHz (four for switch and one for link traversal) versus a minimum of three cycles for the optical path\(^2\) (one for average token wait, one for optical network interface traversal and one for transmission management). Moreover this is the best case as the token could be far from the requestor (one additional cycle for its arrival) and that the photonic medium could be busy at the request time (causing additional waiting time). Hence, on average, one hop transmissions in optical can experience even higher latency than in the eNoC.

### 4.2 Result Discussion

Figure 2a and Figure 2b show the execution time and energy results in the 8-core setup and point out that the narrow bandwidth strategy (SWSR) is not the best choice as it induces an average 30% degradation both in time and energy results. Even if it lacks token arbitration overhead, its low-parallelism (1-bit per transmission) implies long serialization effects and thus message latency. This, in turn, slows down execution and therefore static energy, both electronic and optical, increases significantly.

Conversely, MWSR strategy delivers almost the same performance as the widest bandwidth MWMR strategy (21% vs 19% average improvement over the baseline) for the 8-core setup with a 5% improvement in energy consumption too. MWMR higher static energy consumption (see Section 3.1) erodes the dynamic energy advantage over the eNoC and scores 3% worse than the baseline. MWSR requires far less microring resonators as it splits them for receiving wavelengths among destinations (only eight photo-detectors for each receiver in the 8-core setup) thus obtaining a 7% energy improvement compared to the electronic baseline.

For the 16-core configuration, results for SWSR access strategy are missing from Figure 2 as it cannot be implemented within the 64 DWDM degree in only one ring as highlighted in Section 3.1. Figure 2c and Figure 2d show execution time and energy results, respectively, for the 16-core setup. MWMR access scheme is the best performing in execution time (an average 27% improvement over the baseline) while MWSR scores an average 18% improvement. However, MWSR scheme allows saving more energy than MWMR (13% vs 7%) due to its lower intrinsic static energy consumption.

In general, it is interesting to highlight that some benchmarks are able to take more advantage from the ultra low-latency optical path. For instance, canneal reaches more than 30% and 40% speedup for 8- and 16-core configurations. This is due to the high degree of fine-grain sharing and synchronization exposed by this benchmark which benefits from faster interaction between threads in invalidation and re-load of data among the average high number of sharers.

<table>
<thead>
<tr>
<th>Table 4: Electronic and photonic traffic distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simulation environment</strong></td>
</tr>
<tr>
<td>8-core</td>
</tr>
<tr>
<td>16-core</td>
</tr>
</tbody>
</table>

We now want to show that the speedup obtained by the two wider bandwidth strategies (MWMR and MWSR), can

\(^2\)MWMR, 64-bit coherence control message, ring free...
also be traded for a significant reduction of energy consumption, which is extremely interesting for the considered high-end client devices, through a careful co-design of the parameters of the electrical and optical networks. To get this, we looked for the slowest and more power efficient eNoC that could still match the baseline execution time performance. We identified that a four times slower electronic network, with lower-leakage transistor technology and assisted by the selected optical interconnection, could obtain the required performance-energy tradeoff. Figure 3 shows that this configuration is able to match within 3% the baseline execution time for both 8- and 16-core setups with both enhanced topologies (MWMR and MWSR). Some benchmarks, depending on their specific access pattern to shared and private data, show some slowdown or speedup. For example, *blackscholes* experiences a 28% slowdown for MWMR scheme on the 16-core architecture mainly due to his relatively small shared workload and higher fraction of access to private data with replacements. In practice, a higher fraction of latency-critical messages flows through the slower eNoC than in other benchmarks. Conversely *ferret* has a quite big shared working set and a high number of synchronization points in the pipelined algorithm. These are features that can induce significant speedup if the selected message set is accelerated through the photonic ring.

The frequency decrease in eNoC routers permits to scale down almost 10x their dynamic energy consumption and about 7x their static one, as shown in Table 2.

We finally want to remark that this electronic network slowdown, which can appear as a "free meal", is successful only if applied to the selected photonic enhanced architecture, which is able to offload from the eNoC the most latency-critical messages and deliver them quickly and with low-power towards destination. Otherwise, as shown in Figure 4 the low-power and 4 times slower eNoC alone induces more than 2x and up to 3x average slowdown for 8- and 16-core setup, respectively, despite being able to score around 70% energy reduction in both configurations. The results shown by Figure 3a and Figure 3b for the 8-core case confirm that the co-designed hybrid electro/optical network reaches...
Figure 3: Comparison of the access management strategies on the photonic enhanced low-power architecture, with full-speed, all-electronic baseline on 8-core ((a) and (b)) and 16-core ((c) and (d)) configurations. In (b) and (d) the bars are the same as in (a) and (c).

50% energy average improvement for the MWMR access strategy and up to 70% for the MWSR one, which allows concurrent transmissions towards all cores but with 1/8 parallelism. For the 16-core architecture, energy results are in line with the 8-core ones. MWMR scores an average 56% energy improvement while MWSR access scheme reaches 72% energy reduction.

It is interesting to highlight that energy results are quite stable across the benchmarks and static quotes obviously can experience slight differences also according to the execution time deviation from the baseline performance.

5. RELATED WORK

Over the last years, there has been a growing interest in photonic interconnection (ONoC) as a means to alleviate the bandwidth and power consumption shortcomings of electronic NoC. Many photonic-based networks have been studied and several works have presented comparisons between on-chip electronic and photonic interconnects [25, 14, 3]. One attractive feature of photonic interconnection is the ability to operate in dense wavelength division multiplexing (DWDM), a technique which permits to transmit a high number (e.g., 64) of independent wavelengths in the same waveguide, improving the maximum potential bandwidth. Some recent works have proposed complete photonic NoCs which rely on DWDM capability. These solutions span from simple topologies that behave like crossbar based photonic NoC for on-chip communication like those presented by Vantrease et al. [28], Pan et al. [21], Pasricha et al [22], Bahirat et al [2] and Xu et al [29], to more articulated ones like Petraccia et al [23] and Shacham et al [25] that require or combine different transmission technologies. Most of such works address high-performance CMPs with a big number of cores and for this reason the required optical resources are quite high and the network are indeed quite complex. Instead of proposing new topologies, our work is focused on augmenting a standard CMP, endowed with a 2D mesh eNoC, with a single photonic ring for data transmis-
and due to possible waiting time for contended sub-paths. pending on the lifespan of optical paths vs setup overhead limit the latency and energy advantages of photonics de-
electrical networks (active networks). This can potentially

Figure 4: Comparison of time and energy consumption results for all-electronic (without optical path) mesh architecture with full-speed and low-power eNoC for 8- and 16-core configurations.

sion and then exploiting the best features of nanophotonics while avoiding the negative effects of its shortcomings, with the global objective of decreasing the overall energy consumption of the hybrid on-chip electro/optical intercon-

Regarding the architectures with simpler topologies, Pan et al. [21] proposed a cluster of nodes in which inter-cluster communication is done using similar crossbar architecture. Other researchers [28, 21, 29] present very large architectures with up to thousand nodes and a some hundreds of optical waveguides. Furthermore Xu et al. [29] is more fo-
cused on coherence issues proposing a composite cache co-
herence protocol that benefits from direct cache-to-cache accesses as in snoopy protocol and small amount of cache probing as in directory-based protocols. Pasricha et al [22] proposed a 3D-stacked optical simple architecture that com-

bines multiple photonic rings on various photonic layers with a 3D mesh NoC in active layers. Unlike the works discussed above, in this paper we propose to extend a traditional all-electronic mesh NoC with only one photonic ring. The sim-
ple ring waveguide reduces the overall network complexity compared to the cited works. Baharat et al [2] also pro-
posed an electronic mesh augmented by a number of pho-
tonic rings, on different 3D-stacked layers, that are used to facilitate global on-chip communication between distant processors and memory cores in high-performance CMPs. In our work, instead, the ring is used to provide a low-
latency and high-bandwidth path to a specifically selected set of most latency-critical control messages of a MOESI coherency protocol for a near-future embedded tiled architec
ture and we maintain full eNoC connectivity (no cluster-
ization) between the cores.

Within proposals with more complex topologies, some [23, 25] employ a preliminary optical path setup through a helper electrical networks (active networks). This can potentially limit the latency and energy advantages of photonics de-

pending on the lifespan of optical paths vs setup overhead and due to possible waiting time for contended sub-paths. Instead, we focus on a simple photonic structure (ring) as, if it is properly managed, it can potentially deliver signifi-
cant latency and energy improvements without needing big investments in complex and/or articulated photonic struc-
tures.

Other proposals implement passive wavelength routing [10], which relies on statically configured optical switches and WDM technique to obtain conflict-free full connectivity be-
tween all network endpoints. All paths connecting every source-destination pair can be used concurrently but the de-
gree of parallelism of each one is limited (e.g., one bit). In our proposal we aim at employing simpler optical topolo-
gies and we found that, especially for supporting coherency protocol evolution, higher parallelism in each transmission is more important for avoiding slowdowns, even if at a cer-
tain arbitration cost, than providing contention-free network with limited parallelism.

From another perspective, existing works and techniques for effectively exploiting different electronic networks are not suitable in this hybrid electro/optical domain as typically faster (lower latency) eNoCs are the more power hungry than the slower ones. Using a photonic helper network changes the rules of the game as the optical path has ultra low-latency and low dynamic energy consumption. But beyond a certain traffic level latency, and consequently energy, ben-

efits fade. Therefore, identifying the sweet spot between the network parameters and the traffic that allows achieving the best results is delicate and it is something different from any other approach working with only electronic networks. To the best of our knowledge, this is the first work that aims at co-designing the parameters of a hybrid electro/optical net-
work with limited optical resources for pursuing maximum energy saving in high-end embedded CMPs.

6. CONCLUSIONS

Photonic-electronic integration expects to change the land-
scape of future computing and networking [6], especially for pursuing energy efficiency. In this paper we presented a study of co-optimization of the parameters of a hybrid elec-

droptroptical network for tiled CMP architectures enabling near future client devices, with the objective of identifying low-energy solutions. We analyzed the cross interactions between well known access strategies (MWMR, MWSR and SWSR) for accessing a single shared ring structure, working in parallel with the electronic NoC, and the design param-
eters of the eNoC itself. The investigation has been per-
formed in the context of recent multithreaded applications running on a full-system simulator. We demonstrated that a careful selection of latency-critical and energy-sensitive mes-
ages of the adopted coherence protocol can be routed to the photonic ring to obtain 19% performance and 5% power ad-

vantages on the 8-core configuration. On 16-core one these values become 16% and 13%, respectively. Then, we high-
lighted that such specific traffic unloaded from the eNoC could allow to relax its requirements. This way, we showed that a four times slower eNoC could match the original baseline performance while enabling about 70% reduction in the energy consumption of the overall on-chip network.
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