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Abstract
By finding explicit PD sets, we show that permutation decoding can be used for the binary code obtained from the row span over the field $\mathbb{F}_2$ of an adjacency matrix of the lattice graph $L_2(n)$ for any $n \geq 5$.
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1. Introduction

For any $n \geq 2$, the lattice graph $L_2(n)$ is defined to be the line graph of the complete bipartite graph $K_{n,n}$. It is a strongly regular graph on $v = n^2$ vertices, i.e. on the ordered pairs of letters $(i, j)$ where $i, j \in \Omega = \{1, \ldots, n\}$, with valency $2(n-1)$. The binary codes formed from the row span of adjacency matrices of lattice graphs have been examined by Tonchev [13, p. 171] and Haemers et al. [7, Theorem 4.2]. See also [4,5,1,2]. In particular the dimension and weight enumerator of these codes are easily determined. Here, similar to the method in [9] where permutation-decoding sets for the binary codes from the strongly regular triangular graphs were obtained, we obtain explicit permutation-decoding sets for the binary codes from the lattice graphs:

**Theorem 1.** For $n \geq 5$, let $C$ be the $[n^2, 2(n-1), 2(n-1)]$ binary code from the row span of an adjacency matrix for the lattice graph $L_2(n)$. Then a PD set of $n^2$ elements can be found for $C$. Using the $2(n-1)$ points (ordered pairs)

\[
\{(i, n) | 2 \leq i \leq n - 1\} \cup \{(n, i) | 1 \leq i \leq n\}
\]

as information symbols, the set

\[
\mathcal{S} = \{(i, n), (j, n)| 1 \leq i \leq n, 1 \leq j \leq n\}
\]

(1)

of permutations in $S_n \times S_n$, in the natural action on the points (ordered pairs), forms a PD set of size $n^2$ for $C$.

(Note: Here $(n, n)$ denotes the identity element of $S_n$.)

The proof of this is in Section 4. In Section 2 we give some background material and in Section 3 we obtain results necessary for the theorem.
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2. Background and terminology

Following generally the notation as in [1], an incidence structure $\mathcal{D} = (\mathcal{P}, \mathcal{B}, \mathcal{I})$, with point set $\mathcal{P}$, block set $\mathcal{B}$ and incidence $\mathcal{I}$ is a $t-(v, k, \lambda)$ design, if $|\mathcal{P}| = v$, every block $B \in \mathcal{B}$ is incident with precisely $k$ points, and every $t$ distinct points are together incident with precisely $\lambda$ blocks. The design is symmetric if it has the same number of points and blocks.

The code $C_F$ of the design $\mathcal{D}$ over the finite field $F$ is the space spanned by the incidence vectors of the blocks over $F$. If the point set of $\mathcal{D}$ is denoted by $\mathcal{P}$ and the block set by $\mathcal{B}$, and if $\mathcal{I}$ is any subset of $\mathcal{P}$, then we will denote the incidence vector of $\mathcal{I}$ by $v^\mathcal{I}$. Thus $C_F = \langle v^B | B \in \mathcal{B} \rangle$, and is a subspace of $F^\mathcal{P}$, the full vector space of functions from $\mathcal{P}$ to $F$.

The codes here will be linear codes, i.e. subspaces of the ambient vector space. If a code $C$ over a field of order $q$ is of length $n$, dimension $k$, and minimum weight $d$, then we write $[n, k, d]_q$, or simply $[n, k, d]$ when $q = 2$, to show this information. A generator matrix for the code is a $k \times n$ matrix made up of a basis for $C$. The dual or orthogonal code $C^\perp$ is the orthogonal under the standard inner product $(\cdot, \cdot)$, i.e. $C^\perp = \{ v \in F^n | (v, c) = 0 \text{ for all } c \in C \}$. A check (or parity-check) matrix for $C$ is a generator matrix $H$ for $C^\perp$; the syndrome of a vector $y \in F^n$ is $Hy^T$. A code $C$ is self-orthogonal if $C \subseteq C^\perp$ and is self-dual if $C = C^\perp$. If $c \in C$ then the support of $c$ is the set of non-zero coordinate positions of $c$, and the weight of $c$ is the cardinality of the support. A constant vector is one for which all the coordinate entries are either 0 or 1. The all-one vector will be denoted by $j$, and is the constant vector of weight the length of the code. Two linear codes of the same length and over the same field are isomorphic if they can be obtained from one another by permuting the coordinate positions. Any code is isomorphic to a code with generator matrix in so-called standard form, i.e. the form $[I_k | A]$; a check matrix then is given by $[-A^T | I_{n-k}]$. The first $k$ coordinates are the information symbols and the last $n - k$ coordinates are the check symbols. An automorphism of a code $C$ is an isomorphism from $C$ to $C$. The automorphism group will be denoted by $\text{Aut}(C)$. Any automorphism clearly preserves each weight class of $C$.

Terminology for graphs is also standard: the graphs, $\Gamma = (V, E)$ with vertex set $V$ and edge set $E$, are undirected and the valency of a vertex is the number of edges containing the vertex. A graph is regular if all the vertices have the same valency; a regular graph is strongly regular of type $(n, k, \lambda, \mu)$ if it has $n$ vertices, valency $k$, and if any two adjacent vertices are together adjacent to $\lambda$ vertices, while any two non-adjacent vertices are together adjacent to $\mu$ vertices. The line graph of a graph $\Gamma = (V, E)$ is the graph $\Gamma^l = (E, V)$ where $e$ and $f$ are adjacent in $\Gamma^l$ if $e$ and $f$ share a vertex in $\Gamma$. The complete bipartite graph $K_{n,n}$ on $2n$ vertices with $n^2$ edges has for line graph the lattice graph $L_2(n)$, which has vertex set the set of ordered pairs $\{ (i,j) | 1 \leq i,j \leq n \}$, where two pairs are adjacent if and only if they have a common coordinate. $L_2(n)$ is strongly regular of type $(n^2, 2(n-1), n-2, 2)$.

Permutation decoding was first developed by MacWilliams [10] and involves finding a set of automorphisms of a code called a PD set. The method is described fully in MacWilliams and Sloane [11, Chapter 15] and Huffman [8, Section 8]. A PD set for a $t$-error-correcting code $C$ is a set $\mathcal{S}$ of automorphisms of $C$ which is such that then every possible error vector of weight $s \leq t$ can be moved by some member of $\mathcal{S}$ to another vector where the $s$ non-zero entries have been moved out of the information positions. In other words, every $t$-set of coordinate positions is moved by at least one member of $\mathcal{S}$ to a $t$-set consisting only of check-position coordinates. That such a set will fully use the error-correction potential of the code follows easily and is proved in Huffman [8, Theorem 8.1]. Such a set might not exist at all, and the property of having a PD set might not be invariant under isomorphism of codes. Furthermore, there is a bound on the minimum size that the set $\mathcal{S}$ may have, due to Gordon [6], from a formula due to Schönheim [12], and quoted and proved in [8]:

**Result 1.** If $\mathcal{S}$ is a PD set for a $t$-error-correcting $[n, k, d]_q$ code $C$, and $r = n - k$, then

$$|\mathcal{S}| \geq \left\lfloor \frac{n}{r} \left( \left\lfloor \frac{n-1}{r-1} \right\rfloor \cdots \left\lfloor \frac{n-t+1}{r-t+1} \right\rfloor \right) \right\rfloor.$$  

The algorithm for permutation decoding is as follows: we have a $t$-error-correcting $[n, k, d]_q$ code $C$ with check matrix $H$ in standard form. Thus the generator matrix $G = [I_k | A]$ and $H = [A^T | I_{n-k}]$, for some $A$, and the first $k$ coordinate positions correspond to the information symbols. Any vector $v$ of length $k$ is encoded as $vG$. Suppose $x$ is sent and $y$ is received and at most $t$ errors occur. Let $\mathcal{S} = \{g_1, \ldots, g_s\}$ be the PD set. Compute the syndromes $H(y g_i)^T$
for \( i = 1, \ldots, s \) until an \( i \) is found such that the weight of this vector is \( t \) or less. Compute the codeword \( c \) that has the same information symbols as \( yg_i \) and decode \( y \) as \( cg_i^{-1} \).

3. The binary codes

Let \( n \geq 2 \) be any integer and let \( L_2(n) \) denote the lattice graph with vertex set \( \mathcal{P} \) the \( n^2 \) ordered pairs \((i, j)\), \( 1 \leq i, j \leq n \). The 1-design \( \mathcal{D} = (\mathcal{P}, \mathcal{B}) \) will have point set \( \mathcal{P} \) and for each point \((i, j) \in \mathcal{P}, 1 \leq i, j \leq n \), a block, which we denote by \((\bar{i}, \bar{j})\), is defined in the following way:

\[
(\bar{i}, \bar{j}) = \{(i, k) | k \neq j\} \cup \{(k, j) | k \neq i\}.
\]

Then the block set is

\[
\mathcal{B} = \{(\bar{i}, \bar{j}) | 1 \leq i, j \leq n\}.
\]

The incidence vector of the block \((\bar{i}, \bar{j})\) is

\[
v(\bar{i}, \bar{j}) = \sum_{k \neq j} v(i, k) + \sum_{k \neq i} v(k, j) = \sum_{k = 1}^{n} v(i, k) + \sum_{k = 1}^{n} v(k, j),
\]

where, as usual with the notation from [1], the incidence vector of the subset \( X \subseteq \mathcal{P} \) is denoted by \( v^X \), but writing \( v^{(i,j)} \) instead of \( v((i,j)) \). To avoid trivial cases we will take \( n \geq 5 \).

First we summarize the known properties of \( L_2(n) \), its automorphism group, and its binary code, that we will be needing. The proofs can be found in [7,13].

**Result 2.** For \( n \geq 5 \), the automorphism group of the lattice graph \( L_2(n) \) is \( S_n \wr S_2 \), the wreath product of \( S_n \) with \( S_2 \). The binary code formed by the row space over \( \mathbb{F}_2 \) of an adjacency matrix for \( L_2(n) \) is a \( [n^2, 2(n-1), 2(n-1)] \) code with \( S_n \wr S_2 \) acting as an automorphism group.

The lattice graph \( L_2(n) \) can be considered as a rank-3 graph defined by the action of the group \( G = S_n \wr S_2 \). This group is constructed as an extension of the group \( H = S_n \times S_n \) by \( S_2 = \{1, \tau\} \), where \( \tau^2 = 1 \). The element \( \tau \) acts on \( H \) via \( (x, \beta)^\tau = (\beta, x) \), for \( x, \beta \in S_n \). Further, \( G \) acts as a rank-3 group on \( \mathcal{P} = \mathcal{O} \times \mathcal{O} \), where \( \mathcal{O} = \{1, 2, \ldots, n\} \), in the following way:

\[
(i, j)^{(x, \beta)} = (i^x, j^\beta) \quad \text{and} \quad (i, j)^\tau = (j, i),
\]

where \((i, j) \in \mathcal{P}, (x, \beta) \in H, \tau = (1, 2) \in S_2 \).

In all the following lemmas \( C = \{v^{(i,j)} | (i, j) \in \mathcal{P}\} \) will denote the binary code of the design \( \mathcal{D} \) (equivalently of the graph \( L_2(n) \)), and \( C^\perp \) will be its dual code.

**Lemma 1.** For every \( \sigma \in S_n \), the vector

\[
w(\sigma) = \sum_{i=1}^{n} v((i, \sigma))
\]

is in \( C^\perp \).

**Proof.** Let \( v^{(i,j)} \in C \) and \( \sigma \in S_n \). Then

\[
(w(\sigma), v^{(i,j)}) = \left( \sum_{m=1}^{n} v^{(m, m\sigma)}, \sum_{k \neq j} v^{(i,k)} + \sum_{k \neq i} v^{(k,j)} \right)
\]

\[
= \left( v^{(i, \sigma)}, \sum_{k \neq j} v^{(i,k)} \right) + \left( v^{(j, \sigma^{-1}, j)}, \sum_{k \neq i} v^{(k,j)} \right).
\]
Now \((v(i, j), \sum_{k \neq j} v(i, k) = 0\) if \(i = j\), i.e. if \(j^{-1} = i\), which implies that \((v(j^{-1}, i), \sum_{k \neq i} v(k, j)) = 0\). Conversely, \((v(i, j), \sum_{k \neq j} v(i, k)) = 1\) if \(i \neq j\), i.e. if \(j^{-1} \neq i\), which implies that \((v(j^{-1}, i), \sum_{k \neq i} v(k, j)) = 1\). Thus \((w(\sigma), v(i, j)) = 0\), as required. \(\square\)

**Lemma 2.** The minimum weight of \(C^\perp\) for \(n \geq 5\) is 4.

**Proof.** For any \(\sigma \in S_n\), \(w(\sigma) \in C^\perp\) by Lemma 1. For any \(i, j \in \Omega\), where \(i \neq j\), write

\[w(i, j; \sigma) = w(\sigma) + w((i, j)\sigma) = v(i, j) + v(i, j) + v(j, i) + v(j, i),\]

where \((i, j)\) denotes the transposition \((i, j) \in S_n\), so that \(C^\perp\) has words of weight 4.

To show that \(C^\perp\) cannot have words of weight less than 4, note first that it cannot have words of weight 1, so suppose it has a word \(w = v(i, j) + v(k, l)\) of weight 2. Noting that we can use the automorphism \(\tau\) (see Eq. (3)) to interchange the members of the ordered pairs in the points, we find that there are seven distinct cases to consider for the two points \((i, j)\) and \((k, l)\) and in each case we find a block of the design that meets one of the points but not the other, thus having inner product 1 with \(w\). This shows that \(C^\perp\) cannot have words of weight 2. Now suppose there is a word \(w = v(i, j) + v(k, l) + v(m, p)\) of weight 3. Consideration of the various types of triples of points, along with the use of the automorphism \(\tau\), leads again easily to the existence, in each case, of a block of the design that meets \(w\) in only one point. There are a few more cases to deal with than the weight-2 case, but again we omit the details. Thus the minimum weight of \(C^\perp\) is 4. \(\square\)

In the special case where \(\sigma = (i, k)(j, l)\), where \(k, l \in \Omega\), \(k \neq l\), using the notation of (5), we write

\[u(i, j; k, l) = w(i, j; (i, k)(j, l)) = v(i, k) + v(l, i) + v(j, k) + v(j, l),\]

for this weight-4 word of \(C^\perp\), since the ordering of \(i\) and \(j\) or of \(k\) and \(l\) is arbitrary.

**Lemma 3.** A sequence \(U\) of weight-4 vectors \(u(i, j; k, l)\) can be found such that \(U\) together with \(j\) forms a basis for \(C^\perp\) when \(n\) is odd, and \(U\) together with \(w(\sigma)\) where \(\sigma = (1, 2, \ldots, n)\) forms a basis when \(n\) is even.

**Proof.** Note that \(w(\sigma)\) is defined in Eq. (4). We first describe the sequence \(U\), and take a specific ordering of the points \(P\) so that we get a matrix of the vectors in \(U\) in upper triangular form. Thus let \(S\) be a sequence \(\{s_i\}_{i=1}^{n-1}\) of length \(n - 1\) of pairs \(s_1 = \{1, 2\}, s_2 = \{2, 3\}\), and so on, with \(s_i = \{i, i + 1\}\), and \(s_{n-1} = \{n - 1, n\}\). Then we define \(U\) as follows: first take \(u(s_1; s_1), u(s_1; s_2), \ldots, u(s_1; s_{n-1})\), followed by \(u(s_2; s_1), u(s_2; s_2), \ldots, u(s_2; s_{n-1})\), and so on, until \(u(s_{n-1}; s_1), \ldots, u(s_{n-1}; s_{n-1})\). This gives \((n - 1)^2\) vectors, and if the points are ordered as we will now describe, it will be seen that we have an upper triangular matrix of rank \((n - 1)^2\).

The point ordering is as follows: first we take, in order,

\[P_1 = \{(1, 1), (1, 2), \ldots, (1, n - 1), (2, 1), (2, 2), \ldots, (n - 1, 1), \ldots, (n - 1, n - 1)\}\]

(7)

giving \((n - 1)^2\) points, followed by

\[P_2 = \{(1, n), (2, n), \ldots, (n - 1, n), (n, 1), (n, 2), \ldots, (n, n)\},\]

(8)

for the remaining \(2n - 1\) points. Since the dimension of \(C^\perp\) is \((n - 1)^2 + 1\), we need a further element and we will show that the first point, \((1, n)\), of \(P_2\) of Eq. (8) can be included in the information set for \(C^\perp\). The proofs for the odd and even cases are distinct. First some notation: let

\[U(i; k) = u((i, i + 1); (k, k + 1)) = v(i, k) + v(l, l + 1; k) + v(l, l + 1, k + 1).\]

(9)

For \(n\) odd, let

\[w = \sum_{i=0}^{(n-3)/2} \sum_{j=0}^{(n-3)/2} U(2i + 1; 2j + 1).\]
Then \( w \in \langle \mathcal{U} \rangle \), and it is quite direct to verify that \( w = \sum_{1 \leq i, j \leq n-1} v(i, j) \) and that \( w + j = \sum_{n \in [i, j]} v(i, j) \). Thus if \( j \) is added at the bottom of the matrix, we can reduce the matrix to upper triangular form with the shown selection of elements of \( \mathcal{U} \), thereby increasing the rank by 1. We can include the point \((1, n)\) in the information symbols for \( C^\perp \) since it has coordinate 1 in \( w + j \). (Note of course that \( j \in C^\perp \) since \( C \) is spanned by vectors of even length.)

For \( n \) even, let \( B_l = \{2, 4, \ldots, 2l\} \), for \( i = 1, 2, \ldots, n/2 \). Then if \( w = w_1 + w_2 + w_3 + w_4 \) where

\[
\begin{align*}
w_1 &= \sum_{i=1}^{n-1} U(1; i), \\
w_2 &= \sum_{l=1}^{n/2-2} \sum_{i \in B_l} (U(2l + 1; i) + U(2l; i)), \\
w_3 &= \sum_{l=1}^{n/2-2} \sum_{i = 2l+2}^{n-1} U(2l + 1; i), \\
w_4 &= \sum_{i \in B_{n/2-1}} (U(n - 2; i) + U(n - 1; i)),
\end{align*}
\]

we have \( w \in \langle \mathcal{U} \rangle \), and it is quite direct to verify that

\[
\begin{align*}
w_1 &= v^{(1,2)} + v^{(2,2)} + v^{(1,n)} + v^{(2,n)}, \\
w_2 &= \sum_{k=1}^{n/2-2} U^{(2k,2k)} + \sum_{k=1}^{n/2-2} U^{(2k,2k+1)} + \sum_{k=1}^{n-3} U^{(n-2,k)}, \\
w_3 &= \sum_{k=3}^{n/2-2} U^{(i,k)} + \sum_{k=1}^{n/2-2} U^{(2i+1,2i+2)} + \sum_{k=2}^{n/2-1} U^{(2k,2k)}, \\
w_4 &= \sum_{k=2}^{n-1} v^{(n,k)} + \sum_{k=2}^{n-1} v^{(n-2,k)},
\end{align*}
\]

and thus, with \( \sigma = (1, 2, \ldots, n) \in S_n \),

\[
w = w(\sigma) + \sum_{i=1}^{n-1} (v^{(i,n)} + v^{(n,i)}),
\]

since \( w(\sigma) = \sum_{i=1}^{n-1} v^{(i,i(\sigma))} = v^{(1,2)} + v^{(2,3)} + \cdots + v^{(n-1,n)} + v^{(n,1)} \). Thus adjoining \( w(\sigma) \) to \( \mathcal{U} \) will produce an upper triangular matrix of rank \((n-1)^2 + 1\), as in the odd case, and the point \((1, n)\) can be placed in the information positions. This completes the proof. \( \square \)

4. PD sets

We can now prove Theorem 1. We showed in Lemma 3 that the point ordering given in Eqs. (7) and (8) gave the generator matrix for \( C^\perp \) in standard form. Thus we may take the \( 2(n-1) \) points from Eq. (8), starting with \((2, n)\), as our information symbols for \( C \).

**Proof of theorem.** Denote the information symbols by \( \mathcal{I} \). Now \( C \) can correct \( t = n - 2 \) errors, so we need to show that every set of \( s \leq t \) points can be moved by some element of \( \mathcal{I} \) into the check positions \( \mathcal{E} \). Let

\[
\mathcal{I} = \{(a_1, b_1), (a_2, b_2), \ldots, (a_s, b_s)\}
\]

be a set of \( s \leq t = n - 2 \) points of \( \mathcal{I} \). If \( \Omega_1 = \{a_1, a_2, \ldots, a_i\} \) and \( \Omega_2 = \{b_1, b_2, \ldots, b_i\} \), then \( |\Omega_i| \leq n - 2 \) for \( i = 1, 2 \) and thus we can find \( k \neq n \) and \( l \neq n \) such that \( k \notin \Omega_1 \) and \( l \notin \Omega_2 \). Then \( g = ((k, n), (l, n)) \in S_n \times S_n \) will satisfy \( \mathcal{I}^g \subseteq \mathcal{E} \). Thus \( \mathcal{I} \) forms a PD set for the code. \( \square \)
Note: The number of elements we have in our PD set for $C$ is $n^2$; we computed the Gordon bound (see Result 1) using Magma [3] and found that the following formulae for the Gordon bound appear to hold, showing that the bound is linear in $n$:

- for $n$ odd:
  \[
  n \equiv 9 \pmod{12}, \ n \geq 21: \frac{1}{2} (5n - 11) - 2 \left\lfloor \frac{n - 3}{4} \right\rfloor - \left\lceil \frac{n - 5}{6} \right\rceil = \frac{1}{6} (11n - 15);
  \]
  \[
  n \not\equiv 9 \pmod{12}, \ n \geq 29: \frac{1}{2} (5n - 11) - 2 \left\lfloor \frac{n - 3}{4} \right\rfloor - \left\lceil \frac{n - 5}{6} \right\rceil;
  \]

- for $n \geq 12$ even:
  \[
  2n - 3 - \left\lfloor \frac{n - 2}{4} \right\rfloor + \left\lceil \frac{n - 6}{12} \right\rceil.
  \]

Some computations using Magma to find PD sets for a few small values of $n$ yielded sets of size less than $n^2$, but not as small as the Gordon bound.
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