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Abstract

In this paper a framework which uses linear time temporal logic and model checking techniques to describe the semantics a variety of test specifications is developed. These include a semantics for action words, which are a practical approach to model based testing, and coverage requirements. Features of tools that support the development of tests using this approach are also presented. While model-checking ideas are used, a model of the system is not actually required. Test sequences are directly generated from the specification of properties.

1 Background

It is recognised that manual testing of software is tedious and expensive. Automating the testing process is therefore desirable. However automation of testing is a difficult task. Reasons for this include the sensitivity of the process to changes in the system and what is being tested is not always clear from the test scripts [5, 6]. Deriving the appropriate test sequences is one of the obstacles in automated testing. Model based or specification based testing is a promising technique to generate test cases. Typical examples of this approach include [4, 6, 8, 12]. In this approach a specification or a model of the system is created. Test cases are derived from this specification or model. As a model is usually much smaller than the system it provides a manageable description of the testing process.

Formal methods can be combined with model based specification and testing. Bowen et al. [3] outline a number of possible approaches to formal methods and testing. More specific examples of describing models for testing include using Z [13], abstract state machines [12], automata represented as graphs called test graphs [17], or as tables representing behaviour [11]. Model checking [7] has also been used for testing [14]. Model checking determines if a formal model (e.g., a finite state automaton) satisfies a given specification usually specified in a temporal logic. If the model does not satisfy the requirement counter examples in terms of the model (e.g., a run of the automaton) are generated. By negating the appropriate requirements various counter examples can be generated. These counter examples can then form the basis of test sequences.

The process of model checking requires both a model and a specification. This is unlikely given the overheads in creating specifications and models. Garganti and Heitmeyer [11] use model checking to generate test sequences from an operational model expressed in SCR. But they do not require a specification. The operational model can be viewed as specifying the tests for the actual implementation.

To ease the automation of the testing process a separation of the internal representation and the high level aim of the test has been suggested. This is especially useful for testing GUIs [6]. Jia and Liu [15] use first order logic formulae and their representation in XML for testing Web applications. They also use XPath expressions as basic predicates. As one of the aims is to test returned HTML pages, they also provide matching operators such as \texttt{startsWith}, \texttt{contains} and \texttt{endsWith}. Using first order quantification over predicates and operators a wide variety of desired properties can be specified. A hierarchy of test suites, which consist of test cases which are further
decomposed into test steps is used. The XML representation is then linked to other testing tools such as JUnit to actually implement the test. Ricca and Tonella [18] adopt a similar strategy for white-box testing of web pages. They use path expressions over a model of web pages to automatically generate test sequences.

The action word approach [5, 4] has also been proposed to simplify test maintainability. This is achieved by separating the test specification from the actual testing. That is, the design of the test is specified at a high level with various scripts and translators generating and running the appropriate tests from the design. An action word specifies a sequence of actions such as entering a value or generating an event or checking an outcome. The framework permits grouping of action words to define a test cluster. Test clusters are logically related tests and specify “what is being tested” rather than “how are things tested”. The emphasis is on developing scenarios which are used for testing. This can be related to the SCR notation [11] where event tables are used. The practical effectiveness of scenario based testing over general model based testing has been argued by Buwalda [4].

The use of satisfaction in propositional logic to generate input output traces as test sequences has been reported by Wimmel et al. [20]. The model is constructed as a finite state automaton but the tests themselves are finite. This approach can be viewed as an application of bounded model checking. The authors claim that the advantage of the bounded model checking approach is that temporal logic formulae (e.g., linear time temporal logic (LTL) or computation tree logic (CTL)) are not required as they are harder to understand. The use of specification patterns [9] simplifies the use of temporal logic. The patterns, which are easier to use, provide templates for frequently required properties. The translation of these patterns into the underlying basic logic is straightforward. Coverage is an important criteria for testing methodologies. A state machine based approach to coverage is developed by Friedman et al. [10]. The required coverage criteria are expressed as logical properties and an extension of model checking is used to generate the test sequences.

In summary, most model based testing techniques use states and transitions in a finite automaton to generate test sequences. In some approaches, e.g., [6], these automata are explicitly constructed while in others, e.g., [11], they are described in a logical fashion. In this paper the aim is to develop a general framework for expressing a wide variety of testing models. For instance, the state coverage requirements and the action word approach can be combined with the specification patterns to generate appropriate testing requirements. Furthermore by translating these diverse test specifications to a suitable logic (linear time temporal logic or LTL), automata theoretic and model checking ideas for testing can be exploited. If a model is provided model-checking will yield counter examples which can be used for testing. Otherwise, the LTL formula can be converted directly to a Büchi automaton which can be used to generate sequences. Thus the main contribution of this work is to enable a practitioner to use formal specification based testing. This is because the tester need not learn the formal syntax and semantics of the temporal logic and the automaton of test generation using automata theoretic techniques. Another contribution is the option of using a model along with the specification to generate test sequences. Tools which assist in this are also described. The overall picture is given in Figure 1. It indicates that in principle a variety of inputs can be accepted from testers and the input can be translated to LTL. If a formal finite state model is available, traditional model checking techniques can be used. Otherwise, the LTL formula can be converted to an Büchi automaton from which test sequences can be generated.

The reason for using temporal logic as the formal language for testing is that it is usually a compact way of representing automata. LTL is used as it permits the specification of sequences that can be related to testing. It can also be related to paths such as those used in XPath. An abstract description of various XPath descriptions has been developed by Benedikt et al. [1]. While the paper emphasises axiomatisation of various fragments, the basic abstract definition can be used in conjunction with action words, and temporal logic patterns to provide an expressive language to express testing requirements. This can then subsume the work reported by Jia and Liu [15].

In the next section a brief overview of LTL, action words, issues in web testing and state coverage specifications is given. The focus is on action words and
web testing as that has the most practical significance. Section 3 the overall syntax to develop models for testing and the main translation scheme is described. Examples using the translation scheme are developed in Section 4.

2 Preliminaries

As with any temporal logic, the basic units are predicates which describe properties at a given state. These predicates are built up from variables, values and operators from the application domain. For example, in the action word approach comparing variables with other variables or values are the atomic predicates. For web testing the values are URLs and codes to indicate responses to http requests while operators include the XPath matching operators of contains, startsWith, endsWith etc. User interface testing uses operations such as clicking on values such as buttons or entering values into forms. As the aim is to be as general as possible, the exact syntax for defining the predicates is not prescribed. The existence of a syntactic category (say BP) for basic predicates is assumed. The state predicates (represented by Predicate) are then boolean combinations (using the usual ∧, ∨, ⊕ and →) over terms from BP. Standard abbreviations for implies →, equivalence ≡ etc. are also assumed.

Linear time temporal logic (LTL) is a temporal logic [19] which describes properties over infinite sequences. The behavioural properties are boolean combinations of two types of temporal formulae . The modality (or ’⊙’) represents the next state in sequence while the modality U (or ’U’) represents until. The syntax used is given below.

$$\text{Beh ::= Predicate | Beh } \land \text{ Beh } |$$
$$\text{Beh } \lor \text{ Beh } | \neg \text{ Beh } |$$
$$'X' \text{ Beh } | \text{ Beh } 'U' \text{ Beh}$$

The standard abbreviations of ‘G’ for globally true (i.e., over the entire trace), ‘F’ for finally or eventually true can also be used. ‘F φ’ is defined as ‘true U φ’ while ‘G φ’ is defined as ‘¬ F ¬ φ’. Other abbreviations such as those defined in [9] will be introduced when required.

2.1 Action Words

A test cluster is a collection of tests that have similar goals and level of detail. The clustering represents the logical structuring of the tests. In the action word approach [5] a test cluster is represented as a spreadsheet. Such a spreadsheet consists of a collection of independent tests as well as sequential tests. All tests in the independent test collection are run from the same starting point. These enable the testing of possible choices at a given state. The sequential tests are run one after the other in order and test a particular behaviour of the system.

This basic model has been extended to represent decision tables where there is an explicit notion of input and output. From these tables particular testing scenarios are generated. The advantages of this approach are that the testing models are easy to define and it is possible to generate the test sequences. However these tables do not have a well defined semantics. For example, there is no clear distinction between independent and sequential tests. Also the separation of inputs and responses is not always defined in the table.

The example in [4] of testing an insurance system is discussed below. Table 1 describes a decision table linking the number of accidents to gender. This table can be referenced in other tables which be used in action words for testing. For instance, the last entry shown in the Table 1 indicates a new test table which refers to values in other tables. The test sequences generated correspond to inserting various values of accidents and gender from the decision table. The # indicates a table reference. That is, the values are obtained
Table 1: Decision Table.

<table>
<thead>
<tr>
<th>accidents</th>
<th>gender</th>
<th>situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>–</td>
<td>accept</td>
</tr>
<tr>
<td>2</td>
<td>f</td>
<td>accept</td>
</tr>
<tr>
<td>2</td>
<td>m</td>
<td>refuse</td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>refuse</td>
</tr>
</tbody>
</table>

from the corresponding table. In keeping with the row semantics the value used for accidents and gender correspond to elements in the same row. However, it is not evident from the table whether these tests are independent or sequential. The constructs presented in this paper enable such distinctions and hence permit precise definitions for testing.

The tabular approach can be used to specify automata. By using keywords such as move, from and to transitions in a finite state automaton can be defined. The resulting automaton represents the model to generate test sequences. As such automata are manually defined they are necessarily small and notions such as coverage are not addressed in the action word approach.

2.2 GUI and Web Testing

The testing of graphical user interfaces is difficult because issues such as dynamically created interfaces and interpreting user actions (e.g., clicking buttons, filling in forms) need to be handled. These are usually tied to the internal representation which makes automation difficult. The capture/replay technique is usually adopted to develop test scripts which run tests derived from the captured usage. However as shown in [6] it is possible to build an abstract representation of the user interactions as a finite automaton which can then be used for testing. Testing web-based applications is similar as pages can be dynamically generated. Model-based testing of web pages can involve a sequence of web pages to visit which are either linked via hyperlinks or generated dynamically. A test suite can be specified as a path following various links within the set of pages associated with the web site [18]. For instance, a path can be defined as $l_1l_2(l_3 + l_4)$ which requires the test to follow links $l_1$ and $l_2$ and then either follow $l_3$ or $l_4$. In order to follow these links suitable values for input forms may need to be generated. A more concrete approach has been taken in [15]. They explicitly specify requesting a URL and checking the results with the match operators. For example, request

```
url=http://www.cs.depaul.edu/program
```

requires the specified URL to be requested. A requirement of the form

```
select="/html/body"
match op="contains" value="Undergraduate"
and match op="contains" value = "Master"
```

for the response demands the body of the web page identified by the URL to contain the values Undergraduate and Master. They also allow quantification over values. For example, the specification

```
forall variable name="x"
match op="startswith" select="$x" value="http"
```

requires all URLs in the given page to be absolute and begin with http. Here the quantification is over a new variable called x.

2.3 Coverage Specifications

Coverage specifications at the code level deal with statements and branching. It has been argued by Benjamin et al. [2] that path coverage yields better results than transition or state coverage. While creating coverage models for testing there are three categories of specifications. The first category specifies the variables in the system that can be ignored to create the model. The second category specifies the variables for which the test cases should cover all possible values. The third category specifies the variables along with a set of values to be covered by the test cases. However, a model is an abstraction of the code and coverage requirements as specified in [10] deal with both the abstraction as well as requirements on the model. For instance, the specification `State Projection b ON e` generates test sequences for each state in the model identified by the possible values for the expression $e$ where $b$ is true. Specifications for transitions
which identify pairs of states are also possible. Both these type of requirements specify which states or transitions must be visited. The dual of these specifications which forbid visiting certain states or transitions is also possible. For instance $\text{Forbidden}_{\text{State}} b$ results in the exclusion of states where $b$ is true as well as all other states that are reachable only from these excluded states. The forbidding of states allows one to control the states in the model as well as generating tests which skip parts under development.

3 Syntax, Tool Support and Semantics

The abstract syntax for describing a variety of tests is given in Figure 2. Informally a predicate (say $s$) requires the current state to satisfy $s$. The connective ‘;’ specifies sequencing with the second test run from the state where the first test terminates. The connective ‘+’ specifies the running of the two tests one after the other but from the same starting state. That is, they are different test runs. The $\text{STATE}$, $\text{NOSTATE}$, $\text{PATH}$ and $\text{NOPATH}$ connectives are used to specify the desired coverage requirements of the tests. The ‘Step’ construct specifies if the tests are run from the next state or some state reachable after a sequence of actions. These are directly influenced by the LTL modalities. The ‘Step’ specifications are required as the real system may perform a number of steps before exhibiting the actions specified in the model. In this paper we focus only on these constructs. However, they can be extended with the patterns [9] as the patterns have a suitable LTL semantics.

Test ::= Predicate | Test ; Step Test | Test + Test | STATE Step Test | NOSTATE Step Test | Test Step PATH Test | Test NOPATH Step Test

Step ::= IMMEDIATE | FUTURE | EVERY

Figure 2: Abstract Syntax.

3.1 Tool Support

A proof of concept tool, written in Java, to ease the development of these tests has been designed. The tool can be used in two ways. The first is to directly manipulate the tests described using the abstract syntax. A pull down list can be used to create tests belonging to the various categories. The created lists are added to another list which can then be edited or used for other tests. The list of tests is saved as a text file which enables writing of scripts to interface it with other tools. An example is shown in Figure 3.

The tool also has a GUI where icons for the various syntactic elements are used. The main aspects include using different arrow types for the three types of steps and colour to distinguish negation from positive predicates. Predicates are also defined using a tabular fashion (formula are in the disjunctive normal form) keeping it close to the action word approach. Examples are shown in Figure 4. The first item shows a predicate in tabular form where the darker colour (red on the screen) indicates negation. The second item shows the sequencing of tests (hence the second test is run even if the formula corresponding to the first test does not hold and is shown as half green and half red) The step is Future indicated by an arrow followed by a dot. The third item shows a global (indicated by the large arrow head) coverage requirement and corresponds to the textual $\text{STATE EVERY}$ construct.
The tool used to generate test sequences will be described after describing a few examples. This will illustrate the applicability of the chosen tool.

3.2 Semantics

The precise semantics in terms of LTL definitions are developed below. The semantics are indexed by formula which is necessary to describe sequential tests. To simplify the presentation \( \text{IMMEDIATE} \) is used to indicate the semantics of the Step \( s \). The semantics of a Step yields a LTL modality. That is, \( \text{IMMEDIATE} \) yields \( X \), \( \text{FUTURE} \) yields \( F \) and \( \text{EVERY} \) yields \( G \).

\[
\llbracket p \rrbracket^\varphi = p \land \varphi
\]

The indexed semantics of a state predicate is the predicate itself and the index formula. This index is usually a formula about the future and hence describes the behaviour of the test after the predicate has become true.

\[
\llbracket t_1; t_2 \rrbracket^\varphi = \llbracket t_1 \rrbracket^{\varphi_1} \text{ where } \varphi_1 = \exists \llbracket t_2 \rrbracket^\varphi
\]

The semantics of ‘;’ is sequencing. After the composite test \( t_1; t_2 \) is run the test corresponding to \( \varphi \) needs to be executed. This means that the semantics of the test to be run after \( t_1 \) is the semantics of \( t_2 \) with the appropriate scope and test followed by \( \varphi \).

\[
\llbracket t_1 + t_2 \rrbracket^\varphi = \llbracket t_1 \rrbracket^\varphi \land \llbracket t_2 \rrbracket^\varphi
\]

As the tests \( t_1 \) and \( t_2 \) are independent the combined test is represented by conjunction. The test represented by \( \varphi \) will be run after both \( t_1 \) and \( t_2 \).

\[
\text{STATE } s \llbracket t_1 \rrbracket^\varphi = \exists \llbracket t_1 \rrbracket^\varphi
\]

The step identifies the state from where the test \( t_1 \) will be executed.

\[
\text{NOSTATE } s \llbracket t_1 \rrbracket^\varphi = \exists (\neg \llbracket t_1 \rrbracket^\varphi)
\]

The NOSTATE requirement specifies the set of states that should not be visited. The step specification defines where in relation to the current state these forbidden states should not occur.

\[
\llbracket t_1 \text{ PATH } t_2 \rrbracket^\varphi = \llbracket t_1 \rrbracket^{\text{True}} \rightarrow \exists \llbracket t_2 \rrbracket^\varphi
\]

The PATH requirement specifies that if \( t_1 \) is applicable then there is a path to \( t_2 \). As the sequencing of tests applies only after \( t_2 \) is executed, the semantics of \( t_1 \) is indexed by True. Thus if \( t_1 \) does not hold in a particular run, the next test run is True which holds trivially.

\[
\llbracket t_1 \text{ NOPATH } s t_2 \rrbracket^\varphi = \llbracket t_1 \rrbracket^{\text{True}} \rightarrow \exists \llbracket t_2 \rrbracket^\varphi
\]

The NOPATH specification is similar to PATH except that \( t_2 \) is not applicable. As for NOSTATE the step identifies where the forbidden test applies.

4 Examples

In this section the translation from other test specification languages to a specification following the syntax described above is described.

The first focus is on web-based testing. The key to the translation is to define sufficient predicates which capture behaviour. For example the predicates associated with web pages include \text{visited} (which indicates if a page has been visited) while the predicates associated with links include request, responseValid and responseInvalid.
The test specification corresponding to the requirement of visiting every page is specified as the conjunction over

STATE FUTURE visited(p)

for every page p. The specification corresponding to every link is valid is specified as the conjunction over

STATE FUTURE requested(l); FUTURE responseValid(l)

for every link l. The formal semantics of the above requirement is F (requested(l) \land F responseValid(l)). That is, the link l is requested sometime and sometime after that there is a valid response. This is different from

STATE FUTURE requested(l) PATH FUTURE responseValid(l)

where it does not demand that the link is actually requested. It only requires that if the link l is requested the response is valid.

Pages or hyperlinks can also be described by explicit URLs and responses from the server as integer codes (such as 200, 404). Hence variables such as reqURL and respStatus which can take appropriate value can also be defined. Using these variables, the requirement that every time one requests a particular URL (say u) will return a valid status, can be described as

STATE EVERY (reqURL = u); FUTURE (respStatus = 200)

The modelling of XPath based techniques requires the introduction of suitable functions for each selection and match operation. For example, if the selection is body and the operation is contains a function bodyContains is defined. It is a function from the set of appropriate values to a boolean value. Thus if the test requirement then specifies a value (say v) the predicate defined by bodyContains(v) can be used in the specification.

The action words described in [5] have a direct translation using state predicates and the ‘;’ connective.

A systematic translation of these tables resulted in the following formulae being generated.

- G (accept ⇒ premium=1000) \land G (refuse ⇒ message="Not Eligible")
That is, if the request is accepted the premium costs 1000 otherwise the message “Not Eligible” is displayed.

- \( G ((\text{customer}=\text{chris} \land \text{accidents}=0) \Rightarrow \neg F \text{ accept}) \).
  If the person has had no accidents then the request for insurance is granted.

- \( G ((\text{customer}=\text{chris} \land \text{accidents}=2 \land \text{gender}=f) \Rightarrow \neg F \text{ accept}) \land G ((\text{customer}=\text{chris} \land \text{accidents}=2 \land \text{gender}=m) \Rightarrow \neg F \text{ refuse}) \).
  If the person has had two accidents then the request for insurance is granted only if they are female.

- \( G ((\text{customer}=\text{chris} \land \text{accidents}=3) \Rightarrow \neg F \text{ refuse}) \).
  If the person has had three accidents then the request for insurance is always denied.

These are all independent tests and they are combined using conjunction.

In the case when testers do not explicitly provide a model, test sequences can be generated using Büchi automata. The LTL formula corresponding to the test can be used by a tool such as LTL2BA http://www.liafa.jussieu.fr/~oddoux/ltl2ba/ which can generate the automaton corresponding to the formula. LTL2BA provides a number of parameters to generate the automaton and it is possible to generate a compact automaton.

For example, the automaton corresponding to ‘\( G ((\text{customer}=\text{chris} \land \text{accidents}=3) \Rightarrow \neg F \text{ refuse}) \)’ is shown in Figure 5. In the figure \( p \) stands for ‘customer=chris’, \( q \) represents ‘accidents=3’ and \( r \) represents refuse. The automaton is non-deterministic as it can move to the state marked ‘1’ at any time. However, for accepting runs, it should move to the state marked ‘1’ only when it cannot remain in the state marked init. The test sequences from the automaton could include making \( p \) and \( q \) true and \( r \) false which will cause the transition to state 1. The automaton will remain there till \( r \) is true.

A more complicated example is derived from the ‘false in between’ pattern described in [9]. This is related to the test in Table 2. The test implicitly assumes that no name change occurs in between entering the value and checking the result. The test sequences for this are generated from the following automaton output by LTL2BA shown in Figure 6. The test is specified by ‘No \( p \) between \( q \) and \( r \)’ where \( q \) represents creating the value, \( r \) represents checking the value and \( p \) represents updating the name. The LTL formula is given by ‘\( G (q \Rightarrow ((\neg p U r) \lor G (\neg r))) \)’. The automaton generated has two main cases. In the first case, an ‘\( r \)’ does occur and hence after a ‘\( q \)’ a ‘\( p \)’ should not occur. In the second case, an ‘\( r \)’ never occurs so there is no restriction on ‘\( p \)’.

The test sequences generated fall into two categories.
One which is similar to the old test (with no intervening change to the name). The other is where the name change occurs and the test succeeds trivially.

5 Conclusions and Future Work

In this paper an uniform approach to developing model based test specifications has been developed. The starting point was the informal but practical action word approach. The formal semantics for the specification language was used to make the semantics of action words based testing more precise. The notion of coverage was also added to the basic action word approach. The temporal logic approach removes the need to explicitly specify test automata (e.g., as in [6]). The test specifications are more compact. The use of LTL based modalities and predicates has enhanced the reuse of many test specifications. In a system under development many tests represented as event sequences (e.g., [16]) are made unusable after changes are made. However the use of connectives such as \textsc{future} ensure that changes are not required as not all intermediate steps are represented. For example, the same test specifications are applicable to testing two spreadsheets (the Open Office Calc and gnumeric) although the key menus are different.

The tools described in this paper provide only proof of concept and need to be further developed. A well developed tool should also be integrated with the LTL2BA tool and model checkers. One of the current goals is to extend the framework to include timing constraints. This will enable the specification of stress tests and other performance related tests [21].
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