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Abstract

In this paper, we present a set of techniques and an approach to support the facilitator in building consensus during group decision making in computer supported group work. The approach utilizes data about each participant's expressed preferences (scores and ranks) for a set of decision alternatives under consideration. The data are analyzed to provide the facilitator with information about the level of group consensus, coalescing of subgroups, and areas of strong disagreement. An illustration from a real-world case situation demonstrates the approach.
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1. Introduction

In response to the turbulence of the post-industrial environment, many firms are shifting away from hierarchical models for organizing work to autonomous teams and other forms of self-managing group processes [16,2]. The urgency, complexity, and frequency of problems confronting organizations necessitate the participation of groups of individuals who have a wide range of skills, perspectives, and values [16]. This trend towards group work has given rise to the research and development of a class of computer-based environments to support group work commonly referred to as group support systems (GSS). GSSs vary in their support for group work; some types are general purpose while others target specific group activities. Examples of specialized GSSs are group decision support systems (GDSS) [7], negotiation support systems (NSS) [18,19], and electronic meeting systems (EMS) [5]. In general, GSS environments provide tools and techniques to assist in facilitating and managing group discussions, issue exploration, problem definition and analysis, consensus seeking, group writing, activity coordination, knowledge sharing and accumulation, and data and decision analysis.

Much of the GSS research has focused on developing computer environments and studying their effects on group work [23]. To date, several studies have reported contradictory findings on the effectiveness of GSS in group activity. For example, some studies reported reduction in meeting lengths [14,25] while others have reported no change or increased meeting lengths [27]. Even though the focus of research has been
on improving group processes via GSS, relatively little attention has been given to support for group facilitation [14,23,33,8]. However, recent experimental and field studies suggest that facilitation may be a critical factor in GSS effectiveness [6,24,33]. The primary focus of this paper is to present a set of techniques and an approach for analyzing preference data which could assist group facilitation and the search for consensus in computer supported group work. These techniques are intended to assist facilitators with the difficult task of clarifying positions of participants and identifying openings for dialogue, and developing strategies for moving the participants to consensus. Our approach is informed by a broad range of decision analysis techniques, for example AHP [29], fuzzy systems [10] and multiple criteria decision making [4] among others. The techniques are intended to support the group facilitator in analyzing and determining, at any point in time: (a) the level of consensus existing in the group process; (b) subgroups with strong internal agreement which could serve as catalysts for consensus building; and (c) those decision options which may be controversial.

2. Facilitation support in GSS

The importance of facilitation and consensus formation in group process effectiveness has long been acknowledged in the organization studies literature [15]. However, research on facilitation in GSS is only now coming into focus. Although recent experimental and field studies suggest that it may be critical to GSS effectiveness [6,14,24,33], studies on how facilitation should be structured in GSS use have been inconclusive. For example, in a comparative study, Dickson et al. [8] found that the group facilitated by computer software (chauffeured support) achieved a higher level of satisfaction and consensus than a human facilitated group or user-driven group. On the other hand, Anson [1] found that flexible human facilitation of groups, whether using GSSs or not, improves the group process. Two obvious questions that emerge from these discussions are: What are the relevant aspects of good facilitation? How can they be supported in GSS environments?

Several researchers have discussed the role of the facilitator in manual group processes [9,15,28]. More recently, Phillips et al. [26] and Bostrom et al. [2] have discussed the role of the facilitator in computer supported group processes. Although there are some differences among these researchers, the following three phase general model for facilitator involvement in group meetings can be derived from them: (1) process planning and design; (2) preparation and setup; and (3) process management. In the first phase, the facilitator works with the group leader and other members to design the group process. These design activities are concerned with: (a) defining the ground rules for the process and the roles of the participants; (b) formulating the problems and defining the outcomes to be achieved; and (c) developing an agenda. In the second phase, the facilitator selects the appropriate group technology and prepares for the group process. The third phase encompasses the most demanding activities of facilitation. It is concerned with the management of the group process and promotion of effective task behaviors. In addition to running the meeting according to the agreed upon ground rules, the facilitator must keep the participants focused on the agenda, and maintain productive dialogue and intra-group relations. In flexible facilitation processes, the facilitator is required to skillfully and unobtrusively steer the group toward the desired outcomes. To be effective in this undertaking, the facilitator must be able to analyze and understand the positions of participants, identify openings for dialogue, and develop strategies for moving the participants toward consensus and commitment. In the context of GSS environments, this requires not only a high level of training for facilitators [15], but appropriate methods, techniques, and software tools [18].

2.1. Current approaches

Current approaches to facilitation and consensus building in GSS are limited to tool support for ranking and scoring. Most GSS procedures for ranking and scoring: (a) collect individual
preference data about the decision alternatives; (b) derive a group preference from the individual preferences; and (c) discuss the derived group preference and repeat the cycle until an acceptable outcome is achieved. Although sophisticated analysis of these preference data could offer insights into consensus formation, very limited analysis is performed on them. One reason for this is the limitations of current data collection and analysis techniques in GSSs. Simple techniques are used to collect the individual preferences, and simple statistical techniques are used to derive the group preference. In the case of ranking, each user is presented with a list of the relevant objects and is instructed to order them in a manner that is consistent with his/her beliefs. The GSS (e.g. GroupSystems, TeamFocus, VisionQuest) provides convenient mechanisms for moving the objects to the desired positions. In the case of scoring/rating, each participant is presented with the list of alternatives, a numeric interval of acceptable scores, and a pair of qualitative categories associated with the highest and lowest values of the scale. Each participant is requested to assign to each object an integer value consistent with his/her belief about the relative position of the object. With this approach to scoring, it is possible that two different users may associate two different meanings to the same numeric value. Similarly, a user may associate the same meaning to two different values in the interval. This implies that evaluating the responses of the group in order to determine the consensus response, as well as the level of consensus, is a problematic undertaking.

Further, since scoring/rating with reference to a common basis of comparison also implies the existence of relationships between the objects relative to the basis of comparison, different scores provided by two different group members could reflect expressions of the same relationships. For example, the actual scores (12, 6, 3) and (8, 4, 2) imply the same relationships (4: 2: 1). Consequently, it is necessary to consider the relationships among the scores in order to determine the level of consensus. This perspective on consensus might not be apparent to the user if there is no explicit association between the scores of pairs of objects. Current approaches to scoring in GSS limit the users’ perspectives on consensus and the methods used to estimate the level of consensus. One GSS, OptionFinder, does provide a “consensus map” of decision makers’ positions; however, it uses arithmetic averaging and as such is subject to the problem discussed above. In general, current GSSs provide the facilitator with limited tools and techniques for identifying and analyzing embedded data that could help in the search for consensus. In the following section, we outline the basic concepts of the proposed techniques and approach.
3. The conceptual framework

Conceptually, our approach for supporting the analysis of consensus relevant data in GSS can be divided into a three phase process (Fig. 1): (1) pre-evaluation, (2) preference elicitation, and (3) data analysis and reporting. The pre-evaluation phase encompasses three basic activities: (1) selecting the alternatives for evaluation; (2) determining the evaluation criteria; and (3) determining the threshold of agreement. The first two activities are common to any group decision making process, and are well discussed in the literature (see Irving and Conrath [17] for a summary). They are also well supported by current GSS platforms (see Dennis et al. [5] and Vogel et al. [32]). The third activity is essentially concerned with defining the stopping rules for the process. In practice, the group discusses the decision situation at hand and defines a point, which when attained, lead all to agree that consensus has been reached. This point could be the expiration of an allotted time interval, or a certain level of agreement (partial or full) on the issues. The preference elicitation phase is concerned with ranking the alternatives and providing comparison data. These are common activities in group decision making, generally supported by most GSS environments. Data analysis and reporting, the third phase of the process, is the central focus of this paper. Here we are concerned with analyzing the preference data elicited from the decision makers to identify their positions on the “consensus map.” We are interested in identifying possible coalitions, problematic decision alternatives, and individuals whose preferences may serve as a position around which consensus could be negotiated.

The analysis that we are proposing provides a means to assess the level of group consensus at any point in the group process, and provide information which could then be used by a facilitator to assist in negotiating consensus formation in the group. Ideally, consensus would be reached when a consensus map has been identified that represents a preference that the group finds to be acceptable. From our perspective, such a map would evolve from communicative and discursive activity within the group. The question arises as to the point at which the group can be said to have an acceptable level of consensus. In the ideal situation, there would be total agreement in the group. But in general, due to differences of opinion, this would not be the case. Thus, there is a need for a stopping rule.

3.1. Basic concepts

For preference elicitation, we use a scale and a corresponding matrix $A^t = \{a^t_{ij}\}$ within which individual decision-makers $t$ could specify their cardinal preferences (i.e. their priority order and relative strengths) with regard to a set of “n” decision options. This type of technique is extremely easy to implement and use in GSSs, and requires little effort on the part of the decision makers [12,13,29]. For the data analysis, we use numeric weight vectors. The use of weight vectors to represent the relative strengths of individual and group preferences with regard to a set of objects is not a new idea, but there are different opinions on the matter. A fundamental premise of ours is that weight vectors can reflect the decision-making group’s (DMG) beliefs in the relative importance of the various objects (see Bryson et al. [3]). Several researchers including Cook and Stewart [4], and Shanteau [31] concur on this point. Further, Cook and Stewart [4], Keeney and Raiffa [20], and others have demonstrated the applicability of weight vectors for multiple criteria decision-making (MCDM) analysis; consequently, we will not repeat those arguments here.

We apply various analysis techniques (discussed below) to the numeric vectors in order to derive the following consensus indicators: (1) the group strong agreement quotient (GSAQ), a measure of the level of agreement in the group; (2) the group strong disagreement quotient (GSDQ), a measure of the level of disagreement in the group; and (3) the group strongest disagreement indicator (GSDI), a measure of the breadth of opinions in the group. The individual strong agreement quotient (ISAQ'), the individual strong disagreement quotient (ISDQ'), the individual strongest disagreement indicator
(ISDI'), and analogous indicators measure the position of each individual relative to the group.

3.2. Data analysis

The data analysis consists of three sets of activities: (1) deriving the weight vectors from the preference data collected from the decision makers; (2) deriving the indicator values; and (3) analyzing the indicator values and weight vectors to identify sub-groupings and problematic decision options.

3.2.1. Deriving weight vectors

Let \( a_{ij} \) be the numerical comparison of the decision-maker \( t \), of his/her relative preference between the pair of decision options \((i,j)\). This information can be represented for each pair of available decision options as a matrix \( A^t = \{a_{ij}\} \). If we assume that the preference information is consistent, then it follows that the paired comparison coefficient \( a_{ij} \) is close to the real underlying preference ratio \( y_i/y_j \) of the decision-maker. Let \( w^t = (w_1^t, ..., w_n^t) \) be the normalized weight vector that provides a numeric representation of the group member \( t \)'s belief on the relative importance of all the available \( n \) decision options. Then, it follows that the ratio \( w_i/w_j \) is close to the decision-maker's underlying preference ratio and is an approximation of comparison coefficient \( a_{ij} \) (see Saaty [30]). To obtain the normalized weight vector \( w^t \), we solve the following eigenvalue problem:

\[
A^t \cdot w^t = e_{\text{MAX}}^t \cdot w^t,
\]

where \( e_{\text{MAX}}^t \) is the largest eigenvalue associated with \( A^t \), such that \( \sum_j w_j^t = 1 \) and \( w_j^t \geq 0 \). We compute a consistency ratio to determine the degree of inconsistency in the preference information given by the decision-maker. If this computed ratio is higher than a specified consistency ratio, then the degree of inconsistency is unacceptable. It is recommended that the decision-maker revise his/her relative preference information, after which the weights are recomputed.

3.2.2. Deriving indicator values

The indicators described above provide an estimate of the level of consensus existing within the group at a given point in time. The first two indicators, GSAQ and GSDQ, identify the percentage of pairs of group members who have a reasonably strong level of agreement or disagreement. The idea is that consensus develops from pairs of group members involved in dyadic discourse. Consequently, we are attempting to measure the agreement in the opinions of each pair of group members. The GSAQ indicator is based on the strong agreement in dyadic discourse. Alternately, we may measure the current level of consensus indirectly by using the GSDQ indicator to assess the level of strong disagreement among the participants. Further, the GSDI value provides an estimate of the breadth of opinions in the group. The individual indicators ISAQ, ISDQ, and ISDI give an estimate of the position of each individual relative to the group.

Using these indicators, the group process facilitator can assess the progress towards consensus formation from several perspectives and plan strategies for achieving movement toward group consensus during difficult periods. As stated earlier, the facilitator's interest in the analysis is to answer the following questions: (1) Is there a subset of members whose current position with regard to the given decision-making problem makes them likely to be effective agents for consensus-building based on dyadic discourse? (2) Is there a group member who shares strong agreement with an "overwhelming majority" of the group members? (3) Is there a subset of the objects such that, if this subset were removed, the agreement quotient between a given pair of group members would be increased, and the group's consensus index would be increased?

3.2.3. Identifying subgroups

With regard to the first question, the indicators ISAQ' and ISDQ' could be used in identifying individuals who share a fair level of agreement with other group members and who would not have any apparent insurmountable barriers identified by the ISDI' value. We can identify these group members via their individual consensus vector (ICV') as:

\[
\text{ICV}' = (\text{ISAQ}', - \text{ISDQ}', - \text{ISDI}').
\]
Those persons whose ICV’s fit this description would not have their ICV dominated by the ICV of any other group member. Here, ICV \( t_1 \) is said to be dominated by ICV \( t_2 \), if \( ICV_{t_1} \leq ICV_{t_2} \) with strict inequality in at least one dimension. Likewise, we can identify any group members “t” and “r” who share strong agreement by using two methods: (1) finding the cosine of the angle between their corresponding weight vectors \( w^t \) and \( w^r \); and (2) finding the ratio of these same weight vectors. In the case of the cosine method, we define this agreement indicator as:

\[
AGG^{t,r} = \frac{(w^t \cdot w^r)}{\|w^t\| \|w^r\|},
\]

where \( (w^t \cdot w^r) \) is the dot product of the two vectors, and \( \|w^t\|, \|w^r\| \) are the 2-norms of \( w^t, w^r \) respectively.

Note that \( AGG^{t,r} \) can only take on values between 0 and 1. If \( w^t \) and \( w^r \) are fairly similar, then \( AGG^{t,r} \) will be fairly close to 1. If the two vectors are very dissimilar (i.e. almost orthogonal), then \( AGG^{t,r} \) will be close to zero. If we specify threshold values \( \alpha \) (for strong agreement) and \( \delta \) (for strong disagreement), then group members “t” and “r” will be said to have strong agreement if \( AGG^{t,r} \geq \alpha \), and strong disagreement if \( AGG^{t,r} \leq \delta \). A possible value for \( \alpha \) is 0.985 (the cosine of a 10° angle), and a possible value for \( \delta \) is 0.966 (the cosine of a 15° angle). The rationale for using these angles is that the largest possible angle between any two of our weight vectors is 90°. Further, 10° on a 0° to 90° scale is equivalent to 1 on a 1 to 9 scale, and similarly 15° is equivalent to 1.5 on a 1 to 9 scale.

The GSAQ value may thus be computed as follows:

\[
GSAQ_v = \sum_{t \in T} \sum_{r < t} 2 \cdot \Gamma(t,r) / (m \cdot (m - 1))
\]

where \( \Gamma(t,r) = 1 \) if \( AGG^{t,r} \geq \alpha \), and \( \Gamma(t,r) = 0 \) if \( AGG^{t,r} < \alpha \). “T” is the index set for the group members, and “m” is the number of members in the group.

Similarly, the group strong disagreement quotient (GSDQ) is computed as follows:

\[
GSDQ = \sum_{t \in T} \sum_{r < t} 2 \cdot \Phi(t,r) / (n \cdot (n - 1))
\]

where \( \Phi(t,r) = 1 \) if \( AGG^{t,r} \leq \delta \), and \( \Phi(t,r) = 0 \) if \( AGG^{t,r} > \delta \).

The third indicator may be computed as follows:

\[
GSDI = \min\{AGG^{t,r}, \text{over each pair } t, r\}
\]

Thus, the consensus indicators of the group are said to be GSAQ at the \( \alpha \)-level of significance, GSDQ at the \( \delta \)-level of significance, and GSDI. An examination of values of these three indicators should offer some insight into the current level of consensus in the group.

The individual consensus indicators may be computed as follows:

\[
ISAQ^t = \sum_{(r \in T, r + 1)} \Gamma(t,r) / (n - 1);
\]

\[
ISDQ^t = \sum_{(r \in T, r + 1)} \Phi(t,r) / (n - 1);
\]

\[
ISDI^t = \min\{AGG_{t,r}, \text{over each } r \in T\}.
\]

3.2.4. Identifying problematic options

Finally, in order to identify that subset of decision options which when removed would positively influence the level of consensus between two group members, we suggest the following analysis technique: Let \( J = \{1, 2, j', (j' + 1), ..., m\} \) be the index set of the m decision options involved in the problem situation, and let \( J' = \{(j' + 1), ..., m\} \) be the index set for those decision options whose removal would increase the value of the agreement indicator between a given pair of members (say \( t, r \)). Given the weight vectors \( w^t, w^r \) where:

\[
w^t = (w^t_1, ..., w^t_{(j'-1)}, w^t_j', w^t_{(j'+1)}, ..., w^t_m),
\]

\[
w^r = (w^r_1, ..., w^r_{(j'-1)}, w^r_j', w^r_{(j'+1)}, ..., w^r_m),
\]

we can construct the vectors \( v^t, v^r \) as follows:

\[
v^t = (v^t_1, ..., v^t_{(j'-1)}, v^t_j', v^t_{(j'+1)}, ..., v^t_m),
\]

\[
v^r = (v^r_1, ..., v^r_{(j'-1)}, v^r_j', v^r_{(j'+1)}, ..., v^r_m),
\]

The agreement indicator between the two group members, if the given subset of objects were removed from the problem, is the cosine of the angle between the vectors \( v^t \) and \( v^r \).
4. Prototype and case illustration

The consensus support prototype, an application within the Group Work Environment (GWE) discussed here, was developed using Visual Basic and runs under Microsoft Windows®; other implementations are in various stages of completion. The functional architecture of the application can be decomposed into four modules illustrated in Fig. 2: (1) Process Management (PM), (2) Preference Elicitation (PE), (3) Consensus Analysis (CA), and (4) Reporting. The process management module offers the facilitator a set of tools for managing the group process. It is also the primary interface to the system through which the facilitator controls execution of the other modules.

The preference elicitation module is the primary interface for decision makers. It provides a set of user-friendly interfaces through which decision makers rank alternatives and enter comparison data (see Fig. 4). The consensus analysis module calculates all the various indicators described above. After each round of preference elicitation, the facilitator, interacting via the PM module, runs the CA module to assess group consensus. The facilitator also manages the report generation and distribution process via the PM module. During report setup the facilitator defines the distribution list and the information to be displayed on each decision maker's workstation.

4.1. General operating procedure

All users of the GWE application gain access via the login procedure. The login identification and password determine the level of access the individual is given. The facilitator is granted access to the Process Management Module, where he/she can setup and manage the group process.

All other users are given access to the preference elicitation interface. The general operating procedure for using the GWE application in group processes is characterized by three phases: Setup, Preference Elicitation, and Data Analysis and Reporting. Depending on the outcome of the group process, Phases II and III, Preference Elicitation and Data Analysis and Reporting, may be cycled through as many times as necessary. In Phase I, Setup, the group of decision makers discuss and select the decision alternatives to be considered, determine the evaluation criteria, define the ground rules for the group process, and set the level of agreement (stopping rule) to be accepted as group consensus. In some cases, the group members may opt for an open process, in other cases an anonymous process. With the rules of procedure, the decision options, and stopping rule clearly defined we setup the system for the nomination meeting. The facilitator, interacting with the Process Management Module (see Fig. 3) runs the setup procedure which requests data on the number of decision options and number of decision makers involved in this process. This data is used by the process management module to create the work files. Next, the facilitator is

---

2 Two other general purpose implementations are being tested, Lotus Notes and Quattro Pro under Windows for client-server environments. This latter implementation is being field tested in BBA and MBA student group decision making projects.
Fig. 3. The facilitator's interface

Fig. 4. Preference elicitation interface.
required to enter the decision options (via a data
entry screen, not shown). This data is loaded into
the input file of the preference elicitation mod-
ule. The facilitator, then, defines the reports to
be generated at the end of Phase III. In Phase II,
each decision maker ranks the alternatives via the
Preference/Rank Evaluation interface (Fig. 4).
The PE module executes a selection cycle which
presents two decision options at a time for the
decision maker to evaluate. The decision maker
provides information on the weights (relative
strengths) of his/her preferences. The process is
repeated through several iterations until all com-
binations of the decision options are evaluated.

In Phase III, the facilitator runs the CA mod-
ule which computes the weight vectors and the
ISAQ and GSAQ values. She/he, then, runs the
reporting module which presents the appropriate
ISAQ results and the GSAQ measure to each par-
participant. If the GSAQ does not meet the
expected threshold of agreement, the facilitator
can use the system to conduct relevant analysis
and determine a solution strategy. He/she can
examine the individual indicators of the group
members to identify the individual with the largest
ISAQ value. That is, \( \text{ISAQ}^t > p_1 \) where \( p \) is the
proportion of the group that agrees with the
individual. Since this would imply that there is
some convergence by several other group mem-
bbers toward the weights provided by this individ-
ual, they can be used as a starting point for
further discussion. A second option is to select a
pair of participants whose individual strong
agreement quotients surpass the threshold
(\( \text{ISAQ}^t > p_2 \), \( \text{ISAQ}^r > p_2 \)), and combined strong
agreement quotient surpasses it as well. Then,
compute a corresponding weight vector \( (w^{t,r}) \)
for them and use it as the starting point for further
discussion. A third option is to identify those
alternatives upon which there is strong disagree-
ment in the group and use them as a starting
point for further discussion. At any point in the
process, the facilitator can repeat the preference
elicitation process and re-assess the level of con-
sensus of the group.

4.2. A case illustration

The case presented here is a recent decision
making situation in which a committee of twelve
senior faculty members of a major American
business school were required to evaluate a set of
five applicants, and nominate one candidate and
an alternate for the position of dean. We use
the case to illustrate how the ideas and tech-
niques presented earlier were implemented in a
typical group decision making situation. This case
study served as a “live test” of the facilitator
support system and operating procedure. It must
be noted that this test was not planned in ad-
vance; it was serendipitous. We were planning to
develop an experiment using MBA student sub-
jects when an influential member on the commit-
tee suggested that we test our system on a “real
problem” — the dean’s nomination process. Af-
fter some discussion of the matter, the offer was
accepted with some trepidation. Since the com-
mittee had already agreed upon a process for
their deliberations, our procedures had to be
adapted to fit their needs. The nomination pro-
ject was structured as a three stage process: (I)
evaluating the applicants and deriving the short-
list; (II) conducting interviews of the short-listed
candidates; and (III) ranking short-listed candi-
dates and nominating the primary and alternate
candidates to the university president. Although
only one of the authors was allowed to observe
Stage I, none were involved in Stage II. In Stage
III, a facilitator and an observer participated in
the trial. The GSS support was provided only for
Stage III of the process. In the following section,
we describe Stages I and III.

Stage I: The first stage of the nomination
process consisted of two committee meetings held

---

3 It should be noted that the facilitator determines what
will be reported to the users. As part of pre-meeting activities
the group decides whether the process will be open or anony-
mous.

4 Because of the sensitivity of the case we are unable to
engage in elaborate discussion of it. We use the data for
illustrative purposes only.
over a four-week period. During the first meeting, the committee debated and hammered out the criteria for the first round elimination process. The basic objective of the first round elimination process was to derive a short-list of contenders for site visits and further consideration. During the intervening period until the second meeting, each committee member was required to review the files of all the candidates in light of the criteria. Three weeks later, the second meeting was held to conduct the first round elimination process. Although the elimination process was well structured, the committee used neither a facilitator nor the system. The result of the preliminary round was a short-list of five candidates who met the basic qualifications for the position.

Stage III: After the interviewing stage was completed, the committee held two meetings to discuss the ranking criteria and procedure. A third meeting convened in order to conduct the nomination process, and a fourth to wrap-up the project. During the first of these meetings, the group of decision makers were oriented on the procedure to be followed, and the role of the facilitator in supporting the group decision making process. The decision makers were also given an action learning hand’s on workshop which consisted of a "toy problem" — ranking NCAA basketball players. After their orientation the committee members commenced discussion of possible evaluation criteria. This discussion continued during a second meeting, where agreement was achieved on the evaluation criteria and the level of agreement required to carry the vote. It was agreed that a two-thirds majority vote on the first and alternate candidate would constitute a consensus decision. A date was set for the meeting during which the committee members would evaluate the candidates and complete the nomination process. It was also decided that no limit would be put on the time for deliberation. The committee would meet and reconvene if necessary, until the two-thirds majority was achieved. In the intervening period, each member was required to review the file of each candidate in light of the evaluation criteria and prepare for the next meeting.

The facilitator started the third meeting — the nomination process — with a brief tutorial on user-application interaction. Interacting via the preference elicitation module (Fig. 4), the committee members anonymously ranked the five candidates and provided data on the relative strengths of their preferences. Appendix A lists the resulting individual weight vectors generated from the preference elicitation exercise. These vectors represent the relative strengths of the rankings of each committee member. The facilitator, then, conducted the first round of analysis. The data were analyzed to determine: (a) the level of agreement among the committee members; (b) those committee members whose preference rankings might serve as a focal point for dialogue aimed at advancing the consensus building process; and (c) candidates who may be deemed problematic based on the level of disagreement among the committee members’ expressed preference for these candidates.

4.2.1. Determining the level of agreement

The reader will recall that the level of agreement was set by the committee members at two-thirds majority; in other words, a group strong agreement quotient (GSAQ) value of 0.66. The result computed from the first round of the nomination process showed a GSAQ of 0.712 at 0.985 level of significance (see Appendix B for details). Thus, the desired level of agreement was achieved. However, this did not mean that there were no differences among the committee members’ preferences on which of the candidates should fill the dean’s position. It simply means that the committee members were very close on their preference rankings of the candidates. We continue the analysis to demonstrate what information can be derived from the preference rankings.

4.2.2. Identifying key committee members

In situations of wide disagreement, the facilitator might want to identify those individuals around whom consensus can be built. In contrast to approaches that compute “group” scores, we are interested in identifying individuals who share agreement on preference rankings with a large number of their colleagues. The reader will recall
that the individual strong agreement quotient (ISAQ) is a measure of agreement of that individual’s preference rankings with each of the other group members. Table 1 displays the individual consensus vectors of each committee member. The ISAQ indicator values suggest that committee member 6 is the individual around whom the facilitator is most likely to be able to build consensus. This is because this individual’s preference rankings share something in common with many of the other committee members. Group members 10 and 12 are also likely candidates, although less likely than group member 6. Armed with this information, the facilitator can encourage the committee members to discuss the preference rankings of member 6 in order to determine where there might be agreement and disagreement. This discussion could be open with all members knowing whose rankings they are discussing. On the other hand, the discussion could be “closed” with no one knowing the origin of the rankings, just that most of the group seems to agree on them.

4.2.3. Identifying problematic candidates

Another key issue for facilitators of group processes is identifying decision options that are problematic for the achievement of consensus; by this we mean identifying those options about which most of the members of the decision making group disagree. The ability to identify contentious decision options is important to good facilitation. This information could be used by the facilitator to lead discussion which could clarify problems decision makers have with particular alternatives. In the case discussed here, the facilitator may want to identify those candidates on whom there was much disagreement. To identify these individuals, we need to compute a new set of group consensus indicators. We do this analysis by excluding one candidate at a time as we compute the GSAQ and GSDQ, and then compare each such vector with the vector that included all the candidates. Table 2 displays the resulting GSAQ and GSDQ indicators.

The reader will notice that the GSAQ indicator value improved significantly when candidate 5 was excluded, and it deteriorated significantly when candidate 4 was excluded. This analysis suggests that many of the committee members expressed varying preferences for candidate 5. And, on the contrary, many of the committee members agree on the preference rankings given to candidate 4. Here again, the facilitator can use this information to lead a discussion about the differing preferences that the members expressed for candidate 5.

5. Concluding discussion

We have presented an approach and a set of techniques that a facilitator can use to measure and assess consensus in group decision making processes. We have also illustrated with a case study how the techniques can be implemented in software applications to assist facilitators involved

---

**Table 1**

<table>
<thead>
<tr>
<th>Committee Member</th>
<th>ISAQ</th>
<th>ISDQ</th>
<th>ISDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.818</td>
<td>000</td>
<td>-0.017</td>
</tr>
<tr>
<td>2</td>
<td>0.727</td>
<td>000</td>
<td>-0.026</td>
</tr>
<tr>
<td>3</td>
<td>0.727</td>
<td>000</td>
<td>-0.018</td>
</tr>
<tr>
<td>4</td>
<td>0.727</td>
<td>000</td>
<td>-0.026</td>
</tr>
<tr>
<td>5</td>
<td>0.636</td>
<td>-0.091</td>
<td>-0.036</td>
</tr>
<tr>
<td>6</td>
<td>1.000</td>
<td>000</td>
<td>-0.014</td>
</tr>
<tr>
<td>7</td>
<td>0.273</td>
<td>-0.182</td>
<td>-0.036</td>
</tr>
<tr>
<td>8</td>
<td>0.636</td>
<td>000</td>
<td>-0.032</td>
</tr>
<tr>
<td>9</td>
<td>0.636</td>
<td>-0.091</td>
<td>-0.034</td>
</tr>
<tr>
<td>10</td>
<td>0.909</td>
<td>000</td>
<td>-0.021</td>
</tr>
<tr>
<td>11</td>
<td>0.545</td>
<td>000</td>
<td>-0.025</td>
</tr>
<tr>
<td>12</td>
<td>0.909</td>
<td>000</td>
<td>-0.016</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>Excluded Candidate</th>
<th>GSAQ</th>
<th>GSDQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.652</td>
<td>00</td>
</tr>
<tr>
<td>2</td>
<td>0.742</td>
<td>00</td>
</tr>
<tr>
<td>3</td>
<td>0.697</td>
<td>0.030</td>
</tr>
<tr>
<td>4</td>
<td>0.591</td>
<td>0.061</td>
</tr>
<tr>
<td>5</td>
<td>0.848</td>
<td>00</td>
</tr>
</tbody>
</table>
in group process work. The fundamental conjecture of this research is that techniques such as these can improve group facilitation. They could assist group facilitators in analyzing preference data and identifying “dead-ends” and “openings” which could help improve the consensus process. Studies have shown that information about individual and group positions can have an influence on preference tasks in group decision making situations [25]. Psychologists also argue that people have a greater tendency towards building consensus with those whom they perceive as sharing some common ground with themselves. Thus, knowledge about where an individual stands relative to the group on an issue might be important information when one is reassessing one’s position. Further, people are more willing to engage in dialogue if they understand each other’s positions on the issues under consideration. The ability to analyze consensus relevant data captured in GSS environments has the potential for improving group processes.

The approach and techniques we have presented help to advance the project of improved GSS technology for group work. They provide the group process facilitator with a set of tools for identifying: (a) the level of agreement among the group members; (b) the level of disagreement in the group; (c) which individuals, by virtue of their shared agreement with divergent group members, might assist in brokering the dialogue; (d) who agrees and who disagrees on what decision alternatives; and (e) what decision alternatives are problematic. It is important to note that the measures that we suggested are “soft measures,” not “hard measures” (see Fedrizzi and Kacprzyk [10,11]). According to these researchers, “hard measures” indicate full consensus, the case of complete agreement between group members on all relevant issues, while “soft measures” attempt to find the degree to which group members agree as to their preferences with regard to most pairs of objects. And although many decision making meetings are convened for the purpose of “hammering out agreement” on issues upon which participants often hold differing views, most GSS environments offer limited support for “soft measures.”

Appendix A

<table>
<thead>
<tr>
<th>COMMITTEE MEMBERS</th>
<th>PREFERENCE VECTORS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.231, 0.143, 0.218, 0.202, 0.206)</td>
</tr>
<tr>
<td>2</td>
<td>(0.268, 0.118, 0.206, 0.240, 0.168)</td>
</tr>
<tr>
<td>3</td>
<td>(0.257, 0.156, 0.156, 0.241, 0.189)</td>
</tr>
<tr>
<td>4</td>
<td>(0.265, 0.136, 0.215, 0.226, 0.158)</td>
</tr>
<tr>
<td>5</td>
<td>(0.202, 0.169, 0.179, 0.227, 0.223)</td>
</tr>
<tr>
<td>6</td>
<td>(0.231, 0.154, 0.190, 0.259, 0.167)</td>
</tr>
<tr>
<td>7</td>
<td>(0.278, 0.099, 0.215, 0.244, 0.165)</td>
</tr>
<tr>
<td>8</td>
<td>(0.206, 0.150, 0.172, 0.242, 0.229)</td>
</tr>
<tr>
<td>9</td>
<td>(0.208, 0.164, 0.179, 0.222, 0.227)</td>
</tr>
<tr>
<td>10</td>
<td>(0.217, 0.171, 0.212, 0.233, 0.168)</td>
</tr>
<tr>
<td>11</td>
<td>(0.234, 0.167, 0.223, 0.228, 0.149)</td>
</tr>
<tr>
<td>12</td>
<td>(0.224, 0.160, 0.203, 0.239, 0.174)</td>
</tr>
</tbody>
</table>

Vectors of relative strengths of preferences
Appendix B

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.988</td>
<td>0.984</td>
<td>0.990</td>
<td>0.990</td>
<td>0.986</td>
<td>0.983</td>
<td>0.988</td>
<td>0.992</td>
<td>0.992</td>
<td>0.989</td>
<td>0.993</td>
</tr>
<tr>
<td>2</td>
<td>0.989</td>
<td>0.998</td>
<td>0.974</td>
<td>0.992</td>
<td>0.999</td>
<td>0.977</td>
<td>0.976</td>
<td>0.987</td>
<td>0.990</td>
<td>0.991</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.988</td>
<td>0.988</td>
<td>0.994</td>
<td>0.982</td>
<td>0.975</td>
<td>0.992</td>
<td>0.996</td>
<td>0.997</td>
<td>0.991</td>
<td>0.995</td>
<td>0.993</td>
</tr>
<tr>
<td>4</td>
<td>0.975</td>
<td>0.987</td>
<td>0.964</td>
<td>0.998</td>
<td>0.100</td>
<td>0.989</td>
<td>0.979</td>
<td>0.991</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.986</td>
<td>0.968</td>
<td>0.986</td>
<td>0.986</td>
<td>0.996</td>
<td>0.967</td>
<td>0.984</td>
<td>0.984</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.998</td>
<td>0.985</td>
<td>0.975</td>
<td>0.979</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.997</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Group strong agreement indicator = 0.712 at 0.985 level of significance.
Correlation matrix computed from preference vectors.
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