Text Segmentation by Automatically Designed Morphological Operators
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Abstract. Identification of areas corresponding to text in document images is an important step for a character recognition system. In this paper, we briefly review a technique for automatic design of binary morphological operators and show its application to the segmentation of text areas from document page images. We also present an heuristic filter used to refine the segmentation results. Results obtained for two different sets of images are shown.

1 Introduction

Typically, a document image contains objects such as text and figures (diagrams, graphics, half-tones). Information about the localization of these objects in a page image may help document processing systems such as optical character recognition (OCR) systems. The task of separating text from figures is usually composed of two processes: page segmentation and page classification [1]. Page segmentation refers to the partitioning of a page image into subregions corresponding to those objects. Page classification is the identification of the object type in each region. Several techniques for page segmentation and classification have been proposed. More recent works include [1, 2, 3].

In this paper, we present a novel approach for text segmentation from binary images based on automatically designed binary morphological operators. Automatic design of morphological image operators [4, 5] has been previously applied with success for character recognition [6, 7] and also to other image processing problems. In our approach, a morphological operator is designed for segmenting texts, and its results are further processed by heuristically designed robust morphological filters. The automatically generated segmentation operator plays an important role in the whole segmentation process because its results, even not being perfect, allow a simple post-processing that effectively segments the areas of interest.

Following this, we first review in Section 2 some basic definitions of mathematical morphology for binary images. In Section 3 we recall the automatic design procedure of morphological operators. In Section 4, we present results of the proposed method for several page images, and finally in Section 5 we give the conclusion.

2 Elements of Mathematical Morphology

Let $E = Z^2$ and let $P(E)$ denote the power set of $E$. Consider also a finite subset $W \subseteq E$, containing the origin $o$ of $E$. The translation of a set $S \subseteq E$ by a vector $v \in E$ is denoted $S_v$ and defined by $S_v = \{ y \in E : y = x + z, x \in S \}$. The cardinality of a finite set $S \in P(E)$ is denoted $|S|$. A mapping $\Psi : P(E) \rightarrow P(E)$ is a $W$-operator if and only if (iff) it is translation-invariant (i.e., $\Psi(S_v) = \Psi(S)_v$, for all $z \in E$ and $S \in P(E)$) and locally defined within $W$ (i.e., $x \in \Psi(S) \Leftrightarrow x \in \Psi(S \cap W_x)$, for all $x \in E$ and $S \in P(E)$).

Proposition 2.1 A mapping $\Psi : P(E) \rightarrow P(E)$ is a $W$-operator iff there exists a mapping $\psi : P(W) \rightarrow \{0, 1\}$ such that

$$x \in \Psi(S) \iff \psi(S \cap W) = 1$$

for all $x \in E$ and $S \in P(E)$. The mapping $\psi$ is called the characteristic function of $\Psi$.

The kernel of a $W$-operator $\Psi : P(E) \rightarrow P(E)$, characterized by a function $\psi$, is the collection $K(\Psi) = \{ X \in P(W) : \psi(X) = 1 \}$. In order to design a $W$-operator, one only needs to design its characteristic function, or specify its kernel.

$W$-operators can be used for binary image processing because binary images can be regarded as subsets of the image domain (in our case, the set $E$). Some operators of mathematical morphology for binary images are presented in the remaining of this section.

Definition 2.1 Let $B \in P(W)$. The $W$-operators $\delta_B$ and $\varepsilon_B$ defined by

$$x \in \delta_B(S) \Leftrightarrow S \cap B_x \neq \emptyset$$
and
\[ x \in \varepsilon_B(S) \iff B_x \subseteq S \]
for any \( x \in E \) and \( S \in \mathcal{P}(E) \), are called, respectively, dilation and erosion by \( B \). The set \( B \) is called a structuring element.

**Definition 2.2** The operators \( \gamma_B \) and \( \varphi_B \) from \( \mathcal{P}(E) \) to \( \mathcal{P}(E) \), given by
\[ \gamma_B = \delta_B \varepsilon_B \]
and
\[ \varphi_B = \varepsilon_B \delta_B, \]
are called, respectively, opening and closing by \( B \).

Intuitively, one might think of an opening as the operator that removes objects or parts of the objects that are smaller than the structuring element, while closing is the operator that fills spaces between the objects that are smaller than the structuring element.

**Definition 2.3** Given \( k > 0 \), the \( W \)-operator defined by the characteristic function \( \psi(X) = 1 \iff |X| \geq k \), for all \( X \in \mathcal{P}(W) \), is the \( k \)-order filter. If \( k = \lceil |W|/2 \rceil \) then it is a median filter.

Let \( S \in \mathcal{P}(E) \) and let \( S^c \) denote the complement of \( S \). A hole of an image \( S \) is any finite connected component of \( S^c \) (in practice, any connected component of \( S^c \) that does not touch the border of the image). The closing of holes is an operator that fills all holes of an image. Let \( a > 0 \). An image operator that removes all components of an image with size smaller than \( a \) is called the \( a \)-area open filter. This filter is useful for removing small objects from an image. Formal definitions of these operators can be found, for instance, in \([8,9]\).

A \( W \)-operator \( \Psi \) is anti-extensive iff \( \Psi(S) \subseteq S \), for all \( S \in \mathcal{P}(E) \). For further details on mathematical morphology the reader may refer to \([10, 11, 12]\).

3 Automatic Design of Morphological Operators

In general, the approaches to design morphological operators consider descriptions of the desired image transformation given in high-level of abstraction. These descriptions are translated into a specification of a morphological operator that realizes the described transformation. The approach in this paper \([4,5]\) considers pairs of observed-ideal images, like those shown in Fig. 1, as a description of the desired transformation.

The pairs of observed-ideal images \((S, I)\) are considered as realizations of random processes \( S \) and \( I \), and the operators are regarded as estimators of \( I \) in terms of \( S \) \([13]\). In other words, one would like to find an operator \( \Psi \) such that \( \Psi(S) \) is as close as possible to \( I \), according to some error measure. Usually, the error measure to be minimized is the mean absolute error, i.e., \( MAE(\Psi) = E[|\Psi(S)(z) - I(z)|] \). Under the assumption that the processes \( S \) and \( I \) are jointly stationary, point \( z \) is arbitrary. Hence, they can be characterized by a joint process \((X, Y)\) where realizations of \( X \) are subsets of \( W \) and realizations of \( Y \) are in \((0, 1)\). The measure to be minimized is then written as \( MAE(\Psi) = E[|\psi(X) - Y|] \). Given the probabilities \( P(X) = P(X = x) \) of observing \( X \) and the conditional probabilities \( p(1|X) = P(Y = 1|X) \) of observing value 1 in the ideal image given that pattern \( X \) has been observed in the observed image, the MAE-optimal \( W \)-operator is characterized by the function:
\[
\psi_{opt}(X) = \begin{cases} 
1, & \text{if } p(1|X) > 0.5, \\
0, & \text{if } p(1|X) \leq 0.5.
\end{cases}
\] (1)

In practice, in order to estimate the optimal operator, sample pairs of observed-ideal images are used to estimate the conditional probabilities \( p(1|X) \). Some patterns \( X \in \mathcal{P}(W) \) may not be observed in the sample and therefore the value of the operator stays undefined for those patterns. Moreover, the representation of the operator by means of its kernel is not adequate in computational terms. Therefore, a learning algorithm \([14]\) is applied to the set of observed patterns. It has two main objectives: (1) to generalize the operator definition for patterns not observed in the sample, and (2) to reduce the representation cost of the operator. In this paper we use the ISI algorithm \([4]\) that meets both objectives. ISI receives as input a collection of examples \((X, Y)\) and outputs a collection of intervals that completely describes a \( W \)-operator \( \psi \) and which is consistent with the input data, i.e., \( \psi(X) = y \) for each input pair \((X, y)\).
Once an operator $\Psi_1$ is designed from pairs $(S, I)$ of sample images, a second operator $\Psi_2$ may be designed from pairs $(\Psi_1(S), I)$, a third one from pairs $(\Psi_2(\Psi_1(S)), I)$ and so on. The composed operator $\Psi_2\Psi_1$ is called a two-iteration operator. Analogously, $\Psi_3\Psi_2\Psi_1$ is called a three-iteration operator. Effectiveness of iterated operators has been investigated for the case of increasing operators in [15], and for the class of (not necessarily increasing) $W$-operators in [16].

4 Experimental Results

The automatic design technique described above was applied to segment text areas from pages of two sets of page images. Training images like those shown in Fig. 1 were used to design the operators. The images were obtained in high resolution (200 and 300 dpi, respectively), binarized by a simple threshold operation, and down-sampled to get images with resolution equivalent to 100dpi. The operators were trained to segment only black characters (in a white background), and only those with standard font size. Since the expected result from the segmentation (ideal image) is a subset of the observed image, we designed anti-extensive operators (all elements of the kernel contains the origin $o$).

For the first set of images, a two-iteration operator $\Psi = \Psi_2\Psi_1$ were designed using a total of 5 pairs of training images. Letting $(S_1, I_1), \ldots, (S_5, I_5)$ denote the training pairs of images, the first iteration operator, $\Psi_1$, were designed from $(S_1, I_1), \ldots, (S_4, I_4)$ over the $7 \times 5$ window, while the second one, $\Psi_2$, were designed from $(\Psi_1(S_1), I_2), \ldots, (\Psi_1(S_4), I_5)$ over a 21-point window (the $5 \times 5$ window without the four corner points). Figure 2 shows the result of $\Psi$ applied on a test page.

Text objects of standard font size are kept almost as they were in the image before the processing, while non-text objects and text of non-standard font size are almost completely removed. Note that the density of pixels in the area corresponding to text objects is much larger than in non-text areas. Based on this fact, a post-processing procedure consisting of the following sequence of filters is applied:

- a 18-order filter, relative to the $7 \times 20$ window,
- a closing by a vertical line structuring element of length 10,
- the closing of holes operator,
- an area open filter.

The parameters of the order filter and of the closing were empirically adjusted for the whole set of images, while the parameters of the area open filter were adjusted for each page. Figure 3 shows the effect of the post-processing sequence of filters applied on the result shown in Fig. 2.

Next we show several test images (of the first group) and respective segmentation results obtained applying
the designed operator plus the post-processing procedure. For each pair, the first image is the original (observed image) while the second one is the respective segmentation result, superposed to the original image. Some pairs are shown in a larger scale for better visualization.
In all these pages, only few errors were verified. In one of the pages, the page number was missed by the post-processing procedure, because the object was smaller than other non-desired components removed by the area open filter. Some text in italic font were not segmented because they were not present in the training images.

The second set of images was obtained from a different source. The images in this set have, in general, a more complex layout than the ones in the first set.
For instance, they include mathematical formulas and their figures contain text of standard size. For this set, a three-iteration operator has been designed using a total of 8 pairs of training images, over the 7 × 5, 5 × 5 and 21-point (the 5 × 5 window without the four corner points) windows, respectively. For the first-iteration operator, 6 pairs of training images were used, while for the last two iterations all 8 pairs were used. The same post-processing procedure described before, with the same parameter values, was applied to the resulting images. Next we show the segmentation result for some test pages of the second set.
In the second set of images, the results are good, but some page numbers and formulas were missed. Some text inside the diagrams were segmented while others were not. This may be due to the fact that they were regarded as non-text elements for the design of the operator. Better results should be obtained if more training data is used in conjunction with careful selection of the objects to be segmented.

5 Conclusion

Very good segmentation results have been obtained by the method proposed in this paper. Some advantages of our method are: (1) it does not require any hypothesis about the characteristics of the objects present in the page images; only a relatively small number of observed-ideal pair of images is required for training an operator, (2) we have observed that the designed operator is robust with relation to slightly skewed images.

The heuristic post-processing procedure we used seems to be robust, only with the inconvenience that the parameter of the area open filter must be adjusted for each image. Some filters that produce markers for the objects of interest (so to avoid the adjustment of the area open filter) have been tested (not shown). It is noteworthy to mention that it may be possible to re-
place the post-processing procedure by automatic designed operators, eliminating at all the need for adjusting the parameters of the post processing procedure. This is one of the issues for future research.

Another issue we would like to investigate further is the appropriate resolution of the images. When documents are to be processed by OCRs they are usually scanned at a relatively high resolution (300dpi or more). Since time to process an image is also proportional to the image size, a way to cut down the processing time is to use low resolution images. In our approach, we have used images of resolution approximately 100dpi, and one of our next goals is to investigate the application of the method on images of lower resolutions.
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