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Abstract—In an optical packet switch (OPS), input fibers carry multiple wavelengths, each of which carries a packet to one output fiber. As several wavelengths from different inputs could be destined to the same output fiber, one wavelength can be connected and the others remain disconnected, losing the carried packets. Because of the multiple wavelengths available at an output fiber, wavelength conversion in the OPS of the unconnected wavelengths into those available can increase the number of connections. A parametric wavelength converter (PWC) provides multichannel wavelength conversion where wavelengths can be converted to another. A PWC uses a pump wavelength that can be flexibly chosen to define which wavelengths can be converted, defining the so-called wavelength conversion pairs. However, it is unknown which set of pump wavelengths, and therefore the set of connection pairs, should be selected to improve the OPS performance while the number of PWCs in the OPS is reduced. This paper proposes a pump wavelength selection policy for an OPS that uses different pump wavelengths, one for each PWC, within an arbitrarily selected interval. This policy is called a variety-rich (VR) policy. This paper also introduces a non-wavelength-blocking OPS (NWB-OPS) to make full use of PWCs. The switch performance is evaluated through computer simulation. The results show that the proposed policy with different pump wavelengths achieves the highest performance when compared with another of similar complexity. Furthermore, the performance study shows that small sizes of the interval to select a pump wavelength are more beneficial than larger ones.

Index Terms—Optical packet switch; Wavelength division multiplexing; Wavelength converter; Pump wavelength; Scheduling algorithm.

I. INTRODUCTION

Optical switches that support high bandwidth for high-speed networks are required as the demand for link speed and bandwidth keeps increasing. In an optical packet network with optical packet switches (OPSs) interconnected with optical fibers running wavelength division multiplexing (WDM), packets can be transmitted from source to destination without any optical-electrical-optical conversion [1–5].

In an OPS, an optical fiber carries several wavelengths to transmit packets. An input fiber may carry as many packets as wavelengths that could be destined to one or several output fibers. In an OPS, output contention might occur as multiple packets from different input fibers might be destined to a single output fiber using the same wavelength at the same time. From the contending packets, only one is forwarded to the output fiber and the others are dropped. To perform the selection of the packet (and wavelength), a switch configured by a scheduler can be used. In an OPS, the set of aggregated wavelengths coming from the input fiber is optically demultiplexed into individual wavelengths and each wavelength is assigned to an input port of the switch fabric that connects outputs to inputs. The outputs of the switch fabric are assigned to one wavelength each. Therefore, each input port of the switch fabric can be connected to an output port of the same wavelength. The set of individual wavelengths of an output fiber are then aggregated before they egress the switch. For a switch with \( N \) input/output fibers and \( W \) wavelengths per fiber, an \( NW \times NW \) switch fabric is used. In such a switch fabric the scheduler makes the decision of interconnecting different inputs and outputs for each wavelength by performing a matching process (i.e.,
the assignment of one input to one output). When several inputs of the same wavelength have packets for the same output, it is said to be output contention.

Several methods for resolving output contention have been proposed. One of them is the use of optical buffering through fiber delay lines (FDLs) [6] to delay a packet for a specified amount of time while waiting for a future transmission. However, because the delay times that FDLs can provide depend on the fiber length, the delay times that FDLs can feasibly provide are small when they are compared with the delay times that a packet would have to wait before being forwarded. Another option is the use of deflection routing [7], which can reduce the need for buffering packets. In this approach, one packet is sent to the destined output while the others are sent to any available output as alternative routes. However, the network control for such an approach might be complex.

An alternative strategy is to use a wavelength converter (WC) [8]. In this approach, the wavelength carrying a packet that cannot be switched to its destined output because of output contention is converted to another available wavelength for the same output fiber. A full wavelength converter (FWC), which can convert a wavelength to any other wavelength, has a self-tunable probe light source [9]. A network using FWCs achieves the highest performance known in terms of packet loss rate if the number of FWCs is increased [10]. However, this makes this approach costly for practical applications. Furthermore, under some actual traffic conditions, the FWCs in an OPS may not be used, making the OPS unnecessarily expensive. To decrease the high cost of FWCs, inputs can share a WC, where each input uses one wavelength. Several architectures with shared WCs have been proposed, such as the shared-per-node (SPN) approach [10–12].

SPN with parametric wavelength converters (SPN-PWC) [13] is an example of an SPN switch. This switch requires a smaller number of converters than a switch using single-channel WCs. A parametric wavelength converter (PWC) [14] allows multiple wavelengths to be simultaneously converted from one to another. To define the wavelengths that can be converted, a pump wavelength, \( \lambda_p \), is applied to the PWC. In the PWC, \( \lambda_s \) is set in the middle wavelength, between the wavelength to be converted from, \( \lambda_w \), and the one to be converted to, \( \lambda_w' \). This is defined by

\[
\lambda_w' = 2\lambda_p - \lambda_w.
\]

Because a conversion wavelength pair comprises the set of wavelengths converted from and converted to, each wavelength can play either role, the source wavelength or the converted wavelength in a time slot. For example, if \( \lambda_p \) is set to convert \( \lambda_a \) to/from \( \lambda_b \), where \( \lambda_a \) and \( \lambda_b \) are transmission wavelengths, then \( \lambda_a \) can be selected to be the original wavelength and \( \lambda_b \) can be selected to be the converted wavelength or vice versa, but just one direction at a time. Furthermore, each pair in the set can have independent conversion direction at a given time. Figure 1 shows examples of the wavelength conversion pairs in a PWC. There are seven wavelengths in this example, \( \lambda_1 \) to \( \lambda_7 \). When \( \lambda_p = \lambda_4 \), the conversion pairs in the PWC are \( \lambda_1 \leftrightarrow \lambda_7 \), \( \lambda_2 \leftrightarrow \lambda_6 \), and \( \lambda_3 \leftrightarrow \lambda_5 \), which can be used in either direction. The set of conversion pairs using the same pump wavelength is called a conversion pattern. Setting different pump wavelengths obtains different conversion patterns.

The PWC is considered to be becoming feasible. A number of simultaneous multiwavelength conversions of over 30 channels has been reported using fiber [15] and a LiNbO\(_3\) waveguide [16]. A high-capacity field transmission experiment using multiwavelength conversion has also been demonstrated [17]. Moreover, the parametric process is fully transparent to various types of advanced modulation formats such as differential phase shift keying (DPSK) [18] and quadrature phase shift keying (QPSK) [19]. These studies show that guard bands can be provided with a suitable channel spacing. With this in mind, this paper assumes that guard bands are provided in the adopted channel spacing, such that they are considered provisioned in the remainder of this paper.

It has been claimed that setting the pump wavelength in the middle of the lowest and highest transmission wavelengths can achieve high switching performance improvement because \( \lambda_p \) provides the maximum number of conversion pairs in a PWC [13]. This approach uses a pump selection policy where all PWCs in the OPS use the same pump wavelengths and all of the pump wavelengths attempt to be set as close as possible to the middle of the lowest and highest transmission wavelengths. If this approach is applied to all PWCs in the OPS and all of the pump wavelengths are fixed in the middle, each wavelength can be converted to another single wavelength. That is, the number of conversion pairs is the largest, but there is no variety as one wavelength can be converted to only one other wavelength. The number of different conversion pairs is the smallest. This policy is called a number-rich (NR) policy. Therefore, this raises the fol-

![Fig. 1. Example of wavelength conversion pairs in a PWC.](image)
lowing questions: What are the pump wavelengths in multiple PWCS that can improve the switching performance of an OPS and how much is the performance improved while keeping the number of PWCS small?

This paper takes on these questions and proposes a policy to set pump wavelengths with different values such that a variety of connection pairs is provided. This is called a variety-rich (VR) policy. The VR policy in an OPS with multiple PWCS uses a different pump wavelength in each PWC. It thus provides a different set of conversion wavelength pairs per PWC. The performance improvement that the VR policy has over the NR policy on an optical packet switch is investigated. In the VR policy, a different pump wavelength per PWC is selected within a bounded interval of transmission wavelengths. To perform the configuration of the switch fabric used in the OPS, an iterative matching algorithm that considers wavelengths of fibers as separate ports is adapted from those used in electronic input-queued packet switches. The selections in the matching algorithm are random for simplicity. However, other selection policies can be used to improve the performance of the scheduling scheme, and therefore, that of the OPS. The numerical results indicate that the performance of the VR policy is dramatically improved compared with that of the NR policy.

The remainder of this paper is organized as follows. Section II describes switch models that are the wavelength-blocking OPS (WB-OPS) and the non-wavelength-blocking OPS (NWB-OPS) with PWCS. Section III describes a conventional NR policy. Section IV introduces a proposed VR policy. Section V introduces the iterative scheduling algorithm. Section VI shows the performance results. Section VII presents the conclusions.

II. SWITCH MODELS

As shown in Fig. 2, a switch consists of $N$ input and output fibers and $M$ PWCS. Each fiber carries $W$ different wavelengths.

In Fig. 2(a), a switch fabric without any demultiplexer after wavelength conversion from PWCS is used. A request with a converted wavelength is directly sent from a PWC to an output port of the requested output fiber without any demultiplexer. To do this, a PWC output forwards requests carrying the different wavelengths to only one output fiber although output ports using the different wavelength on other output fibers are available. We call this switch a wavelength-blocking OPS (WB-OPS) [13].

As shown in Fig. 2(b), a non-wavelength-blocking OPS (NWB-OPS) differs from the previously presented switch, the WB-OPS [shown in Fig. 2(a)], with no demultiplexer at the output of the PWCS. The NWB-OPS uses a $(NW+MW) \times (NW+MW)$ switch fabric and demultiplexers at the output of the PWCS, where each demultiplexed wavelength is in a one-to-one correspondence with an input port of the switch fabric. The individual wavelengths, coming through individual input ports of the switch fabric, are grouped together by an optical coupler before being forwarded to an output fiber. In this way, each converted wavelength can be connected to any output, making this switch non-wavelength-blocking. For example, the two different wavelengths coming from the output PWC in the figure can then be connected to two different outputs, as shown by the solid and dashed lines traversing the switch fabric.

To simplify the description in the remainder of this paper, instead of referring to a wavelength in wavelength units (e.g., meters), the wavelengths are referred to by index numbers, where each index has a one-to-one correspondence to a wavelength, and wavelengths in the wavelength transmission interval are equally spaced. Therefore, all transmission wavelengths (i.e., the ones carrying data) and $\lambda_p$ can be expressed by index numbers. Here, $m$ and $w$ are the indexes of the PWCS and transmission wavelengths, respectively, where $1 \leq m \leq M$ and $1 \leq w \leq W$.

In the remainder of this paper, it is assumed that packets have a fixed size and the time dedicated to switch packets from inputs to outputs therefore has a fixed duration, which is called a time slot. The OPS switch performs the connection of wavelengths from the input fibers to the output fibers, through connections between the input and output ports of the switch fabrics and through connections from the inputs to the PWCS and from the PWCS to the output ports, each time slot. The configuration of the switch fabric can be updated on a time-slot basis.

Several wavelengths, each carrying a packet, can be simultaneously matched, and those that lose conten-
tion can be converted to another wavelength by PWCs. To define the wavelengths that can be converted, a continuous pump wavelength, $\lambda_{pm}$, is applied to $PWC_m$. In a PWC, $\lambda_{pm}$ can be set in the middle of the transmission wavelength, between the wavelength to be converted from, $\lambda_w$, and the one to be converted to, $\lambda_{w'}$. This is defined by

$$w' = 2p_m - w. \quad (2)$$

For the general case, the set of pump wavelengths is defined as $\Lambda_p = \{\lambda_{p1}, \lambda_{p2}, \ldots, \lambda_{pm}, \ldots, \lambda_{pM}\}$, where $\lambda_{pm}$ is the pump wavelength of the $m$th PWC.

III. Number-Rich Policy

The NR policy is a conventional policy that was adopted from the existing description in [13]. The $M$ PWCs use the same pump wavelength, $\lambda_{pm}$, placed in the middle between the lowest transmission wavelength, $\lambda_1$, and the highest transmission wavelength, $\lambda_W$, as shown in Fig. 3. That is, $\lambda_{pm} = \lambda_{p1} = \lambda_{p2} = \ldots = \lambda_{pM}$. It also means that $\lambda_w$ is converted to $\lambda_{W-(w-1)}$, for any $w$ in the transmission wavelength set. The index of $\lambda_{pm}$ is

$$p_m = \frac{1 + W}{2}. \quad (3)$$

In the NR policy, although setting the pump wavelength in the middle of transmission wavelengths for every PWC achieves the maximum number of conversion pairs, the variety of conversion patterns is limited to only one. Some requests from input ports may be blocked, even though the desired output fiber has some available wavelengths. This can occur because none of the wavelength conversion pairs supports the requests. Therefore, it is desirable that packets that lose the contention process be able to utilize the available wavelengths.

IV. Variety-Rich Policy

The VR policy is a proposed policy, where each PWC has a different $\lambda_{pm}$. The VR policy increases a variety of conversion patterns while the NR policy has only one conversion pattern. Figure 4 shows an example of a variety of conversion patterns in a set of different pump wavelengths for PWCs. There are eight wavelengths in this example, $\lambda_1$ to $\lambda_8$. When $\lambda_{pm} = \lambda_2$, the conversion pair in the PWC is $\lambda_1 \leftrightarrow \lambda_3$, which can be used in either direction. When $\lambda_{pm} = \lambda_3$, the conversion pairs are $\lambda_1 \leftrightarrow \lambda_5$ and $\lambda_2 \leftrightarrow \lambda_4$. This offers more opportunity to wavelengths of contending packets to be converted to available wavelengths at the desired output fibers.

In VR policy, each PWC has a different $\lambda_{pm}$, which takes a value of a transmission wavelength in a sub-interval within the transmission wavelength interval or between contiguous transmission wavelengths. The interval where the pump wavelength can be placed is called a pump wavelength interval, which has lowest and highest pump wavelengths, $\lambda_1$ and $\lambda_h$, respectively. The pump wavelength interval is centered in the middle of the transmission wavelength interval. The pump interval size is the difference between the indices of $\lambda_h$ and $\lambda_l$, $h - l$. The largest size of the pump interval is $W - 1$ and the minimum size of the pump interval is $|\lfloor (M-1)/2 \rfloor|$, where $|x|$ is the smallest integer greater than or equal to $x$. Let us denote $\lambda_{p1} = \lambda_1$ and $\lambda_{pM} = \lambda_h$. The rules for selecting the pump wavelengths after the pump interval size arbitrarily selected in this policy are the following:

- The pump wavelengths with the smallest and the largest indices in the pump wavelength interval

Fig. 3. Setting $\lambda_{pm}$ for $M$ PWCs for the NR policy.

Fig. 4. Different pump wavelengths and their wavelength conversion pairs in PWCs.
are \( l = p_1 = [(1 + W)/2] - [(h - l)/2] \) and \( h = p_M = [(1 + W)/2] + [(h - l)/2] \). The relationship between these wavelengths and those in the transmission interval is

\[
\frac{l + h}{2} = \frac{1 + W}{2}.
\]

(4)

- The remaining pump wavelengths are placed between the lowest and the highest pump wavelengths, or \( \lambda_l \leq \lambda_{pm} \leq \lambda_h \). The pump wavelength can be set at a transmission wavelength or in the middle between each consecutive pair of transmission wavelengths. Let us denote as \( \delta_p \) the interwavelength space (which also corresponds to the interindex space), which is defined as

\[
\delta_p = \frac{h - l}{M - 1},
\]

which indicates that the interwavelength spaces are equal. Then \( \lambda_p \) for \( m = 2, \ldots, M-1 \) is \( \lambda_{pm} = \lambda_l + (m-1)\delta_p \).

Figure 5 shows the setting of the pump wavelengths for the VR policy.

\[
V. \text{ SCHEDULING ALGORITHMS}
\]

There are three possible points where contention might occur in this switch model. The first contention point is at the output port of the switch because there could be more than one packet from the different input fibers with the same wavelength destined to the same output fiber and only one packet can be forwarded to an output. In the scheduling scheme, an input sends a request to the output. An output selects a request by random selection. The requests not selected by the output port are sent to a PWC that can convert their wavelengths to other unmatched wavelengths at the output fiber.

The second contention point is at the inputs of the PWCs. There are two types of contentions. First, since the requests rejected by the output port are sent to the PWC with the same original wavelength, the PWC selects only one request with the same original wavelength to convert to another wavelength within its wavelength conversion pairs. Second, if there are requests from different original wavelengths to request the same conversion pair, the PWC selects only one original wavelength out of two to be converted. The unmatched requests are sent to other PWCs that can possibly perform the conversion in the next iteration.

The third contention point is again at output ports of the switch, after the original wavelength of the requests are converted from PWCs. The PWC that performed the wavelength conversions forward a request to the destined output port (the same destination of the original wavelength) of the switch. Only one request with the same converted wavelength from a PWC is selected as described in the matching scheme and the inputs that are the sources of the converted wavelengths are notified of the matching results.

\[
A. \text{ Definitions}
\]

The terminology used in this paper is as follows:

- \( i \): The \( i \)th input port of the switch fabric, where \( 1 \leq i \leq N \).
- \( j \): The \( j \)th output port of the switch fabric, where \( 1 \leq j \leq N \).
- \( RO(i,w,j) \): Request flag of the \( i \)th input fiber at the \( w \)th wavelength to the \( j \)th output fiber.
- \( RC(i,m,w,j,w') \): Request flag of the \( i \)th input fiber at the \( w \)th wavelength to the \( m \)th PWC for converting from wavelength \( w \) to wavelength \( w' \) and destined to the \( j \)th output fiber.
- \( I(i,w) \): Input port of the \( i \)th fiber and the \( w \)th wavelength.
- \( O(j,w) \): Output port of the \( j \)th fiber and the \( w \)th wavelength.
- \( CI(m,w) \): Input port of the \( m \)th PWC and the \( w \)th wavelength.
\( CO(m, w') \) Output port of the \( m \)th PWC and the \( w' \)th wavelength.

B. Random-Based Scheduling Algorithm for the NWB-OPS

At the beginning of each time slot, input and output ports of the switch fabric are unmatched. The algorithm consists of two phases, phase I and phase II. In phase I, matching between input and output links without PWCs is performed to resolve the first contention point, i.e., at the output ports of the switch. The remaining unmatched requests from phase I are considered for matching in phase II. In phase II, multiple iterations are considered. At each iteration, matching between input and output links using PWCs is performed to resolve the second and third contention points. These contentions occur at the input ports of the PWCs and at output ports of the switch after the original wavelength of the requests are converted from PWCs, respectively. Remaining unmatched requests at the end of the iteration are considered for matching at the next iteration, until the specified number of iterations is reached or there is no unmatched request. The following steps describe the procedure of the selection process.

Phase I: Direct matching between input and output links.

- **Step 1**: Input port \( I(i, w) \) sends a request \( RO(i, w, j) \) to output port \( O(j, w) \) if there is a request \( RO(i, w, j) \) at \( I(i, w) \).
- **Step 2**: Output port \( O(j, w) \) randomly selects \( RO(i, w, j) \) with a uniform distribution among all those received. \( O(j, w) \) sends a grant, indicating the selected input, to the selected input. The grant includes the information of unmatched (available) wavelengths at the output.

Phase II: Matching between input and output links using PWCs.

The first iteration

- **Step 1**: An input port randomly selects a PWC out of those that can convert the \( w \)th wavelength to an available \( w' \)th wavelength at the destined output fiber to send the unmatched request \( RO(i, w, j) \) in phase I. The selection of PWCs is determined by the policy adopted.
- **Step 2**: The input port \( I(i, w) \) sends request \( RC(i, m, w, j, w') \) to the selected PWC at the \( CI(m, w) \) port.
- **Step 3**: The PWC randomly selects the wavelength conversion direction if there are requests from different wavelengths to the same wavelength conversion pair at the same PWC. The wavelength conversion direction is converting from the \( w \)th to the \( w' \)th wavelength or from the \( w' \)th to the \( w \)th wavelength.
- **Step 4**: Port \( CI(m, w) \) randomly selects one request \( RC(i, m, w, j, w') \) among all those received. The other requests are dropped.
- **Step 5**: The output port of the \( m \)th PWC with the converted wavelength, \( CO(m, w') \), sends the request to the destined output fiber at \( O(j, w') \).
- **Step 6**: The output port \( O(j, w') \) randomly selects a request among those received and sends back the grant to \( CO(m, w') \) of the \( m \)th PWC. The \( m \)th PWC forwards the grant to \( I(i, w) \) via \( CI(m, w) \).

The \( q \)th iteration is performed if \( 2 \leq q \leq q_{\text{max}} \), where \( q_{\text{max}} \leq WM \).

Unmatched requests in the previous iteration go through the process again, starting from step 1 in phase II.

The scheduling time complexity of both NR and VR policies are the same, since they use the same scheduling algorithm. It depends on the number of iterations. The time complexity is \( O(q_{\text{max}}) \), where \( q_{\text{max}} \) is the number of iterations.

To clarify the scheduling algorithm for NWB-OPS, an example is illustrated in Fig. 6. Three input and output fibers with two PWCs, \( PWC_1 \) and \( PWC_2 \), are...
simply assumed. Each fiber contains four wavelengths, \( \lambda_1, \ldots, \lambda_4 \). The VR policy is applied in this example. The pump wavelength of \( PWC_1 \) is set in the middle between \( \lambda_2 \) and \( \lambda_3 \). The request wavelengths are able to be converted between \( \lambda_1 \) and \( \lambda_4 \) and between \( \lambda_2 \) and \( \lambda_3 \). The pump wavelength of \( PWC_2 \) is set at \( \lambda_2 \). Its wavelength conversion pairs are only between \( \lambda_1 \) and \( \lambda_3 \).

At input fiber 1, a request using wavelength \( \lambda_1 \) requests output fiber 2, \( RO(1,1,2) \), while requests using wavelength \( \lambda_2 \) and \( \lambda_4 \) request output fiber 1, \( RO(1,2,1) \) and \( RO(1,4,1) \), respectively. At input fiber 2, requests using wavelength \( \lambda_1 \) and \( \lambda_3 \) request output fiber 2, \( RO(2,1,2) \) and \( RO(2,2,2) \), respectively, while a request using wavelength \( \lambda_4 \) requests output fiber 1, \( RO(2,4,1) \). At input fiber 3, requests using wavelength \( \lambda_1 \) and \( \lambda_2 \) request output fiber 2, \( RO(3,1,2) \) and \( RO(3,2,2) \), respectively, while a request using wavelength \( \lambda_4 \) requests output fiber 1, \( RO(3,4,1) \).

All of the requests are first sent by input ports to output ports, \( O(j,w) \), at the requested \( j \)th output fiber using the same original wavelength \( \lambda_w \) as in Fig. 6(a). Each output port randomly selects one request among those received. \( O(1,2) \) selects \( RO(1,2,1) \), \( O(1,4) \) selects \( RO(1,4,1) \), \( O(2,1) \) selects \( RO(3,1,2) \), and \( O(2,2) \) selects \( RO(3,2,2) \). An input port that remains unmatched sends a request \( RC(i,m,w,j,w') \) to the selected \( m \)th PWC that can convert from the \( w \)th wavelength to an available \( w' \)th wavelength at the requested output fiber. The available output ports at fibers 1 and 2 are \( O(1,1), O(1,3), O(2,3), \) and \( O(2,4) \). As in Fig. 6(b), input port \( I(1,1) \) then sends \( RC(1,1,1,2,4) \) to \( PWC_1 \) at \( CI(1,1) \). Input port \( I(2,1) \) sends \( RC(2,2,1,2,3) \) to \( PWC_2 \) at \( CI(2,1) \). Input \( I(2,2) \) sends \( RC(2,1,2,2,3) \) to \( PWC_1 \) at \( CI(1,2) \). Input \( I(2,4) \) sends \( RC(2,1,4,1,1) \) to \( PWC_1 \) at \( CI(1,4) \). Input \( I(3,4) \) sends \( RC(3,1,4,1,1) \) to \( PWC_1 \) at \( CI(1,4) \). At \( PWC_1 \), requests to convert from \( \lambda_1 \) to \( \lambda_4 \) and from \( \lambda_4 \) to \( \lambda_1 \) are received. \( PWC_1 \) randomly selects to convert only from \( \lambda_4 \) to \( \lambda_1 \). Request \( RC(1,1,1,2,4) \) is then dropped as shown in Fig. 6(c). There are two requests, \( RC(2,1,4,1,1) \) and \( RC(3,1,4,1,1) \), at \( CI(1,4) \). \( CI(1,4) \) randomly selects \( RC(2,1,4,1,1) \) and \( RC(3,1,4,1,1) \) is dropped, as shown in Fig. 6(d). Each request with a converted wavelength is sent from the output port of the \( PWC, CO(m,w') \), to the output port of the switch, \( O(j,w) \). In Fig. 6(d), \( RC(2,2,1,2,3) \) is converted from \( \lambda_1 \) to \( \lambda_3 \) and it is sent from \( CO(2,3) \) to \( O(2,3) \). \( RC(2,1,2,2,3) \) is converted from \( \lambda_2 \) to \( \lambda_3 \) and it is sent from \( CO(1,3) \) to \( O(2,3) \). \( RC(2,1,4,1,1) \) is converted from \( \lambda_4 \) to \( \lambda_1 \) and it is sent out from \( CO(1,1) \) to \( O(1,1) \), as in Fig. 6(e). The \( O(2,3) \) output port has two requests, \( RC(2,2,1,2,3) \) and \( RC(2,1,2,2,3) \). It randomly selects \( RC(2,2,1,2,3) \), as in Fig. 6(f). Therefore, \( RC(2,1,2,2,3) \) is dropped. Three unmatched requests, \( RC(1,1,1,2,4) \), \( RC(2,1,2,2,3) \), and \( RC(3,1,4,1,1) \), participate in the matching between input ports and PWCs in the next iteration.

C. Random-Based Scheduling Algorithm for the WB-OPS

At the beginning of each time slot, the input and output ports of the switch fabric are unmatched. The algorithm consists of two phases in the same way as described in Subsection V.B. Phase II for the WB-OPS is different from that for the NWB-OPS. The following steps describe the procedure of the selection process:

Phase I: Direct matching between input and output links.

- **Step 1:** Input port \( I(i,w) \) sends a request \( RO(i,w,j) \) to output port \( O(j,w) \) if there is a request \( RO(i,w,j) \) at \( I(i,w) \).
- **Step 2:** Output port \( O(j,w) \) randomly selects \( RO(i,w,j) \) with a uniform distribution among all those received. \( O(j,w) \) sends a grant, indicating the selected input, to the selected input. The grant includes the information of unmatched (available) wavelengths at the output.

Phase II: Matching between input and output links using PWCs.

The first iteration

- **Step 1:** An input port randomly selects a PWC out of those that can convert the \( w \)th wavelength to an available \( w' \)th wavelength at the destined output fiber to send the unmatched request \( RO(i,w,j) \) in phase I. The selection of PWCs is determined by the policy adopted.
- **Step 2:** The input port \( I(i,w) \) sends request \( RC(i,m,w,j,w') \) to the selected PWC at the \( CI(m,w) \) port.
- **Step 3:** The \( m \)th PWC randomly selects only one output fiber from the requests, \( RC(i,m,w,j,w') \)'s. Requests destined for outputs that are not the selected \( j \) are blocked. Note that the wavelength conversion direction is ignored because the same wavelength conversion pair does not occur since the \( j \)th output fiber is selected.
- **Step 4:** Port \( CI(m,w) \) randomly selects one request \( RC(i,m,w,j,w') \) out of the requests to the selected \( j \)th output fiber.
- **Step 5:** The output port of the \( m \)th PWC with the converted wavelength, \( CO(m,w') \), sends the request to the selected \( j \)th output fiber.
- **Step 6:** The output port \( O(j,w') \) randomly selects a request among those received and sends the grant back to the \( m \)th PWC. The \( m \)th PWC forwards the grant to \( I(i,w) \) via port \( CI(m,w) \).

The \( q \)th iteration is performed if \( 2 \leq q \leq q_{\text{max}} \), where \( q_{\text{max}} \leq WM \).
Unmatched requests in the previous iteration go through the process again, starting from step 1 in phase II.

The scheduling time complexity of both the NR and VR policies are the same, since they use the same scheduling algorithm. It depends on the number of iterations. The time complexity is $O(q_{\text{max}})$, where $q_{\text{max}}$ is the number of iterations.

Figure 7 shows an example of the scheduling algorithm for WB-OPS. The number of input and output fibers, transmission wavelengths, and PWCs and the setting of the pump wavelength in each PWC are the same as in the example of the NWB-OPS, in Fig. 6. The difference is that the demultiplexer at each output port of a PWC is not used. The requests after wavelength conversion from the same PWC are directly sent to only one selected output fiber.

The same requests as in the example for NWB-OPS (Fig. 6) are assumed. All of the requests are first sent by input ports to the requested $j$th output fiber with the same original wavelength as in Fig. 7(a). Each output port that receives requests randomly selects only one request. These two steps are the same as in the example of the NWB-OPS. Next, an input port that remains unmatched selects a PWC that is able to convert from $\lambda_w$ to an available $\lambda'_w$ at the requested output fiber. The input port $I(i, w)$ sends a request $RC(i, m, w, j, w')$ to the selected $m$th PWC at the PWC’s input port, $CI(m, w)$. $RC(1, 1, 1, 2, 4)$ is sent from $I(1, 1)$ to $CI(1, 1)$, $RC(2, 2, 1, 2, 3)$ is sent from $I(2, 1)$ to $CI(2, 1)$, $RC(2, 1, 2, 2, 3)$ is sent from $I(2, 2)$ to $CI(1, 2)$, $RC(2, 1, 4, 1, 1)$ is sent from $I(2, 4)$ to $CI(1, 4)$, and $RC(3, 1, 4, 1, 1)$ is sent from $I(3, 4)$ to $CI(1, 4)$, as in Fig. 7(b). The $m$th PWC randomly selects the $j$th output fiber from among those requests, $RC(i, m, w, j, w')$. In Fig. 7(c), $PWC_1$ selects output fiber $j=1$ and $PWC_2$ selects output fiber $j=2$. Now, $PWC_1$ and $PWC_2$ are able to convert from the $w$th wavelength to the $w'$th wavelength that requests to the $j=1$ and $j=2$ output fibers, respectively. Therefore, $RC(2, 1, 4, 1, 1)$ and $RC(3, 1, 4, 1, 1)$ are selected by $PWC_1$ and $RC(2, 2, 1, 2, 3)$ is selected by $PWC_2$. Since $CI(1, 4)$ has two requests, $PWC_1$ selects only one request, randomly, which is $RC(2, 1, 4, 1, 1)$, as shown in Fig. 7(d). The converted wavelength of $RC(2, 1, 4, 1, 1)$ is sent back to output fiber 1, and the converted wavelength of $RC(3, 1, 4, 1, 1)$ is sent back to output fiber 2, as shown in Fig. 7(e). Since there is no conflict of wavelengths at the output fiber, each output port sends back a grant to each input port $I(i, w)$ along those selected PWCs via $CI(m, w)$.

VI. SIMULATION AND RESULTS

A NWB-OPS with $N=16$ and $W=32$ and the NR and VR policies are modeled for computer simulation. The performance of the NWB-OPS with these policies is estimated in terms of the packet loss rate. The packet loss rate is defined as the ratio of the number of unsuccessful packets to be transmitted to the destined output ports in reference to the number of incoming packets at input ports. The performance is measured under different traffic load ($\rho$) values, number of iterations ($q$) in the scheduling scheme, pump interval sizes, and number of PWCs ($M$). The NR policy has no interval size because there is only one pump wavelength. In the following discussion, the pump interval size takes the values of 1, 2, and 3 wavelengths, which are the smallest pump interval sizes for $M=\{3, 5, 7\}$, respectively, unless otherwise stated.

We assume that packet arrival at $N$ input ports follows a Bernoulli process. When input traffic load is $\rho$, an incoming packet arrives with probability $\rho$, and there is no arrival with probability $1-\rho$. The incoming packets are distributed uniformly to all output ports. The input traffic is assumed to be homogeneous, and it is distributed uniformly to all input ports [20, 21].

Figure 8 shows the packet loss rate of the NWB-
OPS and the WB-OPS with execution of the scheduling scheme for two iterations. This figure shows that the VR policy in the NWB-OPS achieves a lower packet loss rate than the NR policy in the same switch for the tested number of PWCs, which is the set \( M = \{1, 3, 5, 7\} \), where each of them has the corresponding minimum pump interval size according to \( M \). Furthermore, the figure shows that for the VR policy in the NWB-OPS, the packet loss rate decreases as \( M \) increases. In contrast, the packet loss rate of the NR policy in the NWB-OPS remains almost unchanged as \( M \) changes. The reason for this is that even if \( M \) increases, the variety of conversion pairs remains the same. In the WB-OPS, either changing of \( M \) or using a different policy results in almost the same packet loss rate. It also shows that the NBW-OPS has a lower packet loss rate than the WB-OPS.

Figure 9 compares the packet loss rate for the WB-OPS and the NWB-OPS using the NR policy and the VR policy. The packet loss rate in the WB-OPS, for both the NR and VR policies with the smallest pump interval size, is higher than that in the NWB-OPS. It saturates when \( M = 2 \) in the NR and VR policies in the WB-OPS and the NR policy in the NWB-OPS while the VR policy in the NWB-OPS saturates when \( M = 13 \). It shows that the performance of the VR policy in the NWB-OPS is much better than the others. Furthermore, the simulation results show that when the number of PWCs in the NR policy increases, the performance of the NWB-OPS does not improve after the use of three PWCs, whereas the performance improves when the number of PWCs increases with the VR policy. The NR policy cannot provide high performance no matter how many PWCs are used.

Figure 10 shows the packet loss rate when \( M \) is increased in the VR policy for the NWB-OPS. The packet loss rate decreases until the saturation point. It saturates when \( M = 13 \) when \( \rho = 0.1 \) and \( 0.2 \).

Figure 11 shows the performance of the VR policy under different pump interval sizes for the NWB-OPS. The packet loss rate of the NR policy is shown as a reference for comparison. The performance of the VR policy is shown as a function of the pump interval size, from 1 to 30 wavelengths. These two policies are simulated under a traffic load \( (\rho = 0.1) \), with \( M = \{3, 5, 7\} \) for \( N = 16 \). The figure shows that the packet loss rate of the VR policy is lower than that of the NR policy. It can also be observed that the packet loss rate of the VR policy decreases as the number of PWCs increases. This is expected because, as the number of PWCs increases from \( M = 3 \) to 7 with \( N = 16 \), the number of connection pairs increases. The figure also shows that the packet loss rate increases as the interval size increases. This is because, as the interval size increases,
the size of the conversion pairs decreases and at the same time the variety of conversion pairs decreases. For a very small $M$, as shown in the figure for $M=3$ and interval size equal to and larger than 25 wavelengths, the packet loss rate of the VR policy is higher than that of the NR policy because in the VR policy $\lambda_p$s close to the edges (i.e., $\lambda_1$ and $\lambda_W$) of the transmission wavelength interval have a size of the conversion pair close to 0.

Figure 12 shows the packet loss rate of the NWB-OPS using the VR policy as a function of the number of iterations performed in the scheduling scheme. The tested loads are $\rho = \{0.2, 0.3, 0.4, 0.5\}$. The figure shows that the packet loss rate reaches the lowest saturation point at three iterations for all the tested loads, except for $\rho=0.2$, which saturates after four iterations. These results present some similarities to those results obtained in input-queued electronic switches with random selection schemes [22].

The packet loss rates under uniform and nonuniform traffic are compared using the following examined traffic model. The VR policy outperforms the NR policy for our examined model. The traffic is uniform if the destinations are uniformly distributed to all output ports [20,21]. Otherwise, the traffic is nonuniform [23]. For uniform and nonuniform traffic, packets arriving at $N$ input ports follow a Bernoulli process, and the input traffic is assumed to be homogeneous, and it is distributed uniformly to all input ports. The nonuniform traffic is generated using a parameter called unbalance probability, $\alpha$ [24]. Considering the offered input load for each $i$th input, $\rho$, which is an incoming packet arrival probability, the traffic load from the $i$th input to the $j$th output, $p_{ij}$, is given by [25]

$$p_{ij} = \begin{cases} 
\rho \left( \alpha + \frac{1-\alpha}{N} \right) & \text{if } i = j \\
\frac{1-\alpha}{N} & \text{otherwise}
\end{cases} \quad (6)$$

The traffic is uniformly distributed when $\alpha = 0$, and the traffic is completely unbalanced when $\alpha = 1$. Figure 13 indicates that the VR policy outperforms the NR policy with any $\alpha$.

VII. CONCLUSIONS

This paper has presented an improvement on the performance of an optical packet switch using parametric wavelength converters (PWCs) with pump wavelengths that produce a large variety of wavelength conversion pairs. Also, this paper introduced a non-wavelength-blocking OPS, called NWB-OPS, where the PWCs can be fully utilized. This paper investigated how the switch performance, represented by the packet loss rate, is improved by the selection of the pump wavelengths for the PWCs and by the number of PWCs. This paper considered an existing number-rich (NR) policy, where a single fixed pump wavelength, placed in the middle of the transmission wavelength interval, is used for all PWCs. This policy has the advantage of providing the largest number of conversion pairs, but also has the disadvantage of providing only a single pattern of conversion pairs (or poor variety). The number of different conversion pairs is the smallest. To increase the conversion pair variety, this paper proposed a variety-rich (VR) policy that uses different pump wavelengths, equally spaced in a defined pump wavelength interval, for each PWC. The size of the pump wavelength interval in this policy provides a larger variety of conversion pairs but a smaller number of conversion pairs.

Furthermore, to manage the switch configuration, the paper introduced an iterative scheduling algorithm used in combination with the pump selection policies to observe the switch performance. This performance was studied using computer simulation. The results show that the packet loss rate decreases as the number of PWCs increases using variety in the conversion pairs through the VR policy. The VR policy provides higher performance than the NR policy. In the VR policy, the packet loss rate is the lowest when the size of the interval to set the pump wavelength is

![Fig. 12. Packet loss rate of the VR policy for different numbers of iterations ($N=16, W=32, M=3$, pump interval size = 1).](image1)

![Fig. 13. Packet loss rate under uniform and nonuniform traffic ($N=16, W=32, M=7$, pump interval size = 3, $\rho=0.1, q=2$).](image2)
the smallest, or \([M - 1]/2\), where \(M\) is the number of PWCs, and the packet loss rate increases as this interval size increases. These results show that high-performance switching can be obtained with a smaller number of PWCs using the VR policy than that with the NR policy. The performance increases by increasing the number of PWCs with the VR policy. However, the NR policy cannot provide high performance no matter how many PWCs are used. Therefore, the proposed approach in this paper shows a cost-effective approach to the use of PWCs in an optical packet switch.
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