Single-trial P3 amplitude and latency informed event-related fMRI models yield different BOLD response patterns to a target detection task
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A B S T R A C T

Using single-trial parameters as a regressor in the General Linear Model (GLM) is becoming an increasingly popular method for informing fMRI analysis. However, the parameter used to characterise or to differentiate brain regions involved in the response to a particular task varies across studies (e.g., ERP amplitude, ERP latency, reaction time). Furthermore, the way in which the single-trial information is used in the fMRI analysis is also important. For example, the single-trial parameters can be used as regressors in the GLM or to modify the duration of the events modelled in the GLM. The aim of this study was to investigate the BOLD response to a target detection task when including P3 amplitude, P3 latency and reaction time parameters in the GLM. Simultaneous EEG–fMRI was recorded from fifteen subjects in response to a visual choice reaction time task. Including P3 amplitude as a regressor in the GLM yielded activation in left central opercular cortex, left postcentral gyrus, left insula, left middle frontal gyrus, left insula and left parietal operculum. Using P3 latency and reaction time as an additional regressor yielded no additional activation in comparison with the conventional fMRI analysis. However, when P3 latency or reaction time was used to determine the duration of events at a single-trial level, additional activation was observed in the left postcentral gyrus, left precentral gyrus, anterior cingulate cortex and supramarginal gyrus. Our findings suggest that ERP amplitudes and latencies can yield different activation patterns when used to modify relevant aspects of the GLM.

© 2009 Elsevier Inc. All rights reserved.

Introduction

The attraction of simultaneous electroencephalography (EEG) and functional Magnetic Resonance Imaging (fMRI) recording lies in the combination of high spatial resolution of fMRI and superb temporal resolution of EEG for responses to the same task under the same conditions. A number of approaches have been used to fuse EEG and fMRI data; for example fMRI informed source modelling (Strobel et al., 2008) and modulation of separate session EEG and fMRI by parametric task manipulation (Horovitz et al., 2002). While these approaches have yielded valuable findings, an approach receiving an increasing amount of attention is the use of single-trial parameters from the EEG signal as a regressor in the General Linear Model (GLM) when analysing fMRI data. The individual components of Event Related Potentials (ERPs) represent different aspects of stimulus processing on a millisecond time scale, a temporal resolution that is not available in fMRI data. Thus, using relevant ERP parameters in the analysis of fMRI data can identify a task/process related fMRI activation by exploiting the temporal resolution of EEG (Debener et al., 2005; Eichele et al., 2005; Mulert et al., 2008). One particular advantage of the single-trial approach is that it can utilise variability in responses that is lost during standard averaging. This variability is often viewed as noise but may reflect differences in the response to individual trials (Bagshaw and Warbrick, 2007). Using single-trial ERP parameters in the fMRI model is a way of utilising the information provided by this single-trial variability to understand cognitive processes. This is particularly important in studies where variability in responses may be indicative of modulation of stimulus processing or task performance and not simply irrelevant noise (Debener et al., 2005; Eichele et al., 2005).

Using single-trial ERP amplitude as a regressor when modelling the Blood Oxygen Level Dependant (BOLD) response has yielded different activation patterns for different ERP components (Eichele et al., 2005). Compared to conventional BOLD analysis, more specific activation patterns (Debener et al., 2005) as well as additional activation in task related areas (Mulert et al., 2008) have been reported. However, the parameters used to characterise or differentiate brain regions involved in the response to a particular task vary across studies. For example, ERP amplitude (Bénar et al., 2007; Debener et al., 2005; Eichele et al., 2005; Mobascher et al., 2009b;
Mulert et al., 2008), the latency of the ERP component of interest (Bénar et al., 2007), the ERP time course (Mantini et al., 2009), reaction time (Hagenbeek et al., 2007; Grinband et al., 2008), and electrodermal activity (Mobscher et al., 2009a) have all been used to provide additional information to include in the GLM. Naturally, the choice of task related parameter should be guided by the research question, task and available data. An a priori selection of the appropriate parameter, however, requires specific knowledge of the activation patterns obtained as a result of those different parameters. In the case of detecting infrequent target stimuli, the amplitude and latency of the ERP P3 component, the P3 time course and reaction time may all be considered as possible task related parameters that could characterise or differentiate brain regions involved in target detection and decision making.

The way in which the single-trial information is used in the fMRI analysis is also important. For example, an increasingly common method is to use the single-trial amplitude, or in some cases latency, as an additional regressor in the GLM. This is desirable when one is interested in brain activation that is sensitive to the single-trial variability of response intensity. However, it has been suggested that when using parameters related to the timing or duration of cognitive processes, such as the latency of ERP components or reaction times, using the single-trial information to modify the duration of the haemodynamic response function, i.e., the timing aspects of the model is more powerful (Grinband et al., 2008). To illustrate, the most common way to analyse event-related designs is to use an impulse function where the duration of the event is zero. When investigating cognitive processes, such as target discrimination, the decision process of interest extends some hundreds of milliseconds after stimulus onset. So, by using an event duration that captures this cognitive processing rather than just the instant of event onset, a more accurate representation of task related BOLD activation might be achieved. For example, Grinband et al. (2008) showed that using reaction time as the duration of an event resulted in more powerful and more reliable models. This not only makes sense from a cognitive perspective but also from an fMRI data analysis standpoint. The haemodynamic response to a decision making process has been shown to vary with the time taken for the subject to make a response (Connolly et al., 2005; Menon et al., 1998). This is a critical point for tasks where subjects are involved in a decision making process and provide a response. However, surveying recent fMRI studies published in a five month period (Jan–May 2007) Grinband et al. (2008) found that 84% of event-related studies with a decision component assumed that the time necessary to process a stimulus or generate a response was constant for all trials and all subjects.

The study presented here focuses on using the single-trial ERP parameters and reaction time to model the BOLD response to a visual two choice reaction time task with infrequent target stimuli similar to that of an oddball task. The P3 component of the ERP represents target detection/event categorisation (Halgren et al., 1998; Picton, 1992), or more broadly, is considered to reflect selective attention and working memory processes (Gur et al., 2007; Javitt et al., 2008). In oddball tasks, working memory is fundamental to top-down attention in the sense that whatever requires attention (for example, a visual target stimulus) has to be maintained in working memory. The working memory then biases competition between the multiple bottom-up items in the stimulus input; as a result, in the neuronal competition between the multiple inputs, the item that receives top-down bias from the working memory has an advantage (Rolls et al., 2008). Attention to task related stimuli will vary over the course of an experiment thus influencing the competition between the multiple inputs and which items are successfully held in working memory. This variability in attention and working memory processing across experimental trials can be modelled by analysing data at the single-trial level.

The fMRI response to the same tasks that also evoke the ERP P3 in electrophysiological experiments involves a large distributed network including the supramarginal gyrus, frontal, insula, thalamus, cerebel- lum, occipital–temporal, superior temporal and cingulate regions (Bledowski et al., 2004; Kiehl et al., 2005; Gur et al., 2007; Musso et al., 2006; Winterer et al., 2007; Strobel et al., 2008). Single-trial ERP informed fMRI analysis of responses to target detection tasks has predominantly involved using the ERP parameters as a regressor in the fMRI model (Bénar et al., 2007; Eichele et al., 2005; Mulert et al., 2008), with the exception of Mantini et al. (2009) who used P3 timecourse to inform their analysis. Thus, they obtained a P3 response time course for each subject which was then convolved with a canonical haemodynamic response function and used as a predictor in the GLM fMRI analysis. Using this method, they were able to differentiate two functionally distinct networks, i.e., the ventral (temporo-parietal junction, inferior and middle frontal gyri, anterior cingulate cortex) and dorsal (intraparietal sulcus, frontal eye field, middle frontal gyrus) attention systems, suggesting that using single-trial ERP timing parameters can provide valuable information for modelling the BOLD response. However, what remains unclear from the study of Mantini et al. is what specific information sub-processes are related to the ventral and dorsal attentional network.

The aim of this study is to use simultaneously acquired EEG, fMRI and behavioural data to assess whether different information sub-processes as reflected by single-trial ERP amplitude and latency parameters can be used to differentiate brain regions of the ventral and dorsal attentional network involved in target detection processes. Specifically, the amplitude of the P3, the latency of the P3 and the reaction time to each target stimulus will be used to inform the fMRI analysis.

Methods

Subjects

Twenty one healthy subjects participated in the study (10 male, mean age 35.1 years (SD = 13.3)). Subjects were recruited from a large population-based database in Germany with no history of medical, neurological or psychiatric illness or alcohol and drug abuse as assessed by a full medical interview and examination, routine laboratory tests, a drug screening test, an electrocardiogram and a standardized psychiatric interview (SCID) (First et al., 1995). Eleven subjects were smokers and 10 had never smoked. Written informed consent was obtained from all subjects. The study was conducted in compliance with the declaration of Helsinki and was approved by the ethics committee of the Heinrich-Heine University Düsseldorf.

The data for one subject were discarded due to excessive motion artefact in the fMRI, one subject was excluded because of a lack of significant BOLD response to the task, and four further subjects’ data were discarded due to poor EEG quality (inadequate ballistocardio- gram artefact correction for three subjects, and a generally noisy signal for one subject due to the inability to reduce impedance at recording electrodes to <10 kΩ), resulting in the data from fifteen subjects (8 male, with a mean age of 33.7 years (SD = 14.2), 7 subjects were smokers) being included in the analysis.

Behavioural task

Subjects performed a hybrid two choice reaction time–oddball task (black and white checkerboard reversal) consisting of 256 frequent stimuli and 64 infrequent stimuli that is, the reversal of the checkerboard from the frequent pattern was the target. The ratio of frequent to infrequent stimuli is similar to that of an oddball task and requires the subject to identify the target stimulus and make a different response to these stimuli. The frequent stimuli will be referred to as frequent targets and the infrequent stimuli as infrequent targets.
Stimuli were presented using Presentation version 11.3 (Neurobehavioural systems, Albany, CA, USA) via a screen situated behind the scanner. Subjects were able to view the screen via a mirror mounted on the head coil. Subjects’ responses were recorded using Lumitouch key pads (Photon Control Inc, Burnaby, BC, Canada). For infrequent target stimuli subjects responded with their right index finger and for frequent targets they responded with their left index finger; they were asked to respond quickly and accurately to each stimulus and reaction time was recorded for each response. Stimuli were presented with a duration of 1000 ms and a pseudorandomised interstimulus interval of 4000 (±2500) ms.

fMRI data acquisition

Functional MR-images were acquired using a 3 T scanner (Trio, Siemens, Erlangen, Germany). In order to avoid head movements, the head of each subject was secured using sponge pads. Using echo planar imaging (EPI), 630 volumes were obtained applying the following EPI parameters: 33 slices, slice thickness 3 mm, FOV 200×200 mm, 64×64 matrix, repetition time 2000 ms, echo time 30 ms, and flip angle 90°. To facilitate localisation and co-registration of functional data, structural scans were acquired using T1-weighted MRI sequences (Magnitization prepared rapid gradient echo (MP-RAGE); TR/TE = 2250/3.03 ms, flip angle = 9°, 176 sagittal slices, FOV 200×200 mm, 64×64 matrix, and voxel size 1×1×1 mm.

fMRI analysis

fMRI analysis was performed with FSL (FMRIB’s Software Library, www.fmrib.ox.ac.uk/fsf), employing different modules of the FSL-software package, non-brain removal using BET (Smith, 2002), spatial smoothing using a Gaussian kernel of FWHM = 8 mm, mean-based intensity normalization of all volumes by the same factor, and highpass temporal filtering (sigma = 125 s). General linear model (GLM) time-series statistical analysis of individual data sets was carried out using FILM (FMRIB’s Improved Linear Model) with local autocorrelation correction (Woolrich et al., 2001). Registration of functional images to high resolution structural images was done with FJIR (Forman et al., 1995; Jenkinson et al., 2002). Explanatory variables were convolved with a gamma haemodynamic response function. A description of the explanatory variables constructed and the different models used is provided below. Group level mixed effect analyses were conducted using FLAME (FMRIB’s Local Analysis of Mixed Effects) (Behrens et al., 2003) with spatial normalization to MNI (Montreal Neurological Institute) space and applying a cluster significance threshold of Z > 2.3 (Forman et al., 1995; Friston et al., 1994; Worsley et al., 1992) with the exception of the models including single-trial parameters as an additional regressor where a cluster significance threshold of Z > 2.0 was applied. Functional data were imported to MRicron (Rorden et al., 2007) for visual display purposes.

EEG data acquisition

EEG data were recorded using a 32-channel MR compatible EEG system (Brain Products, Gilching, Germany). The EEG cap (BrainCap MR, EasyCap GmbH, Breitbrunn, Germany) consisted of 30 scalp electrodes distributed according to the 10–20 system and two additional electrodes, one of which was attached to the subjects’ back for recording the electrocardiogram (ECG), while the other was attached on the outer canthus of the left eye for detection of ocular artefacts. Data were recorded relative to an FCz reference and a ground electrode was located at Iz (10–5 electrode system, Oostenveld and Praamstra, 2001). Data were sampled at 5000 Hz, with a bandpass of 0.016–250 Hz. Impedance at all recording electrodes was less than 10 kΩ.

EEG data analysis

Raw EEG data were processed offline using BrainVision Analyzer 2 (Brain Products, Gilching, Germany). Gradient artefact correction was performed using modified versions of the algorithms proposed by Allen et al. (2000), where a gradient artefact template is subtracted from the EEG using a baseline corrected sliding average of 20 MR-volumes. Data were then down-sampled to 250 Hz. Following gradient artefact correction, the data were corrected for cardio-ballistic artefacts. An average artefact subtraction method (Allen et al., 1998) was implemented in Brain Vision Analyzer. This method involves subtracting the artefact on a second by second basis using heartbeat events (R peaks) detected in the previous 10 s. As such it requires accurate detection of R peaks which is aided by the employment of a moving average low pass filter and a finite impulse response high pass filter (for details, see Allen et al., 1998). In this study, the R peaks were detected semi-automatically, with manual adjustment for peaks misidentified by the software. To average the artefact in the EEG channels, the R peaks are transferred from the ECG to the EEG over a selectable time delay. The average artefact was then subtracted from the EEG. Once corrected for gradient and cardio-ballistic artefacts, the data were segmented into 1000 ms epochs (−200 ms to 800 ms) for the purposes of ERP (event-related potential) analysis. Data were then inspected for artefacts resulting from an eye blink or other muscular sources, and any epoch containing a voltage change of more than 150 μV was rejected. The remaining epochs were then averaged separately for infrequent and frequent targets (>50 for infrequent targets and >220 for frequent targets for all subjects). Data from Cz were further processed for ST analysis using wavelet denoising. Wavelet denoising was accomplished using EP_den_v2, a freely available tool (http://www.vis.caltech.edu/~rodri/EP_den/EP_den_home.htm) that runs in MATLAB (The Mathworks Inc, Natick, MA, USA). Following the method of Quian Quiroga and Garcia (2003) the data were decomposed into five wavelet scales, wavelet coefficients were then chosen to optimise the average signal up to and including the P3. This optimised denoising scheme was then applied to the single-trial data. Single-trial P3 parameters were extracted from the data for each subject by identifying the peak positive amplitude in a window from 280–550 ms post stimulus. The single-trial latencies and amplitudes were then screened for outliers using Z scores; any trials with a value more than 3 standard deviations away from the mean were discarded; a mean of 89% (SD = 6.7) of trials were kept for further analysis.

Combined fMRI/ERP analysis

First we performed a conventional analysis of the data to assess group level activation for the task by using one explanatory variable with a constant impulse function (same height and duration) positioned at stimulus onset (Fig. 1a). It is worth noting at this point that in all models the input functions (the onset time, event duration, and event intensity) are convolved with the gamma haemodynamic response function which blurs and delays the waveform to match the difference between the input function and the measured haemodynamic response. To test the effects of using ERP parameters to modify the basis function we used a number of models. First we included P3 amplitude as a regressor to provide a basis function with variable height (Fig. 1b). This results in the height of the basis function being higher when P3 amplitude is larger. This reflects differences in the intensity of responses, as measured by P3 amplitude. We hypothesised that this would show activation in areas sensitive to single-trial variability in P3 amplitude. For P3 latency we used the single-trial latency value in two ways. First, we used single-trial P3 peak amplitude latencies as an additional regressor (to modify the height of the basis function, Fig. 1b). So, the height of the basis function increases as P3 latency increases. The idea here is that a longer response would reflect longer processing time and thus a
Fig. 1. Summary of how the basis function is modified by including single-trial parameters in the GLM. Part A shows the conventional analysis where a constant impulse (same height and duration) is positioned at stimulus onset. Part B shows a variable impulse model where the height of the basis function is modified by single-trial parameters. The curves to the right of the model show how the HRF can be modified by including the parameters; the height changes but the overall shape remains the same. When P3 amplitude was included in the model this resulted in the height of the basis function being higher when P3 amplitude was larger. This reflects differences in the intensity of responses, as reflected in P3 amplitude. When P3 latency and reaction time values were used in this model the height of the basis function increased as P3 latency and reaction time increased. The idea here is that a longer response would reflect longer processing time and thus a stronger BOLD response. Part C shows a variable epoch model where the duration of the boxcar in the basis function is modified by single-trial parameters. The curves to the right of the model show how the HRF can be modified by including the parameters, both the height and the overall shape change. When P3 latency and reaction time are included in this model the length of the boxcar increases with longer P3 latency and reaction times. So, when we have a longer P3 latency or reaction time we expect the decision making process to be longer in those trials, by using these single-trial parameters to determine the epoch length we aim to capture neural activity in an appropriate time window for that response. For all models the input functions (the onset time, event duration, and event intensity) were convolved with the gamma haemodynamic response function which blurs and delays the waveform to match the difference between the input function and the measured haemodynamic response.

stronger BOLD response, so this approach should model activation sensitive to P3 latency variability. However, Béan et al. (2007) used single-trial latency values in this way and found an inconsistent pattern of results across subjects and Grinband et al. (2008) found that including reaction time as an additional regressor results in the least powerful models. We therefore expected this model to be the least informative. Second, we created a variable epoch model where the length of the boxcar in the basis function was determined at the single-trial level on the basis of the P3 peak amplitude latencies (Fig. 1c). So, the length of the boxcar increases with longer P3 latencies. Increasing the boxcar length results in a change in the height and overall shape of the HRF. The mean and standard deviation of the parameters are given in Table 1. When we have a longer P3 latency we expect the decision making process to be longer in those trials; by using these single-trial parameters to determine the epoch length we aim to capture neural activity relating to the duration of the cognitive process of target detection. Previous studies have shown that considering the time taken to make a decision can be more powerful for detecting activation related to decision making (Menon et al., 1998; Grinband et al., 2008). Consequently, we hypothesise that this model will emphasise target detection related activity, while being aware that time resolution of the BOLD-responses may not be sufficient to disentangle different aspects on the basis of this approach. For comparison with the work of Grinband et al. (2008) we also used single-trial mean centred reaction times in the same way. Firstly, by using them to determine the height of the basis function on a single-trial level to test whether activation related to variability in response time could be found (Fig. 1b). Secondly, we used reaction time to determine the length of the boxcar to look at the whole duration of the response process (Fig. 1c).

For all variations of our models, we ran the analysis in two ways: firstly, with a single explanatory variable (containing the single-trial information) to test the overall effect of these parameters. Secondly, a model containing two explanatory variables, the first being the conventional analysis (stimulus onset time course with no additional single-trial information) and the second explanatory variable containing the various single-trrial parameters. The second EV was orthogonalised to the first to determine any additional activation explained by the inclusion of single-trial parameters. Orthogonalisation was performed using the Schmidt–Gram procedure as implemented in FSL's FEAT, the formula is as follows: $A_{orth} = A - B(A'B)/B'B$. The results of these analyses were then tested for differences in the intensity of responses, as reflected in P3 amplitude. For comparison with the work of Grinband et al. (2008) we also used single-trial mean centred reaction times in the same way. Firstly, by using them to determine the height of the basis function on a single-trial level to test whether activation related to variability in response time could be found (Fig. 1b). Secondly, we used reaction time to determine the length of the boxcar to look at the whole duration of the response process (Fig. 1c).

For all variations of our models, we ran the analysis in two ways: firstly, with a single explanatory variable (containing the single-trial information) to test the overall effect of these parameters. Secondly, a model containing two explanatory variables, the first being the conventional analysis (stimulus onset time course with no additional single-trial information) and the second explanatory variable containing the various single-trial parameters. The second EV was orthogonalised to the first to determine any additional activation explained by the inclusion of single-trial parameters. Orthogonalisation was performed using the Schmidt–Gram procedure as implemented in FSL's FEAT, the formula is as follows: $A_{orth} = A - B(A'B)/B'B$. The results of these analyses were then tested for differences in the intensity of responses, as reflected in P3 amplitude. For comparison with the work of Grinband et al. (2008) we also used single-trial mean centred reaction times in the same way. Firstly, by using them to determine the height of the basis function on a single-trial level to test whether activation related to variability in response time could be found (Fig. 1b). Secondly, we used reaction time to determine the length of the boxcar to look at the whole duration of the response process (Fig. 1c).

For all variations of our models, we ran the analysis in two ways: firstly, with a single explanatory variable (containing the single-trial information) to test the overall effect of these parameters. Secondly, a model containing two explanatory variables, the first being the conventional analysis (stimulus onset time course with no additional single-trial information) and the second explanatory variable containing the various single-trial parameters. The second EV was orthogonalised to the first to determine any additional activation explained by the inclusion of single-trial parameters. Orthogonalisation was performed using the Schmidt–Gram procedure as implemented in FSL's FEAT, the formula is as follows: $A_{orth} = A - B(A'B)/B'B$. The results of these analyses were then tested for differences in the intensity of responses, as reflected in P3 amplitude. For comparison with the work of Grinband et al. (2008) we also used single-trial mean centred reaction times in the same way. Firstly, by using them to determine the height of the basis function on a single-trial level to test whether activation related to variability in response time could be found (Fig. 1b). Secondly, we used reaction time to determine the length of the boxcar to look at the whole duration of the response process (Fig. 1c).

For all variations of our models, we ran the analysis in two ways: firstly, with a single explanatory variable (containing the single-trial information) to test the overall effect of these parameters. Secondly, a model containing two explanatory variables, the first being the conventional analysis (stimulus onset time course with no additional single-trial information) and the second explanatory variable containing the various single-trial parameters. The second EV was orthogonalised to the first to determine any additional activation explained by the inclusion of single-trial parameters. Orthogonalisation was performed using the Schmidt–Gram procedure as implemented in FSL's FEAT, the formula is as follows: $A_{orth} = A - B(A'B)/B'B$. The results of these analyses were then tested for differences in the intensity of responses, as reflected in P3 amplitude. For comparison with the work of Grinband et al. (2008) we also used single-trial mean centred reaction times in the same way. Firstly, by using them to determine the height of the basis function on a single-trial level to test whether activation related to variability in response time could be found (Fig. 1b). Secondly, we used reaction time to determine the length of the boxcar to look at the whole duration of the response process (Fig. 1c).
Our main aim was to detect activation related to identifying the infrequent target stimuli as ‘targets’, this was achieved by including only response to infrequent target stimuli in the model. All analyses described above were conducted for responses to infrequent target stimuli. To detect activation that might be related to the general processing of the visual stimuli presented during the task we also ran the P3 amplitude informed variable impulse model and P3 latency informed variable epoch model with responses to all stimuli included in the model. This also allowed us to determine activation specifically associated with responding to infrequent target stimuli.

Table 2
Mean and standard error of the mean (SEM) for the amplitude and latency of the N2 and P3 components of the ERP at Fz, Cz, and Pz for target and non target stimuli.

<table>
<thead>
<tr>
<th>Region</th>
<th>MNI coordinates of local maxima (x, y, z)</th>
<th>Maximum Z score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left postcentral gyrus</td>
<td>−40, −28, 68</td>
<td>5.74</td>
</tr>
<tr>
<td>Cerebellum*</td>
<td>−40, −26, 60</td>
<td>5.67</td>
</tr>
<tr>
<td>Right precentral gyrus</td>
<td>42, 8, 28</td>
<td>5.64</td>
</tr>
<tr>
<td>Right insula</td>
<td>34, 22, 2</td>
<td>4.09</td>
</tr>
<tr>
<td>Left insula</td>
<td>−42, 2, −2</td>
<td>3.94</td>
</tr>
<tr>
<td>Left occipital pole</td>
<td>−32, −96, −2</td>
<td>4.45</td>
</tr>
</tbody>
</table>

* MNI label.
Region of interest analysis

Region of interest (ROI) analysis was performed for the models using single-trial P3 amplitude as an additional regressor and the model using P3 latency to create variable epochs for the infrequent target stimuli. Masks were created for the regions of interest based on the additional group level activation in each orthogonalised model ("added value"). For each model one mask was created and included all active voxels in the added value analysis ($Z = 2.0$ for the model including amplitude as a regressor, $Z = 2.3$ for the variable epoch model). For the P3 amplitude model the mask included the left central opercular cortex, left postcentral gyrus, left insula, left middle frontal gyrus, and left parietal operculum (see Fig. 3a). For the P3 latency variable epoch model the mask included the left postcentral gyrus and left precentral gyrus (Fig. 3c).

Statistical analysis

Pearson’s correlation coefficient $r$ was used to test the relationships between measures using the SPSS (SPSS Inc, Chicago, IL, USA) statistical analysis programme.

Results

Behavioural data

All subjects performed the task with an average of 98.6% (SD 3.3%) correct responses. No false responses were recorded but an average of 1.4% (SD 3.3%) stimuli was missed. Mean reaction time was 647 ms (SD = 117) for infrequent target stimuli and 598 ms (SD = 128) for frequent target stimuli.

EEG data

The grand average ERP showed the typical morphology in response to visual stimuli during a decision making task at central electrodes with N1 (104 ms poststimulus) and P2 (164 ms poststimulus) to all stimuli and a P3 (412 ms poststimulus) that was more prominent for the infrequent target stimuli than the infrequent target stimuli (Fig. 2b). A summary of the ERP data can also be seen in Supplementary Figure 1. P3 data for responses to infrequent target stimuli at the single-trial level can be seen in the stacked plot in Fig. 2c and summary statistics of the amplitude and latency of the N2 and P3 peaks can be seen in Table 2.

fMRI data

Conventional fMRI analysis

The conventional BOLD analysis revealed activation in response to infrequent target stimuli in the postcentral gyrus, precentral gyrus, cerebellum, supramarginal gyrus, insula, frontal operculum, inferior frontal gyrus, middle frontal gyrus, and occipital cortex (Fig. 2a; see Table 3 for MNI coordinates and mean Z values). The models including responses to all stimuli also yielded activation in these areas (Supplementary Figure 2). Similarly, all single-trial informed models with a single EV revealed a similar pattern of activation (Fig. 3, left column).

P3 amplitude informed fMRI analysis

For the infrequent target stimuli the model including single-trial P3 amplitude as a regressor orthogonalised to the conventional analysis, in other words the added value of P3 amplitude as a regressor, yielded a peak cluster in the central opercular cortex, including precentral gyrus, temporal pole and planum polare. Additional activation was observed in the insula, and left parietal operculum (Fig. 3, right column, Fig. 4 and Table 2). No additional activation was gained for the P3 amplitude informed model when responses to all stimuli were included.

P3 latency informed fMRI analysis

The model using P3 latency as a second regressor did not result in any additional activation (added value) (Fig. 3, left column). However, when using the single-trial P3 latency to create a variable epoch model, additional activation was found for the analysis involving infrequent targets only and that involving all stimuli. For infrequent target stimuli activation was observed in the left postcentral gyrus, left precentral gyrus, thalamus, parietal operculum and supramarginal gyrus (see Fig. 3, left column, Fig. 4, and Table 2). For all stimuli additional activation was found in the right precentral gyrus, right postcentral gyrus, cerebellum, right lateral occipital cortex and anterior cingulate cortex (ACC) (Fig. 4). The activation observed in the ACC for the analysis including all stimuli was not observed for the infrequent target only analysis.

The peak clusters of additional activation gained for the P3 latency informed variable epoch models could reflect the lateralised motor response required as part of the task; predominantly left precentral gyrus activation for the right handed response to infrequent targets and right precentral gyrus activation for the left handed response associated with the majority of responses for all stimuli. This would be expected since the variable epoch model determined by P3 latency would include the cognitive processes involved in identifying the stimuli and deciding which response to make and would therefore overlap somewhat with the motor response to these stimuli. However, we also gain additional activation for infrequent target stimuli only in the parietal operculum, supramarginal gyrus and Heschl’s gyrus which are regions associated with target detection and not motor responses.

To illustrate that this additional activation in these areas is specific to processing the infrequent target stimuli we also performed P3 latency informed analysis for only the frequent target stimuli. This clearly illustrates the lateralised motor response associated with each type of stimulus, but also shows that the activation in the parietal operculum and supramarginal gyrus is unique to the infrequent target stimuli (Fig. 5). While this analysis shows that the lateralised motor response is modelled by our P3 informed variable epoch models, it also shows that the ratio of frequent to infrequent stimuli in our hybrid two choice reaction time–oddball task is analogous to an oddball paradigm and responses to infrequent target stimuli should be treated target detection responses.

To test whether the additional activation seen in the variable epoch model was a result of choosing a longer epoch for analysis or the variability of P3 latency at a single-trial level, we ran a constant epoch model for the infrequent target stimuli only using the P3 latency from the grand average ERP (412 ms). We hypothesised that the temporal resolution of our fMRI data would not be sensitive enough to the small variations (10 s of ms) on a trial to trial level and that it was our longer window that was responsible for the added value activation rather than single-trial variability. This constant epoch model also resulted in added value in similar regions to the variable epoch model (the left postcentral gyrus and left precentral gyrus) and an additional cluster in the right occipital cortex (Fig. 3, right column).

Reaction time informed fMRI analysis

Analyses including reaction time were performed for the infrequent target stimuli only. When using reaction time as an additional regressor, no additional activation in relation to the conventional, uninformative reaction time was observed (Fig. 3, right column). However, when using single-trial reaction time to create a variable epoch model additional activation was observed in the left precentral gyrus, left postcentral gyrus, and left and right lateral occipital cortices (Fig. 3, right column, and see Table 2 for details).
**A. Conventional Analysis**

**B. P300 amplitude as a regressor**

**C. P300 latency variable epoch**

**D. P300 latency as regressor**

**E. Reaction Time variable epoch**

**F. Reaction Time as regressor**

**G. Grand average P3 latency constant epoch**
ROI analysis
To assess whether the added value in the EEG informed fMRI models (P3 amplitude and P3 latency variable epoch models) was driven by variability in the single-trial ERP parameters, correlation analyses were performed between the standard deviation of the ERP parameters of interest and the mean BOLD response Z values in each region of interest (see Methods section for the added value regions defined based on the group level activation). We predicted that single-trial ERP variability would be driving the added value activation and so anticipated a positive correlation between the standard deviation of the ERP measures and the mean Z values in each region of interest. For the model using P3 amplitude as a regressor the mean Z value in the region of interest showed a trend for a positive relationship with the standard deviation of P3 amplitude \( (t(14) = 0.48, P = 0.03 \) one sided) (Fig. 6). For the model using a variable epoch model based on ST P3 latency the standard deviation of P3 latency did not correlate with the mean Z value in the region of interest \( (t(14) = -0.15, P = 0.29 \) one sided) (Fig. 6).

Correlations between single-trial measures across subjects
Pearson’s product moment correlation coefficient \( r \) was used to test the relationships between the single-trial measures: P3 amplitude, P3 latency and reaction time. Given the equivocal findings on the relationship between reaction time and electrophysiological measures generally reported in literature (Musso et al., 2006), we made no prediction about the direction of the relationship. No significant relationship was found between reaction time and P3 amplitude \( (t(14) = 0.003, P = 0.92 \) two sided) or reaction time and P3 latency \( (t(14) = -0.41, P = 0.13 \) two sided).

Discussion
The conventional GLM analysis revealed activation in response to infrequent target stimuli in brain regions consistent with previous fMRI, intracortical electrophysiological recording and EEG source localisation studies. The postcentral gyrus, precenral gyrus, cerebellum, supramarginal gyrus, insula, frontal operculum, inferior frontal gyrus, middle frontal gyrus, and occipital cortex have all been reported in response to tasks involving the detection of infrequent target stimuli (Halgren et al., 1995a,b; Gur et al., 2007; Strobel et al., 2008; Winterer et al., 2007). The activation pattern was similar for all single explanatory variable (EV) models (Fig. 1), with peak clusters being observed in the same regions with similar Z values. However, it is the so called ‘added value’ models that provide the most information. By orthogonalising the single-trial informed explanatory variable to the conventional uninformed explanatory variable only additional activation explained by including the single-trial parameters is observed, improving the specificity of the model.

Added value of single-trial parameter informed models
P3 amplitude
For infrequent target stimuli including P3 amplitude as a regressor in the GLM yielded additional activation in the central opercular cortex, precentral gyrus, temporal pole, frontal operculum and insula whereby activation seen in these areas is consistent with the detection of infrequent target stimuli in fMRI studies (Bledowski et al., 2004; Gur et al., 2007). The activation pattern is obtained without observing the occipital activation that is seen in the conventional analysis. This would suggest that the single-trial P3 amplitude informed analysis is more effective for localising activation in areas related to the detection of infrequent targets. Furthermore, the added value in the P3 amplitude informed model (mean Z score in ROI) shows a significant positive relationship with the standard deviation of the single-trial P3 amplitudes. This suggests that the additional fMRI activation is driven by the variability in the single-trial P3 amplitudes which supports the idea that using single-trial ERP amplitude is a valid way to harness the variability in responses to individual stimuli in order to maximise our analysis of fMRI data. However, while ST P3 amplitude informed analysis yields additional activation in this left fronto-central region, the activation in the more parietal regions also associated with target detection and frequently seen in fMRI studies of target detection (Gur et al., 2007; Winterer et al., 2007) is lost in the added value analysis. The most plausible explanation is that the added value activation reflects areas that are more closely associated with variability in the single-trial P3 amplitudes. The resulting activation map is very similar to the ventral attention system activation map obtained by Mantini et al. (2009) when differentiating the ventral attention system from the dorsal attention system. They suggest that the ventral attention system is associated with the detection of behaviourally relevant stimuli, so an emphasis on this region in P3 amplitude informed analysis is plausible. When all trials (frequent and infrequent) are included in the analysis there is no added value for the amplitude informed model. Given that the amplitude informed model (variable impulse) yields BOLD activation that is related to the variability in the ERP amplitude (Grinband et al., 2008) we can assume that the absence of added value reflects one of two things: 1. there is less variability in the frequent ‘non targets’ compared to the infrequent ‘targets’, 2. the variability in responses to the frequent stimuli is not related to a specific pattern of BOLD activation. In support of the first explanation, the variability in the single-trial P3 amplitudes (as measured by standard deviation) is marginally higher for the targets compared to non target \( (t(14) = 2.01, P = 0.06 \) support of the second explanation, the regions in which we get additional activation in the ERP amplitude model for the frequent stimuli only (central opercular cortex, precentral gyrus, temporal pole, frontal operculum and insula) are consistent with the detection of behaviourally relevant stimuli (e.g. Mantini et al., 2009). We therefore conclude that the pattern of additional activation yielded by the inclusion of single-trial P3 amplitude is related to the additional attentional requirements of detecting the infrequent target stimuli and the variability in responses to these stimuli across trials.

An alternative explanation of our added value activation could be related to the nature of our task as a two choice response task. As our task is not a true oddball paradigm, in that a response is also given to frequent stimuli, our results could represent the switch cost between the frequent and infrequent stimuli and corresponding responses. Task switching involves shifting attention and retrieving stimulus response rules (Goffaux et al., 2006) and this process could explain the attention related regions activated when including single-trial P3 amplitude as a regressor. However, imaging studies of task switching have identified the lateral prefrontal cortex and superior frontal gyrus (Cutini et al., 2008; Dove et al., 2000) as the key structures involved in switch cost, this does not match our area of activation. This suggests that we are modelling activity related to a different process. This is

Fig. 3. BOLD activation for all analyses (second-level mixed-effects FLAME. \( N = 19 \). Cluster-corrected threshold \( Z = 2.3, P = 0.05 \) for the single EV models and \( Z = 2.0, P = 0.05 \) for the added value models). The left column shows the single explanatory variable analysis (conventional and single-trial informed). The right column shows the results of the model including two explanatory variables, the first being the conventional analysis (stimulus onset timecourse with no additional single-trial information) and the second explanatory variable containing the various single-trial parameters, the second EV was orthogonalised to the first to determine any additional activation explained by including single-trial parameters. Part A shows the conventional model where a constant impulse model was used. Parts B, D and F show variable impulse models where the single-trial parameter was used as an additional regressor to modify the height of the basis function. Parts C and E use a variable epoch model based on single-trial P300 latency and reaction time respectively. Part G uses a constant epoch model where the length of the boxcar is determined by the latency of P3 taken from the grand average ERP. See Fig. 1 for more details on the construction of each type of model.
Fig. 4. Coronar slices showing the peak activation for the added value models (second-level mixed-effects FLAME, \(N = 19\), Cluster-corrected threshold \(Z = 2.0, P = 0.05\)). Part A shows the additional activation found when using P300 amplitude as an additional regressor for infrequent target stimuli. The activation is in the central opercular cortex, precentral gyrus and insula (see Table 4 for details). Part B shows the additional activation when using a variable epoch model informed by single-trial P300 latency for infrequent target stimuli. The activation is posterior to that of the variable impulse model and involves the parietal operculum and supramarginal gyrus (see Table 4 for details). Part C shows the additional activation for the variable epoch model informed by single-trial P3 latency for all stimuli. This highlights the activation obtained in the anterior cingulate cortex. Part D shows the additional activation when using a variable epoch model informed by single-trial reaction time for infrequent target stimuli. The activation is predominantly in the pre and postcentral gyri (see Table 4 for details).
Table 4

Brain regions and local maxima for single-trial informed analysis orthogonalised to the standard analysis (added value).

<table>
<thead>
<tr>
<th>Model</th>
<th>Region (Harvard-Oxford, maximum probability)</th>
<th>MNI coordinates of local maxima (x, y, z)</th>
<th>Maximum Z score</th>
</tr>
</thead>
<tbody>
<tr>
<td>P300 amplitude</td>
<td>Left central opercular cortex</td>
<td>−52, 4, 2</td>
<td>4.02</td>
</tr>
<tr>
<td>(infrequent stimuli)</td>
<td>Left insula</td>
<td>−32, −8, 0</td>
<td>3.75</td>
</tr>
<tr>
<td></td>
<td>Right insula</td>
<td>28, 18, 10</td>
<td>3.63</td>
</tr>
<tr>
<td></td>
<td>Left caudate</td>
<td>−16, 2, 20</td>
<td>3.55</td>
</tr>
<tr>
<td></td>
<td>Left postcentral gyrus</td>
<td>−48, −36, 60</td>
<td>4.21</td>
</tr>
<tr>
<td></td>
<td>Postcentral gyrus</td>
<td>−36, −30, 70</td>
<td>4.57</td>
</tr>
<tr>
<td></td>
<td>−50, −28, 60</td>
<td>3.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−46, −28, 64</td>
<td>3.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Postcentral gyrus, precentral gyrus</td>
<td>−38, −22, 36</td>
<td>4.34</td>
</tr>
<tr>
<td></td>
<td>Left thalamus</td>
<td>−8, −10, 2</td>
<td>3.28</td>
</tr>
<tr>
<td></td>
<td>Right thalamus</td>
<td>10, 10, 10</td>
<td>3.27</td>
</tr>
<tr>
<td></td>
<td>Parietal operculum</td>
<td>−54, −24, 16</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>Supramarginal gyrus</td>
<td>−62, −24, 30</td>
<td>2.60</td>
</tr>
<tr>
<td></td>
<td>Heschl's gyrus</td>
<td>−44, −24, 12</td>
<td>2.10</td>
</tr>
<tr>
<td></td>
<td>Right postcentral gyrus</td>
<td>54, −20, 54</td>
<td>3.69</td>
</tr>
<tr>
<td></td>
<td>−48, −16, 58</td>
<td>3.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Right precentral gyrus</td>
<td>28, −10, 70</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>Right lateral</td>
<td>22, −68, 60</td>
<td>3.48</td>
</tr>
<tr>
<td></td>
<td>occipital cortex</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anterior cingulate cortex</td>
<td>−8, 10, 36</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>−8, 18, 38</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−2, 4, 2</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>−44, −78, −14</td>
<td>3.07</td>
<td></td>
</tr>
<tr>
<td>Reaction time</td>
<td>Left postcentral gyrus</td>
<td>−46, −26, 34</td>
<td>3.86</td>
</tr>
<tr>
<td>variable epoch</td>
<td>Left precentral gyrus</td>
<td>−34, −16, 30</td>
<td>3.40</td>
</tr>
<tr>
<td>(all stimuli)</td>
<td>Left lateral</td>
<td>−28, −72, 38</td>
<td>3.24</td>
</tr>
<tr>
<td></td>
<td>occipital cortex</td>
<td>−20, −70, 46</td>
<td>3.23</td>
</tr>
<tr>
<td></td>
<td>Right lateral</td>
<td>30, −64, 40</td>
<td>3.75</td>
</tr>
<tr>
<td></td>
<td>occipital cortex</td>
<td>34, −66, 32</td>
<td>3.42</td>
</tr>
</tbody>
</table>

Supported by electrophysiological data; for example in uncued task switching P3 amplitude and latency do not differ between repeat and switch trials (Hsieh and Liu, 2005; Hsieh and Yu, 2003) suggesting that the switch cost is after the stimulus identification stage. Differences in P3 are observed in cued switch tasks (Hsieh and Liu, 2005), however, there is no cue in our task so it is likely that our marginal difference in P3 parameters between frequent and infrequent stimuli (Supplementary Table 1) is related to target detection processes involved in our paradigm rather than a result of switch cost. In support of this Dove et al. (2000) reported that a low ratio of switch responses to repeated stimuli do vary, not just from subject to subject but on a trial to trial basis. By accounting for this variability in the GLM by using single-trial parameters we can conduct a more appropriate analysis of our data and gain a better understanding of the relationship between event-related BOLD and EEG (Debener et al., 2006; Fell, 2007; Makeig et al., 2005). The questions we aimed to answer in this paper were what aspects of the ERP and behavioural response to a stimulus are most informative when included in the GLM, and what is the most appropriate way to use this single-trial information in the GLM, specifically for a choice reaction time/target detection (P3) paradigm. The summary above indicates that including different single-trial parameters in the GLM does provide varied results, what we now need to do is determine which parameter should be used and in what way this information should be included in the GLM.

Our first approach was to include the ST information as a regressor in the GLM to modify the height of the basis function, this serves to modify the height of the basis function at a trial by trial level (see Fig. 1 for how this was achieved in this paper, and Grinband et al. (2008) for a more detailed general discussion). This is analogous to modifying the intensity of each event. This proved to be effective for P3 activation in brain regions specific to the cognitive processes involved in the task. Furthermore, the non-motor activation detected differs when only infrequent target stimuli and when all stimuli are included in the model. Additional activation was only obtained in the ACC when all stimuli were included in the analysis. The ACC is associated with executive, evaluative and cognitive functions and its involvement in our task is consistent with other fMRI studies of target detection and decision making tasks (Gur et al., 2007; Philia'stides and Sajda, 2007). Since the ACC has an important role in processing top-down and bottom-up stimuli and assigning appropriate control to other areas in the brain, and is associated with effort applied to a task (Mulert et al., 2008; Esposito et al., 2009), its involvement in responses to all stimuli in a decision making task such as ours is expected. The fact that we did not obtain additional ACC activation for infrequent targets only is likely to be due to there being too few trials in this condition to reveal this activation, exploiting the P3 information available in all trials yields this additional activation.

The parietal regions identified using the P3 latency informed variable epoch model for infrequent target stimuli only are consistent with fMRI target detection studies (Gur et al., 2007; Strobel et al., 2008; Winterer et al., 2007) and may reflect working memory processes. This is also consistent with what is known about the ventral and dorsal streams of information processing; the ventral stream is involved in the detection of salient events while the dorsal stream is involved in maintaining visuospatial attention once the salient stimulus has been identified (Corbetta et al., 2002; Corbetta and Shulman, 2002). The dorsal stream projects to the parietal region, in line with our added value activation, and mediates the response to the salient stimulus (Goodale and Milner, 1992). In other words the top-down influence of the ventral system in voluntarily directing attention to the salient stimulus leads to the maintenance of attention to that stimulus and the updating of working memory (Sridharan et al., 2007). So, in our paradigm attention is directed to the salient infrequent target stimuli and thus an increase in BOLD activation is seen in these brain areas in response to infrequent target stimuli. From the pattern of activation we observed in the added value analysis, it would appear that we can model these working memory processes by using a variable epoch model informed by single-trial P3 latency. Similar results were found when using single-trial reaction time in the GLM; no additional activation was seen when single-trial reaction time was used to create a variable impulse model but additional activation in parietal and occipital regions were observed when using single-trial reaction time to create a variable epoch model.

Using single-trial parameters in the GLM

Responses to repeated stimuli do vary, not just from subject to subject but on a trial to trial basis. By accounting for this variability in the GLM by using single-trial parameters we can conduct a more appropriate analysis of our data and gain a better understanding of the relationship between event-related BOLD and EEG (Debener et al., 2006; Fell, 2007; Makeig et al., 2005). The questions we aimed to answer in this paper were what aspects of the ERP and behavioural response to a stimulus are most informative when included in the GLM, and what is the most appropriate way to use this single-trial information in the GLM, specifically for a choice reaction time/target detection (P3) paradigm. The summary above indicates that including different single-trial parameters in the GLM does provide varied results, what we now need to do is determine which parameter should be used and in what way this information should be included in the GLM.

Our first approach was to include the ST information as a regressor in the GLM to modify the height of the basis function, this serves to modify the height of the basis function at a trial by trial level (see Fig. 1 for how this was achieved in this paper, and Grinband et al. (2008) for a more detailed general discussion). This is analogous to modifying the intensity of each event. This proved to be effective for P3
amplitude but not for P3 latency or reaction time. This suggests that information gained from timing measures are not as informative as amplitude measures when used in this way. This makes sense given that reaction time and P3 latency vary in time, and while variable impulse models changes the height of the basis function the duration of the function remains the same. It is a logical conclusion then, that a variable impulse model is not the most appropriate way to use single-trial latency measures. However, this method does appear to be appropriate for measures of event intensity, in our case P3 amplitude. The amplitude of P3 varies with the intensity/arousal associated with a response and so we would expect that the most appropriate way to model this variability would be to use a variable impulse model. Our results show that variability in responses on a trial by trial basis is reflected in the amplitude of the P3 and that the BOLD response associated with this variability can be determined by including these parameters in a variable impulse model. This is in line with previous studies using ERP amplitude as a regressor in the GLM (Debener et al., 2005; Eichele et al., 2005; Mulert et al., 2008). Furthermore, distinct activation patterns were observed for infrequent targets and frequent targets illustrating that this method can differentiate responses to stimuli with differing cognitive demands.

The second approach was to use timing information gained from the ERP or behavioural response to modify the overall shape and height of the basis function in the GLM. The haemodynamic response to a decision making process has been shown to vary with the time taken for the subject to make a response (Menon et al., 1998). This is a critical point for paradigms such as choice reaction time tasks and oddball tasks where subjects are involved in a decision making process and provide a response. This decision making process is likely to persist after stimulus onset, so a zero duration impulse function would not be the most appropriate way to model this process. We would also argue that while reaction time provides some indication of how long this decision making process takes, it also includes the processing involved in producing the voluntary motor response. For this reason we suggest that P3 latency is a more accurate measure of the duration of the target detection/decision making process.

Using P3 latency to create a variable epoch model resulted in additional activation in parietal regions associated with target detection. This would suggest that modelling the duration of the decision making process results in a more specific localisation of brain activation related to target detection. However, the added value activation (Z values in ROIs) and the standard deviation of P3 latency...
also detected short latency differences in the BOLD response (Henson et al., 2005; Menon et al., 2002; Formisano et al., 2002). Further investigation of the sensitivity of the BOLD response to small temporal variations on the single-trial level is necessary to determine whether variable epoch models do indeed model single-trial variability or whether the gain is due to an event duration that is more representative of cognitive processing.

Using reaction time to create a variable epoch model also yielded added value activity in left parietal regions, however the cluster was smaller than for the model informed by P3 latency. The reduced additional activation for the reaction time variable epoch model compared to the P3 latency variable epoch model could be related to the fact that reaction time itself covers a longer window than the P3. This would include some processes irrelevant to the decision making process resulting in more activation in general, perhaps obscuring the potential added value of this parameter in detecting activity related to decision making. However, we have shown that using reaction time to create a variable epoch model does localise some activation in target detection areas. This builds on the findings of Grinband et al. (2008) who showed that using reaction time simulations and varying length visual stimuli as a proxy for varying reaction time could result in a more powerful model. We found that more voxels were activated in the informed models compared to the conventional model and similar Z scores were also observed (with the exception of the P3 amplitude model which had the smallest maximum Z value). We also found added value in these models, showing that this finding holds for real reaction time data. While the variable epoch model informed by reaction time showed less additional activation than the P3 latency informed model, it can still be considered more powerful than the uninformed model, this illustrates that including basic single-trial information is useful even in the absence of single-trial EEG. However, as described above it is still unclear whether single-trial variability is modelled by the variable epoch models or whether the more appropriate HRF shape determined by an event duration extending beyond stimulus onset leads to the additional activation observed. Grinband et al. (2008) observed that while many studies measure reaction time very few actually use this information when analysing their fMRI data. Based on our findings we would concur with Grinband et al. in that a measure reflecting the duration of cognitive processes involved in a task should be considered in order to optimise the analysis of fMRI data.

We found different additional activations when including responses to all stimuli or only responses to infrequent target stimuli in the models. For the P3 latency informed variable epoch model the ACC activation was only apparent when all trials were included and the left parietal operculum/supramarginal gyrus activation was only observed for infrequent target stimuli. We only obtained additional activation for the P3 amplitude informed model for infrequent target stimuli. These differences in activation have been explained by the demands of the task and the concordance of our activation patterns with previous research. These distinct patterns of activation show that ERP parameters can be used to differentiate regions involved in different aspects of cognitive processing however, this is dependent on the information that is included in the model. This highlights the fact that while ERP informed fMRI analysis is potentially useful great care needs to be taken in order to ensure that the single-trial information entered into the model reflects the cognitive processes of interest.

In conclusion it would appear that both single-trial P3 amplitude and P3 latency are informative when included in the GLM when analysing fMRI data. Single-trial amplitude should be used to modify the height of the basis function whereas P3 latency is more informative when used to create a variable epoch model. Given that P3 amplitude and latency yield different patterns of additional task related BOLD activation we would advocate using both of these ST parameters when analysing P3 data. While it is still unclear whether the P3 latency informed variable epoch model accounts for single-trial latency fluctuations or reflects a more appropriate time window for analysis, it would still appear that this model is more powerful for detecting task related activity than the conventional constant impulse mode. By including parameters representing aspects of cognitive processing BOLD activation in brain areas involved in the selective attention and working memory aspects of target detection can be investigated more specifically. Furthermore, given that P3 is a common measure when investigating disorders such as schizophrenia and Alzheimer’s, effects of substances such as nicotine and processes such as ageing, understanding how single-trial P3 parameters can be used to inform fMRI analyses in these populations is potentially useful. Of particular relevance to our P3 latency related findings is that the haemodynamic response can be delayed in specific populations, such as in schizophrenics (Ford et al., 2005). Using indices of cognitive processing to help model these difference in the haemodynamic response could make single-trial informed fMRI analyses a particularly useful tool in this context.

**Fig. 6.** Scatter plots showing the relationship between mean Z values in added value regions of interest (ROI) and single-trial parameter standard deviation for both P3 amplitude and P3 latency.