A HASHING-BASED SCHEME FOR ORGANIZING VECTOR QUANTIZATION CODEBOOK
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ABSTRACT

One of the problems in vector quantization (VQ) is its relatively long encoding time especially when an exhaustive search is made for the codevector. This paper presents a hashing-based technique to organize the codebook so that the search time can be significantly reduced. Hashing gives the speed advantages of a direct search, while maintaining a codebook of reasonable size. Experiments show that hashing-based VQ sustained image quality as the encoding time was reduced, while full search VQ suffered greatly. For example, for 2 x 2 vectors and with 1024 codebook entries, encoding time was reduced by a factor of 10 without significant loss of image quality.

1. INTRODUCTION

One of the problems in vector quantization (VQ) is its relatively long encoding time especially when an exhaustive search is made to find the best codevector for each image vector. A number of techniques have been proposed to reduce the encoding time which include tree-structured VQ, finite-state VQ, and cache VQ [2,3,4,5,6].

Hashing is a database search technique, where the records are ordered according to a hashing function [1]. The hashing function is a formula, whose input is a portion of the record, called a key, and whose output is an index to the database. Hashing gives the speed advantages of a direct search, while maintaining a database of reasonable size.

An example of a hashing based database could be a set of customer records for a cash machine. The key is a 19 digit number of the ATM card. To find the customer's record, an exhaustive search can be made through the database until the key on the card matches that of the record, resulting in an unreasonably long search time. An alternative would be to put the 19-digit number through a hashing function, which would create an index with a smaller range. The hashing function could, for example, be something as simple as a mask which preserves the 5 least significant digits of the key. Since the range is smaller than the original key, more than one key may hash to the same index. When this happens, a collision is said to have occurred. Because of collisions, the index points to a "bucket" where more than one record may reside. Accessing a customer's record now localizes the search to the contents of a bucket.

Hashing is used extensively in database applications to speed up search operations, but has yet to be formally introduced to VQ encoding, which is often criticized for its long encoding time. In this paper, we present a hashing-based technique to organize the codebook so that the search time can be significantly reduced.

This paper is organized as follows. In the next section, the hashing based codebook organization is described in detail. In the following section, encoding procedure of the hashing based VQ is described. Some experimental results are presented in the following section, along with discussions. Concluding remarks are made in the last section.

2. HASHING BASED CODEBOOK ORGANIZATION

Hashing function maps input image vectors to the integers equivalent to the codebook indices. When the hashing technique is applied to VQ encoding, a portion of the vector is used as the input to the hashing function, and the output is a codebook index. Due to the likelihood of collisions, this index will point to a bucket in the codebook, which consists of a group of codevectors. One example of hashing function for VQ is to take the most significant bits of some or all pixels.
in the input vector to create a codebook index as shown in Figure 1. We will call it the MSB hashing function.

In order to use hashing during encoding, the codevectors that have been generated after training must first be reordered in the codebook according to the hashing function. In addition, provisions must be made for vectors that collide into the same bucket, both when organizing the codebook and when searching for an entry during the encoding process. The vectors in this bucket may be rearranged into a linked list, where only the head vector will reside at the hashed index. Other entries will be stored at unused indices, and the vectors corresponding to each individual bucket will be grouped together via pointers. To maintain a fixed codebook size, the number of vectors in a bucket multiplied by the number of buckets must be, by definition, a constant.

In order to remap a standard codebook into one that is configured for the hashing algorithm, additional information is needed besides the codebook vectors. This additional information is attached to every vector by means of a structure with the format shown in Figure 2. Note that only the codevectors are needed during the decoding sequence. This helps reduce the amount of side information that is sent along with the compressed image. During encoding, only the white and light grey areas of the structure shown in the figure are needed (as indicated by the legend), while the entire structure is needed when the codebook is being reorganized from an original codebook, to a hashing based codebook.

When a codebook generation is complete, the codebook is then reorganized into an array of structure elements. This organization is needed, so that during the encoding process, an input image vector will be able to locate the corresponding codevector by using only the hashing formula. Described below are the elements of the structure:

- **count**: Since collisions may occur when more than one vector maps to a particular bucket, a linked list will be created. It is desirable to have the most popular codevector at the head of this list. The most popular codevector is the one most often used by the set of training images, and has the maximum count value.

- **no_vacancy**: Once a codevector is mapped to a particular bin in a particular bucket, the no_vacancy flag is set. This prevents another vector from overwriting the current one.

- **next_index**: A linked list is created when more than one codevector map to the same index. When this happens, the bumped vector must search high and low for a vacant bin. When one is found, the bumped vector will be stored there, and the previous vector’s next_index field will be updated to point to the bumped vector.

- **authentic**: During the codebook remapping process, when a vector is mapped to a vacant bin, it is stored there, and the authentic field is set to 1. If another vector maps to the same bin, then a neighboring bin is found, and the vector is stored there. This vector is now known as the tail of a linked list, while the first vector is the head of the linked list. The two vectors are said to be in the same bucket.

Figure 3 shows the flow required to map a codevector from a standard codebook into a structured codebook. For each codebook entry, the hashing function is applied which results in an index to a particular bin. The codevector is mapped to this bin if it is empty, as indicated by a clear, no_vacancy bit. A collision has occurred if the no_vacancy bit is set, creating the need to find a vacant, neighboring bin to store the bumped vector in. At this point, it is not known whether the vector that resides in the bin is the head of a linked list, or it is an element of some other linked list. If
3. HASHING BASED VQ ENCODING

Figure 4 shows the flowchart of the encoding process. VQ encoding usually starts the search in the codebook at index 0. With a hashing algorithm, an image vector is hashed to produce an index where the search will begin. The search is complete when the mean square error between the codevector and the image vector is less than or equal to a specified threshold.

Before the search begins, the authentic bit is checked to confirm that the entry is the head of a linked list. If it is, then all entries in the bucket are searched until the MSE is less than or equal to the threshold. Otherwise, it is understood that we have hashed to the middle, or the end of a linked list. In order to find a codevector that is similar to the image vector, a search must be made both high and low for the head of a linked list. This is where the best codevector will reside.

If there are no vectors in the bucket that satisfy the threshold requirements, then the search is continued in the neighboring buckets. As part of the algorithm, the minimum and the maximum buckets are actually neighbors, so the best codevector is not far from the starting search point. If the threshold is set too high during the encoding process, then an exhaustive search will be made of the codebook, and the index whose vector had the lowest MSE will be coded. The results will be identical to the full-search VQ encoding process.

4. EXPERIMENTAL RESULTS

A C program was written to simulate the hashing-based VQ scheme. Various codebooks with different size and vector dimension were trained using the LBG algorithm [4]. Two representative results are presented in the following.

As shown in Figure 5, for $2 \times 2$ vectors and with 1024 codebook entries, encoding time was reduced by a factor of 10 without significant loss of image quality (less than 1 dB). For $4 \times 4$ vectors and with 256 codebook entries, the savings in encoding time dropped to a factor of 3 with less than 1 dB degradation in image quality (see Figure 6). Note that on both graphs the full-search VQ is represented as the endpoint on the top right of the curves.

5. CONCLUSION

Hashing-based VQ is a logical step in the right direction to reduce encoding times. Experiments show that hashing-based VQ sustained image quality as the encoding time was reduced, while full-search VQ suffered...
Figure 4: Hashing based VQ encoding.

Figure 5: Performance of hashing-based VQ. (2x2 vectors)

Figure 6: Performance of hashing-based VQ (4x4 vectors)

greatly. The results were consistent across the various vector lengths.

Although only one type of hashing function (i.e., MSB) was explored in this paper, future work will include use of different types of hashing function.
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