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What is This?
In the last few years statistical models defined by imposing restrictions on marginal distributions of contingency tables have received considerable attention in the social sciences and economics; see Németh and Rudas (this volume, p. 70–100) and references herein. In particular standard log-linear models have been extended to allow the analysis of marginal distributions in contingency tables. This new class of models, named marginal log-linear (MLL) models, has also been used to provide parameterizations for discrete graphical models.

Németh and Rudas present a nice overview on how discrete graphical models can be useful instruments for social scientists. Particular emphasis is given to the MLL parameterization (denoted by $\lambda$) for discrete graphical models. They adopt a frequentist approach and show, through several examples, how this parameterization can be applied for the analysis of DAG and chain graph models; complementary detailed material for the implementation in R is available on the authors’ web page at http://nemethr.web.elte.hu/discrete-graphical-models/.

Their paper highlights how the choice of suitable parameterizations is an important issue. The vector of joint probabilities is perhaps the
most intuitive parameter for multinomial distributions, although there are several works, such as Roverato, Lupparelli, and La Rocca (forthcoming), investigating other parameterizations. The increasing attention for novel parameterizations is driven by the fact that the following five properties are desirable, especially in graphical modeling contexts:

1. Defined by a smooth mapping from the simplex of joint probabilities
2. Straightforward and useful interpretation
3. Linear constrained parameters defining independences between variables
4. Variation independence
5. Upward compatibility

The MLL parameterization proposed by the authors for DAGs satisfies properties 1 through 4 and partially property 5, which is fulfilled by the multivariate logistic parameterization representing a special case in the class of MLL models. Properties 3 and 4 are especially appealing in a Bayesian context. Nevertheless, the MLL parameterizations defined for several classes of graphical models do not always satisfy variation independence; see Lupparelli, Marchetti, and Berghma (2009), Rudas, Berghma, and Németh (2010), and Evans and Richardson (forthcoming).

Even if MLL parameters have a straightforward interpretation in terms of associations in marginal distributions, developing a Bayesian analysis for them is still an open problem. The lack of variation independence may cause problems and inconsistencies for the implementation of MCMC methods. Furthermore, conjugate analysis is not feasible. For these reasons, Ntzoufras and Tarantola (2012, forthcoming) present a conjugate and conditional conjugate Bayesian analysis based on probability parameters. Working directly with probabilities leads to simple Monte Carlo schemes through which the MLL parameters are always computable.

For comparative purposes, since the authors do not consider the Bayesian approach, we illustrate the methodology developed by Ntzoufras and Tarantola (2012, forthcoming) for the data set analyzed by the authors in Example 5 through two DAG models, which we name in the discussion that follows M1 and M2, respectively. The results are coherent with the analysis presented by the authors.
M1 is Markov equivalent to a covariance graph model (Cox and Wermuth 1996) also known as a bidirected graph model (Drton and Richardson 2008). Instead, M2 is Markov equivalent to an undirected graph model. For the analysis of M2 we then adopt the standard log-linear parameterization that is commonly used for these models and is itself a special case in the MLL class.

We examined the saturated model and the two previous models using the Dirichlet priors described by Ntzoufras and Tarantola (2012). For M1, the Bayes factors (BFs) are quite sensitive on the choice of the prior parameters with the unit expected cell prior (Dirichlet with $\alpha_i = 1$) and the Jeffreys prior ($\alpha_i = 1/2$) supporting the saturated model (BFs of M1 versus the saturated equal to 0.38 and 0.82, respectively) while for the third prior (Perks prior with $\alpha_i = 1/8$), M1 is marginally better than the saturated with BF = 3.09. M2 clearly fits the data well with BFs>12 when compared with the saturated and BFs>32 when compared with M1 under all prior setups, and the corresponding posterior weight higher than 0.9.

Figure 1. Posterior box plots for the MLL parameters of M1 and M2, respectively. For M1, the parameters are obtained using the sequence of margins HF FSH; for M2, the parameters are obtained using the single margin HFS.
We can easily estimate the posterior distributions of any MLL parameterization using the simple Monte Carlo scheme proposed by Ntzoufras and Tarantola (2012). Under this approach, we generate samples from the Dirichlet posterior distributions of probability parameters, calculate the corresponding joint probabilities, and finally transform them to $l$s by simple appropriate transformations. Because the results under all three priors are similar, we present the analysis only for the Perks prior. Figure 1 shows the posterior distributions of the adopted MLL parameterization for M1 and M2. For space reasons, the box plots do not include first-order interactions.

For M1, we observe that the three-way interaction is not significant (since zero is placed in the center of the posterior distribution) while the two-way interaction FS is of marginal significance (the 99 percent posterior interval includes zero). Finally, for M2, posterior results are equivalent to the MLEs. The posterior distribution of the interaction SH seems to be far away from zero, while for FS seems to be of marginal significance (a 99 percent posterior interval 0.04–0.35).
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