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Abstract—Many real-time embedded systems are sensitive to both the accuracy and timeliness of job results. In this letter, two sources of inaccuracy are considered for such systems: 1) input data noise (IDN) due to the environmental transient noises, and 2) age of data (AD) related to the time of capturing data, which may depend on the length of time between capturing and using the input data. Thus, in the presence of one or more jobs in the system, some tradeoffs are needed among capturing data with an appropriate IDN when the environment is less noisy, reducing AD, and respecting the timeliness of jobs. Our emphasis in the current study is to model firm real-time jobs having some thresholds for the inaccuracy and handle the aforementioned tradeoff by the system scheduler. An online accuracy-aware real-time scheduler is also proposed and evaluated.
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I. INTRODUCTION

Real-time embedded systems are often in direct interaction with dynamic and harsh environments. In such time-sensitive and likely mission-critical systems [1], rather than temporal correctness, the accuracy of results is very important in the fulfillment of the mission.

Environmental noises, like the electromagnetic interferences (EMI) [2], can variously affect the input data, and thus, the accuracy of results in embedded systems. Some of these systems are equipped with noise compensation techniques like Kalman filters [1, 3, 4], some others are not. In both cases, accuracy of the results will be improved if the system tries to capture data when the environment is less noisy. Noise characteristics can be identified via hardware- or software-based techniques. For example, a hardware technique via a radiometer has been introduced in [5] for detecting correlation and total power of different noises in a receiver device. Also, according to the formulation proposed in [6], one may calculate the signal-to-noise ratio (SNR) using device temperature.

There is another factor, named age of data (AD) in this letter, which affects the accuracy of results. AD is defined as the possible delays of capturing data with respect to when expected, or between capturing and processing data. For example, in multi-sensor real-time systems, delays occurring because of scheduler decisions and context switches would affect the accuracy of data-fusion estimation process [3, 4]. Current solutions for this problem, employed inside the applications, are compensation techniques based on the estimation of the amount of delay [3, 4]. However, these reactive techniques are not appropriate enough as the application has limited information about the delays. Besides, usually these techniques can tolerate only small amounts of delay [4], while in multi-task systems, when a high priority job acquires the processor, it might enforce delays equal to its execution-time to the existing low priority jobs, possibly causing considerable deficiencies in their accuracy. Thus, the role of the scheduler becomes more important in such systems. In this letter, we propose proactive scheduler-level techniques to control the delays and show that the job accuracy can be moderated if the scheduler is aware of the AD costs.

Previously, there have been attempts to apply scheduling algorithms to control either input data noise (IDN) [7] or AD [8] in real-time systems. In [7], job execution value is specified by an instant value function (IVF) per job, so as the proposed offline preemptive scheduler can schedule jobs at their best (i.e. less noisy) moments. However, in this model, the value function is fixed on job arrival and cannot reflect the effects of dynamic noises of the environment. Besides, this model is not sensitive to AD. On the other hand, AD is studied in [8], where each job in a distributed firm real-time system has an accuracy constraint. In the study, job accuracy is defined as a function of the age of input data stored in a directory service. However, the study considers neither IDN, nor the delays happening in the middle of job execution, namely between capturing and processing data. There are also other studies on real-time scheduling trying to reduce job execution time by avoiding context-switch overheads [9, 10], which although are not concerned about accuracy and IDN, may indirectly reduce AD.

In summary, this letter introduces a new firm real-time job model with an emphasis on the job accuracy. The accuracy is affected by both the IDN and AD, and each job has a threshold for the amount of inaccuracy it can tolerate. If this threshold is violated, the job will be missed (similar to [8]). In fact, both accuracy and timing violations of a job have the same adverse effect on the system or on the success of the mission (see the
example inspired by [1] in Section II). An online accuracy-aware real-time scheduling algorithm is also proposed for reducing the miss ratio. The effectiveness of the algorithm is examined through simulation experiments.

The remainder of this letter is organized as follows. In Section II, we present an example to formulate job inaccuracy as a function of IDN and AD. System and accuracy models are described in Section III. An accuracy-aware real-time scheduling algorithm is presented in Section IV, followed by the experimental results in Section V. Finally the letter is concluded in Section VI.

II. INPUT DATA NOISE AND AGE OF DATA

In this section, we present a motivating example and formulate job inaccuracy as a function of IDN and AD using the Kalman filter formulations [11] in a multi-sensor system.

In a real-time guidance navigation and control (GNC) system of unmanned aerial vehicles (UAV) [1], there are different types of sensors like low cost inertial measurement unit (IMU) and global positioning system (GPS). They are usually applied together to reduce the error of vehicle position and velocity estimations using a Kalman filter. In the GNC system, position estimation is the first step of a sequence of tasks that finally lead to the actuator commands. In the case of low accuracy, such a command may be ignored. Therefore, the accuracy of the estimation process plays a vital role in the effectiveness of the guidance loop. As long as the estimation process is fed by GPS and IMU data, variation of the IDN and AD can affect the estimation. In the case of an unmanned aerial vehicle (UAV) [1], there are usually applied together to reduce the error of vehicle position and velocity estimations using a Kalman filter. Also, multi-sensor system is prone to measurement delays (with covariance $Q_k$) at the same time [4] ($w(k)$, where $w(k) \in \mathbb{R}^N$ is a vector of size $N$) representing the state of the process at time $t_k$, and, $u(k)$ and $w(k)$, respectively, are the system control command and the process noise (with covariance $Q_k$) at the same time [4] ($k$ is taken as a short notation for $t_k$). Also, the system has a number of sensors (indexed by $i \in \mathbb{N}$) giving discrete measurements as $y_i(k) = h_i(x(k)) + v_i(k)$, where $h_i(x(k))$ is the observation model and $v_i(k)$ is the measurement noise with covariance matrix $R_i(k)$. A Kalman filter tries to minimize the mean square error of the estimated state with respect to the actual process state through computing the Kalman gain such that $P_k$, the error covariance, is minimized. One may refer to [11] for more details.

Also, a multi-sensor system is prone to measurement delays caused by context switches and scheduling decisions [3, 4]. These delays cannot be neglected since they might have considerable adverse effects on the results. In fact, this concern is rooted at the age of data. To tolerate AD, Nilsson et al. [4] have extended the Taylor's series to merge the measurement time delay of sensor $i$ ($\delta t_i(k)$) into an extended Kalman filter formulation to estimate and compensate AD in the application-level. In fact, the delay will affect $y_i(k)$ in the following way:

$$y_i(k) = h_i \left( x(k + \delta t_i(k)) + v_i(k) \right)$$  \hspace{1cm} (1)

Substituting (1) into the formulation of the updated estimated value of $x(k)$, i.e., $\hat{x}^+(k)$, and in turn, using the resulting $\hat{x}^+(k)$ into the formulation of $P_k$, one can attain the relation between IDN, AD and the inaccuracy (trace of matrix $P_k$, namely trace of the predicted value of error covariance).

Now, the inaccuracy formula used by every Kalman filter can be rewritten as a function of IDN and AD (details about this function can be found either in [4] or in [11]):

$$P_k = F_k P_{k-1} F_k^T + Q_k$$ \hspace{1cm} (2)

where $F_k$ is the Jacobians of $f_k(\hat{x}^+(k), u(k))$.

In practice, IDN can be obtained through methods such as the ones introduced in [2] and [12]. These methods calculate $R_i(k)$, which is $R_i(k) = \text{VAR}(v_i(k))$. Also, the delay identifying AD can be extracted from the scheduler as it knows the I/O instants of the jobs. As mentioned before, we aim to moderate the effects of IDN and AD on the inaccuracy in a proactive manner in the level of system scheduler.

III. SYSTEM AND ACCURACY MODELS

We consider a system with a set of I/O devices $I = \{I_1, ..., I_p\}$. It is assumed that the system has another hardware device (like the simple one proposed in [5] for EMI measurement) specialized for noise detection. This hardware also implements a method to convert the noise level into the effective variance of noise on the input data (such as [2]). We call this value as IDN, which is represented by $\mathcal{J}_i(t)$ for I/O device $I_i$ at time $t$. A noise-free device $I_i$ has $\mathcal{J}_i(t) = 0$.

The system consists of firm real-time jobs, $I_i, i \in \mathbb{N}$, $I_j$ is identified as $j_i(t) = R_i(t) = a_i, \gamma_i(\zeta), S_j$, where $r_i$ and $D_i$ are the job release-time and relative deadline, respectively. $a_i \in [0, 1]$ is the threshold for the maximum tolerable inaccuracy of that job. $\gamma_i(\zeta)$ is the job inaccuracy function, and will be discussed in detail shortly. If $\gamma_i(\zeta) > a_i$, an accuracy violation is occurred. Either on timing violation or on accuracy violation, the job is considered as missed and is thrown away of the system. Each job has a sequence of $h_i$ segments defined by $S_j, s_{i,j}, l_{i,j}$, each segment is specified by two parameters as $s_{i,j} = (c_{i,j}, l_{i,j})$, where $c_{i,j}$ is the segment computation time (e.g. to store the sensor data into registers or for some application-specific computations), and $l_{i,j} \in I$ defines the I/O type of the segment (like the I/O operations in the UAV system).

In this system, when a job is released, its first segment is entered into the ready queue which is managed by the system scheduler. When segment $s_{i,j}$ acquires the main processor at time $\xi_{i,j}$, it is executed non-preemptively up to its end, where an I/O operation is triggered. As a result, an I/O request $I_{i,j} \in I$ is sent to the respective I/O device queue, and the scheduler is activated. Except for the final output request, the scheduler is supposed to decide whether to perform the I/O at the moment $r_{i,j}$ or defer it. It is assumed that I/O operations can be performed in an infinitesimal amount of time. When
the I/O is done, the next segment of the job (i.e., \( s_{i,j+1} \)) enters the ready queue (See Fig. 1).

As denoted above, job inaccuracy is computed based on a job-specific inaccuracy function \( \gamma_i(\cdot) \). In general, \( \gamma_i(\cdot) \) is a function of the job description, moments of I/O operations (denoted by \( \tau_{i,j} \) for \( I_{i,j} \)), IDN of those I/O operations \( (I_{i,j}(\tau_{i,j})) \), and start time of the execution of segments \( (\xi_{i,j}) \):

\[
\gamma_i\left( (\tau_{i,j}), I_{i,j}(\tau_{i,j}), (\xi_{i,j}) \right) \text{ for } j=1,\ldots,h_i.
\]

\( \gamma_i(\cdot) \) is a-priori known application-specific function which is determined at the job release-time. However, without loss of generality, we consider the inaccuracy of job \( J_i \) as a function of its segment inaccuracies, i.e., \( \gamma_i(\gamma_{s_{i,j}}) \), \( j=1,\ldots,h_i \), where \( \gamma_{s_{i,j}} \) is the inaccuracy of segment \( s_{i,j} \). \( \gamma_{s_{i,j}} \), in turn, is defined as a function of IDN and AD of its preceding I/O operations and preceding segment inaccuracies. For example, for a simple job of Kalman filter with one input operation, \( \gamma_{s_{i,j}} \) can be computed as the trace of matrix \( P_{k}^{-} \) using (1) and (2), where \( \delta t_{i,j} = \tau_{i,j} - \tau_{i} \) and \( \tau_{i} = \sum_{j=1}^{h_i} (\xi_{i,j}) \).

IV. AN ACCURACY-AWARE SCHEDULING ALGORITHM

In this section, we introduce accuracy-aware EDF (A-EDF) scheduling algorithm with the objective of decreasing miss ratio, namely the sum of timing and accuracy violation ratios. It is a work conserving algorithm based on EDF [13], and is activated when a job enters an I/O device queue. A-EDF has two steps: first, it selects a candidate list (CL) of jobs from those waiting in I/O device queues considering their IDs, and second, it picks a job for being executed on the processor among the jobs in the ready queue and CL. In the latter step, it also updates CL, considering possible amounts of AD for the waiting jobs. This updated list constructs the I/O schedule which is used to update the ready queue.

In the first step, A-EDF selects a number of jobs which satisfy the following condition from the I/O device queues and put them in CL: the current value of IDN of each selected job should not be such that an accuracy violation happens for it. To find whether the accuracy is going to be violated or not, A-EDF optimistically calculates the inaccuracy of the job, using the known inaccuracies of the previously executed segments, IDN of the current segment, and perfect accuracy for the future segments of the job. A perfect segment accuracy can be computed considering no delay (in the ready queue and I/O device queues) and no noise (IDN = 0) for the segment.

In the second step, A-EDF selects job \( J_i \) with the earliest deadline among the jobs in the ready queue and CL, if it will not be missed if executed. The job will run its segment \( s_{i,j} \), namely occupies the processor for \( c_{i,j} \) units of time when this step of scheduling is completed, and thus, it will impose an additional AD equal to \( c_{i,j} \) to all jobs in CL. Accordingly, A-EDF removes those jobs in CL which, if they face this amount of additional AD, will suffer an accuracy violation. Afterwards, the remaining jobs in CL constitute the final I/O schedule, according to which the ready queue is updated. Finally, the selected job in the second step (\( J_i \)), is scheduled on the processor. If the scheduler cannot find a candidate with the above characteristics, it behaves exactly like EDF.

The intuitive idea behind A-EDF is that it has a separate scheduling phase for I/O of the jobs waiting in the I/O device queues, which may change the order of jobs with respect to EDF. Since an arbitrary pattern for noise is assumed, finding an optimal I/O schedule might not be possible, and thus, A-EDF is designed to work in a greedy manner.

Assuming \( n \) jobs in the system, \( H = \max_{1 \leq j \leq n} h_i \) and time complexity \( O(H) \) for computing inaccuracy function of a job, A-EDF runs in \( O(nH + n \log n) \). The reason is that it traverses CL two times each in \( O(nH) \), sorts the jobs in the ready queue and CL according to their deadlines, and selects the appropriate job. If \( H \ll \log n \), as it is likely in systems with limited number of I/O devices like the example presented in Section II, then the algorithm runs in \( O(n \log n) \).

V. SIMULATION RESULTS

In this section, we compare A-EDF with the deferred preemption (DP) [10], EDF [13], and gEDF [9] algorithms, customized for the job model of this letter. DP is an optimistic extension of EDF which tries to reduce the number of preemptions. It defers the execution of a job with the earliest deadline if it has enough slack, to let the running job continue its execution. Unlike DP and EDF, gEDF is an algorithm specialized for non-preemptive systems. It creates groups of jobs with roughly the same absolute deadline, and selects the job with the shortest remaining execution-time. The simulation framework has been developed in the DEVS-suite discrete event simulator [14].

In the experiments, a system with four types of I/O devices \( I = \{1,\ldots,I_4\} \) has been considered; three of them are influenced by Gaussian noise with parameters \( N(0.01,0.01) \), \( N(0.05,0.05) \), and \( N(0.10,0.10) \) (similar to an example in [11]). The fourth I/O device is noise-free with IDN = 0. We have examined the system using 10 randomly generated periodic tasks and, for each experiment setup, 1000 runs with different task sets. The processor utilization ranges from 0.1 to 1. For each job, \( h_i \) is selected randomly from the set \( \{1,\ldots,7\} \) and segments have uniformly distributed execution times in a way that the system utilization is guaranteed. The segments are associated with I/O devices \( I_{i,j} \in I \) with uniform chances. Each job has one segment representing a Kalman filter (randomly selected between the implementations of examples of [4] and [11]) and \( h_i - 1 \) segments with simple function \( \gamma_{s_{i,j}} = 1 - (1 - \beta_{i,j}(\tau_{i,j} - \tau_{i,j-1} - c_{i,j})) (1 - \beta_{i,j}(\tau_{i,j-1})) \), where \( \beta_{i,j} \) is the segment AD cost and follows \( U(0,2) \). We have
scaled $y_t(k)$ of [4] by $10^{-5}$ to make it comparable with the IDN in our I/O device setup. In fact, we have implemented the Kalman filters based on (2), to perform the simulations with more realistic inaccuracy functions.

The inaccuracy of a job is considered to be $y_t = \frac{1}{h_t} \sum_{j=1}^{n} x_{slt}$, and each job has an inaccuracy threshold $\alpha = 0.15$. When a job is executed, the inaccuracy of its Kalman filter segment is normalized to the maximum and minimum possible values for its state variable $x_t$. For the other segments, this value is normalized with respect to the maximum possible inaccuracy of the segment obtained by the worst IDN for I/O of the segment and the largest possible delay it may suffer (i.e., the slack time of the job).

Fig. 2 shows the miss ratio (MR) of the aforementioned scheduling algorithms for different processor utilizations. Fig. 3 depicts the performance of EDF, gEDF, DP, and A-EDF, normalized with respect to MR of EDF. For each algorithm in this figure, the average values of MR, accuracy violation ratio (AVR), and timing violation ratio (TVR) for loads 0.1 to 1.0 with steps of 0.1 have been illustrated.

As can be seen, A-EDF efficiently decreases AVR and TVR comparing to the other algorithms. This reveals the importance of scheduling I/O operations and managing the amount of AD for the jobs. DP is an optimistic algorithm which may generate overload situations leading to high TVRs, although it has lower AVR than EDF (see Fig. 3) because of the chance it gives to the running jobs to continue their executions to suffer less AD. According to Figs. 2 and 3, there are not considerable differences between gEDF and EDF in MR. The reason is that the scheduler is activated at the end of each segment (rather than each job) and it gives the chance to the newly arrived jobs with earlier deadlines to be executed in the middle of the previously executing job. This can be regarded as some kinds of preemption, making gEDF and EDF to work similarly. It is also noteworthy that TVR of all the EDF-based algorithms is negligible with respect to MR. Beside the experiment setup, one major reason is that, especially when the system in not overloaded, EDF is a proper algorithm for reducing TVR.

VI. CONCLUSION

In this letter, we have demonstrated the possibility of applying scheduling algorithms for improving the accuracy of jobs in real-time embedded systems working in dynamic environments. Here the accuracy is regarded as a function of IDN and AD. An online accuracy-aware real-time scheduling algorithm is also proposed which its appropriateness is shown through simulations. This algorithm efficiently reduces AVR with almost no effect on TVR with respect to EDF. One idea for further studies is to propose a scheduling algorithm to make some tradeoffs between TVR and AVR through guaranteeing some possible upper bounds for each.
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