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INTRODUCTION

The search for compounds similar to a given target ligand structure and compounds with defined biophysical properties are two important principles of the modern drug discovery process. Both tasks make use of molecular descriptors with differing complexity (atomic, topographic, substructural fingerprints, 3D, biophysical properties, etc.) leading to different representations of the same molecule. Such descriptors can then be used as input for QSPR models and intermolecular distance calculations. The development, implementation, and application of molecular descriptors and the subsequent mathematical treatment of the information contained in these descriptors have become an area of intense theoretical and practical interest in recent years.

SMILES strings are the most compact text based molecular representations. Implicitly they contain the information needed to compute all kinds of molecular structures and, thus, molecular properties derived from these structures. We show that this implicit information can be accessed directly at SMILES string level without the need to apply explicit time-consuming conversion of the SMILES strings into molecular graphs or 3D structures with subsequent 2D or 3D QSPR calculations. Our method is based on the fragmentation of SMILES strings into overlapping substrings of a defined size that we call LINGOs. The integral set of LINGOs derived from a given SMILES string, the LINGO profile, is a hologram of the SMILES representation of the molecule described. LINGO profiles provide input for QSPR models and the calculation of intermolecular similarities at very low computational cost. The development, implementation, and application of molecular descriptors and the subsequent mathematical treatment of the information contained in these descriptors have become an area of intense theoretical and practical interest in recent years.

LINGO profiles provided sharp discrimination between random and bioisoster pairs extracted from Accelrys Bioster Database. Average similarities (LINGOsim) were 0.07 for the random pairs and 0.36 for the bioisosteric pairs.
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SMILES strings are the most compact text based molecular representations. Implicitly they contain the information needed to compute all kinds of molecular structures and, thus, molecular properties derived from these structures. We show that this implicit information can be accessed directly at SMILES string level without the need to apply explicit time-consuming conversion of the SMILES strings into molecular graphs or 3D structures with subsequent 2D or 3D QSPR calculations. Our method is based on the fragmentation of SMILES strings into overlapping substrings of a defined size that we call LINGOs. The integral set of LINGOs derived from a given SMILES string, the LINGO profile, is a hologram of the SMILES representation of the molecule described. LINGO profiles provide input for QSPR models and the calculation of intermolecular similarities at very low computational cost. The development, implementation, and application of molecular descriptors and the subsequent mathematical treatment of the information contained in these descriptors have become an area of intense theoretical and practical interest in recent years.

LINGO profiles provided sharp discrimination between random and bioisoster pairs extracted from Accelrys Bioster Database. Average similarities (LINGOsim) were 0.07 for the random pairs and 0.36 for the bioisosteric pairs.

Furthermore, the drug discovery process aims at selecting bioactive compounds with favorable ADME (absorption, distribution, metabolism and excretion) properties. Unfavorable ADME properties are still the major cause for attrition through the drug discovery pathway. Experimental ADME studies are, however, generally low-throughput and require the synthesis of the compound. A paradigm change in drug discovery that prefers evaluation of ADME properties prior to synthesis requires, thus, methods to predict ADME properties of novel compounds yet to be synthesized. This allows a multiparametric target-focused drug design process in which compounds with undesired ADME properties are circumvented from early on. A variety of ADME properties (absorption, distribution) can be more or less directly linked to one or a combination of biophysical properties (solubility, lipophilicity, hydrophilicity, phase partition). Fortunately, sufficient experimental data are available to allow explanatory and predictive QSPR or neural network models to be established from suitable structural descriptors.

A wide range of structural descriptors are based on two-dimensional or three-dimensional structures. To process large databases two-dimensional descriptors are preferred for computation speed reasons. Such descriptors, for example MDL fingerprints, are built on a predefined set of substructures, whose presence or absence is recorded as one bit in a bit-string. The building of such keys is a computationally
expensive graph-theoretical NP-complete problem. However, the resulting keys allow very rapid molecular comparisons. It must be underlined that structural information is lost due to the limited number of predefined substructures and the binary representation. Hashed fingerprints overcome the latter problem by generating an exhaustive list of structural fragments according to a certain rule set. The very large number of fragments potentially generated does not allow the assignment of an individual bit to each fragment, and, instead, several different substructures are represented by one bit using a pseudorandomizing algorithm. This leads to a new problem described as fragment collision. This process reduces the accuracy of the fingerprint but allows the use of a much larger number of fragments.

Holographic structural representations in which the same atom can be part of several fragments have been shown to provide a computationally very efficient approximation to 3D-QSAR appropriate for handling large databases. HQSAR still suffers, though, from the fragment collision problem which can complicate the interpretation of the HQSAR models.

The requirements for structural similarity calculation and property prediction are conceptually similar. Still, method development seems to diverge rather than to converge in the recent years. Molecular fingerprinting provides efficient ways for pairwise comparison of molecules and clustering, but it has not found much use on property prediction. Recently, a method based on the selection of an atom type dictionary that optimizes a predictive model for logP has been shown to provide accurate predictions for other ADME properties. SMILES strings have become a standard way to store molecular connectivity in the form of a very compact text string. A SMILES string represents univocally a molecule. The implicit molecular information contained in the SMILES string can be used to derive two- and three-dimensional structures by applying some reconstructing algorithm which unfolds the implicit information contained in atom types and their connectivities, like bond lengths, bond angles, protonation sites and by conformational sampling. The quality of the resulting three-dimensional structures does not depend on the SMILES string but on the quality of the unfolding algorithm (rule based, force field, ab initio, etc.) and off-SMILES environmental conditions (solvent, temperature, pH, etc.). Hence, a one-dimensional SMILES string (or an alternative representation like SLN) implicitly contains information on the three-dimensional structure of a molecule and the properties derived from it. The one-to-one correspondence between one-dimensional representations and three-dimensional structures suggests that molecular descriptors and the associated structure based properties could be derived directly from one-dimensional representations, without the need to derive explicit two- or three-dimensional structures. To achieve this goal a suitable meta-descriptor of the one-dimensional structure is needed.

In this report we demonstrate that the ensemble of one-dimensional substrings obtained from a simple fragmentation of SMILES strings provides a holographic meta-description of the SMILES representation of a molecule and can be used directly to calculate molecular similarities and to predict structure related properties. We have coined the term LINGO to refer to each of the SMILES substrings. LINGO generation is a linear problem in contrast to the NP-complete problem associated with the generation of fragments from structures. LINGOs are text strings, and all the required manipulations can be carried out using efficient and universally available text processing software tools.

**METHODS**

**LINGO Generation.** A q-LINGO is a q-character string, including letters, numbers and symbols, such as “(”, “)”, “[”, “]”, “#”, etc. obtained by stepwise fragmentation of a canonical SMILES molecular representation. For a given molecule, different SMILES representations are possible. The use of canonical SMILES ensures a one-to-one correspondence between structures and SMILES strings. Alternative canonization schemes would provide different LINGOs but would yield very similar or identical results for property or similarity calculations provided they are used consistently in the training and problem sets. A total number of \((n-(q-1))\) substrings of length \(q\) are extracted from a SMILES string of length \(n\). In this work we use \(q = 4\) unless indicated otherwise and the q-prefix is omitted. The molecule-specific LINGO profile is defined as the ensemble of LINGOs and their corresponding number of occurrences and does not depend on the order of appearance of LINGOs in the SMILES string. The LINGO generation process is summarized in Figure 1.

Some changes in the original SMILES code are introduced. Thus, “Cl” and “Br” are substituted by “L” and “R”,

![Figure 1. LINGO generation process.](image-url)
respectively, and ring numbers are set to “0”, for example “c1ccccc1” or “c2ccccc2” become “c0ccccc0”. This normalization reduces the number of possible LINGOs and improves statistical sampling in the QSPR models, although it prevents, in general, a unique reconstruction of the original SMILES code from its holographic representation.

QSPR Modeling. LINGO profiles and experimental molecular properties were used to build QSPR models. Partial least squares (PLS)$^{21}$ was chosen as the regression method using the LINGO profile, i.e., $f_L$ occurrences of LINGO $L$ as $X$-variables and experimental property values for logP and logS as $Y$-variables, respectively, yielding the weights $w_L$ corresponding to the set of LINGOs plus offset $w_0$. PLS analysis was performed by using the statistical package pls.pcr (version 0.2.4) in version 1.9.0 of R$^{22}$ a system for statistical computation and graphics, on a Linux PC. Latent variable PLS was performed using the kernel-PLS method with $n$-fold cross-validation ($n=10$). In the pls.pcr implementation the entire data set is scrambled randomly and divided into $n$ nonoverlapping groups of equal size. Each group is used in turn as a test set, while the remaining $n-1$ groups are used as training data in separate PLS models. The final statistical parameters are then averaged over the $n$ models. While $R^2$ and RRMS refer to the explanatory correlation coefficient and root-mean-square, $Q^2$ and QRMS refer to the average predictive correlation coefficient and root-mean-square. PLS models depend on the number of latent variables (LV) chosen. All models with LV ranging from 1 to, at least, 50 were calculated as outlined above.

The model yielding the highest $Q^2$ and the lowest QRMS was finally chosen.

LlogP and LlogS QSPR Model Setup. Models predicting logP and logS were built from LINGO profiles. We call these models LlogP and LlogS, respectively. PLS regression was applied to derive both models. Compounds containing elements other than C, N, S, O, H, P, and halides were not included in the respective data sets. Application of these models to estimate molecular properties is presented graphically in Figure 2.

Experimental intrinsic aqueous solubility (logS) values were obtained from the widely used Huuskonen database, containing 1318 organic compounds extracted from the AQUASOL database of the University of Arizona and the PHYSPROP$^{23}$ database. After removing any duplicated compounds, a total of 1309 compounds were included in the data set. The logarithms of the aqueous solubility expressed in mol/L were taken in the interval 20–25°C and ranged from −11.62 to 1.58, with an average value of −2.76.

Experimental values of logP were obtained from the PHYSPROP database (version 2004) containing 25734 compounds. After removing compounds containing salts and undesired atoms, a total number of 12831 compounds, having experimental logP values, were selected for the data set. LogP values varied from −5.08 to 11.29, with an average value of 2.03.

Intermolecular Similarity Calculation. Based on the LINGO profiles of the two molecules A and B to be compared, intermolecular similarities were computed using the integral Tanimoto coefficient of the form$^5$

$$ T_c = \frac{1}{l} \sum_{i=1}^{l} \frac{|N_{A,i} - N_{B,i}|}{N_{A,i} + N_{B,i}} $$

(1)

where $N_{A,i}$ is the number of LINGOs of type $i$ in molecule A, $N_{B,i}$ is the number of LINGOs of type $i$ in B, and $l$ is the number of LINGOs contained in either molecule A or B. Molecules having the same types and numbers of LINGOs will show $T_c=1$. We call the LINGO profile based $T_c$ “LINGOsim”.

The BIOSTER$^{24}$ database was used for our similarity evaluation study as described in a similar way by Shuffen-
hauer et al.\textsuperscript{10} Bioisosteric pairs containing salts, prodrugs, and ambiguous pairs were removed from the data set resulting in a two-column table of 7161 molecular pairs representing experimentally confirmed bioisosteric transformations. The same number of random pairs was produced by putting the compounds of the right column of this table into random order. The integral $T_c$ values were calculated for every pair in the bioisostere and random pair lists for subsequent statistical analysis.

RESULTS AND DISCUSSION

LINGO Ensembles. Selection of the length of LINGOs is central for the success of the method. An $n$-character SMILES string provides an ensemble of $n-(q-1)$ LINGOs of length $q$. The percentage of different LINGOs of lengths 3, 4 and 5 contained in a database containing over one million compounds from different commercial suppliers are plotted in Figure 3.

Figure 3 clearly shows that the number of different LINGOs obtained increases with $q$. If $q$ is too small, most of the connectivity information will be lost, on the other hand, if $q$ is too large the probability of finding the same string in two different SMILES strings would approach zero, preventing the use of LINGOs for similarity calculations or prediction of properties. Following trial calculations (results not shown) we have chosen a length of four as a compromise between the need to capture complex three-dimensional features implicit in the SMILES codes and the requirement of a statistically acceptable representation of each LINGO in databases.

LogP Prediction. The logarithm of the partitioning coefficient between $n$-octanol and water (logP) is an ADME related property besides being one of the key parameters in quantitative structure–activity relationship (QSAR) studies. LogP has been widely used as a measure of lipophilicity, and it is critical for both the pharmacokinetic and pharmacodynamic behavior of a molecule. For this reason, many different approaches have been developed for logP prediction based on nonexperimental structural parameters.\textsuperscript{25--28} Fragment-based methods provide the best predictive accuracy according to the comparison of 14 different methods performed by Mannhold and Dross.\textsuperscript{29} The number of fragments in such methods can vary from several hundred in clogP\textsuperscript{30} to several thousand in ACD/logP method.\textsuperscript{31}

LINGO decomposition provides an unbiased analysis of SMILES representations. The occurrence of particular LINGOs may be associated in a statistical way to measurable properties, and a predictive model may be extracted from the analysis of a proper training set. We have found a robust LINGO based model to predict logP, that we have called LlogP. We have used the PHYSPROP database with 12831 compounds. These contained 2768 different LINGOs. The final model used 60 latent variables, and each LINGO had its own weight in the final equation estimating logP. Figure 4a shows the frequency distribution of weights of different LINGOs in the final model. In the tails of the distribution are those LINGOs that have a higher weight in the model. They are listed in Figure 4b. The actual weight of LINGOs is biased by their frequency. Thus, rare LINGOs present in molecules displaying extreme values for a given property will show higher weights. The frequency distribution in Figure 4a show that most of the LINGOs have small weights, thus even molecules containing LINGOs that are not present in the training set have a reasonable probability to be predicted correctly.

The predictions of the best 60 latent variable LlogP model gave a $R^2$ of 0.93 and RMS error of 0.49 for the training set, and with a $Q^2$ of 0.89 and QRMS of 0.61 for the cross-validation set (Figure 5). The $Q^2$ value of 0.89 indicates the
model is robust and highly predictive. An analysis of compounds with absolute errors higher than 2 log units showed that ca. one-third are zwitterions, containing both an amino group and a carboxylic acid, for which logP is not properly defined.

For comparison, logP was also estimated for the same data set by using clogP, considered one of the standard methods for predicting logP. We obtained a $R^2$ correlation of 0.84 and a RMS Error of 0.78 log units. In a comparison of thirteen logP calculators presented by Duban et al. $R^2$ values ranged from 0.95 to 0.74 and the mean absolute errors, from 0.36 to 0.98. Thus, LlogP has a performance that is comparable to the best existing programs at a considerably lower computational cost.

LogS Prediction. Aqueous solubility plays an important role in various physical and biological processes. Closely related to the ADME profile, aqueous solubility can affect the transport, release, and absorption of a drug. Many different methods have been developed for estimating aqueous solubility. A widely used method is the Yalkowsky general solubility equation (GSE):

$$\log S_w = 0.5 - 0.01(MP-25)-\log P$$

where $\log S_w$ is the logarithm of the molar aqueous solubility, MP is the melting point and $\log P$ is the logarithm of the octanol-water partition coefficient. Unfortunately, MP is a complex property not easily accessible by computational means. Thus, other methods have been published employing structural parameters calculated directly from the molecular structure such as topological indices, molecular volume, surface area, and even quantum-chemical calculations. LogS is a much more complex biophysical property than $\log P$ as it involves intermolecular interactions in the solid state, state transition, etc. In addition, for some compounds, other intermolecular interactions such as self-association or micelle formation in solution may be involved.

For comparison reasons we took the widely used Huuskonen database that contains experimental logS values for 1309 unique compounds yielding 1287 LINGOs in the QSPR model. The distribution of LINGO weights and a list of those in the tails of the distribution, and therefore having a stronger contribution to the LlogS values, are presented in Figure 6.

The best LlogS model based on the Huuskonen data set used 15 latent variables and yielded a $R^2$ of 0.91 and a RMS error of 0.60 for the test set, and a $Q^2$ of 0.82 and QRMS of 0.87 for the validation set (Figure 7). The major outliers in the set include mainly hydrocarbons and other highly hydrophobic compounds that have very low aqueous solubility or amphipathic molecules that are likely to form micelles in water.

Although the predictive power is lower than for logP, this model is useful and comparable to other existing methods. 17,34 3820 unique compounds with measured logS values not
present in the Huuskonen data set were selected from the PHYSPROP database and used to test the predictive power of the LlogS on a free prediction data set. The distribution of the absolute error between experimental and calculated values is plotted in Figure 8. The plot shows that LlogS for 60% of the compounds is predicted within less than 1.0 log units deviation. Regression coefficients of the distribution yielded a $Q^2 = 0.64$ and $QRMS = 1.42$ log units. LlogS values were also estimated for the same data set of 3820 compounds by using the general solubility equation from Yalkowsky (equation 2) applied to the measured logP and MP values as taken from the PHYSPROP database. They yielded a distribution with a $Q^2$ of 0.58 and RMS error of 1.85 log units. Interestingly, most of the compounds showing the highest absolute errors using LlogS give also a similar absolute error using the Yalkowsky method. This might suggest problems with the experimental design or compound-inherent problems.

A second LlogS model based on the PHYSPROP data set was calculated including 4117 compounds with experimental logS values obtained at 20–26 °C. This model based on 2240 LINGOs yielded $R^2 = 0.84$, $RRMS = 0.91$, $Q^2 = 0.75$ and $QRMS = 1.13$ using 21 latent variables. This model performs worse than the Huuskonen-based LlogS. This is related to the worse statistical sampling of the distinct LINGO types in the data set (data not shown).

**Intermolecular Similarity.** A measure of similarity can be obtained by calculating the metric distance between LINGO profiles derived from SMILES representations of two molecules using the integral Tanimoto coefficient (equation 1). We have calculated the LINGOsim values for the set of 7161 bioisosteric pairs and the same number of random pairs. Distributions of similarities are plotted in Figure 9a.

This method recognizes similarities between bioisoster pairs and discriminates them from random pairs. This conclusion is supported by the cumulative frequency shown in Figure 9b, where less than 5% of random pairs have similarities higher than 0.17 while 75% of bioisoster pairs have higher similarities. The marked separation between bioisosteres and random pairs demonstrates that biologically and chemically relevant structural information is indeed captured by simple LINGO profiles. This method requires only simple string manipulation and scales only linearly with SMILES length.

The average similarity (± standard deviation) for the bioisoster pairs set is 0.36±0.23 using LINGOsim and 0.54±0.21 using UNITY 2D. The average and standard deviation of integral Tanimoto coefficients between random pairs is 0.07±0.06 for LINGOsim and 0.22±0.09 for UNITY 2D. Thus, LINGOsim and UNITY 2D show similar discrimination between bioisosters and random pairs.

**Bioisosterism and Biophysical Properties.** Holographic LINGO profiles provide a straightforward combined approach to biophysical properties and intermolecular similarity and can, thus, be applied to drug discovery and lead optimization projects. Medicinal chemistry introduces commonly small changes into a lead molecule that are hopefully tolerated by the target receptor. At the same time the biophysical properties of these bioisosters change in respect to the initial lead. It can, thus, be expected that bioisosters show also similar biophysical properties. To address this question with an example, tentative chlorpromazin bioisosters have been retrieved from the NCI database and their biophysical properties have been subsequently computed using LINGOsim and LlogP and LlogS, respectively. Figure 10 shows impressively that all chlorpromazine analogues with LINGOsim > 0.4 differ by less than 2 log units in their predicted logP and logS values. Hence, LINGOsim is indeed correlated with structural similarities that give rise to molecular descriptors directly related to ADME properties.
LINGO profiles provide a straightforward method to derive structure-related properties and to compute similarities directly from one-dimensional SMILES text strings, without the need to derive 2D or 3D structures. Models for logP and logS have performances that are comparable to the best models presently used and similarity evaluations show a very good discrimination between bioisosteric and random molecular pairs.

Concerning computational performance, LlogP calculated 247160 compounds of the NCI database in 2.05 s (120566 compounds per second) using a Pentium 4 Xeon 3.0 GHz and 2GB RAM. Using the same database and computer, clogP (version 4.71) takes 252.5 s (979 compounds per second). LINGOsim performs over 75000 comparisons per second in the same system.

LINGO representations share similarities to both fingerprint and fragment based methods. LINGO profiles could be considered a fingerprint of the molecule since they are derived from a unique SMILES representation. However, they are not mapped to a fixed length representation, and its constituents are not addressed by their position on a bit string. The limited number of possible 4 character LINGOs allows exhaustive direct inspection of all of them using text manipulation tools. On the other hand, the number of LINGOs that occur with statistically significant frequency in a database and can be used to derive property prediction models is large enough. In that sense, LINGOs can be considered also as fragments. In property prediction, LINGOs are not used in a binary mode, but the number of occurrences of each LINGO is used for increase accuracy. It should be kept in mind; however, that LINGOs are conceptually not descriptors of molecules but of their one-dimensional SMILES representations.

It is interesting that molecular properties derived from 3D structures can be derived directly from one-dimensional representations, and the parallelism with the transfer of information from a one-dimensional DNA sequence is obvious. LINGO decomposition makes use of the concept of holographic decomposition previously shown to successfully approximate the performance of 3D-QSAR using 2D structures. The versatility of LINGOs for both property prediction and similarity calculations may prove to be advantageous for addressing pharmacologically significant similarity searches. Ensembles of computed molecular properties have been used to define similarities that provided a significant enrichment on active compounds from a collection of drug-like molecules. It is expected that LINGO similarities may similarly lead to an improvement in the efficiency of virtual screening and compound design. Our groups are actively proceeding along these lines.
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