Abstract
Debugging parallel programs is an order of magnitude more complex than sequential ones, and yet, most parallel debuggers provide little extra functionality than their sequential counterparts. This problem becomes more serious as computational codes become more complex, involving larger data structures, and as the machines become larger. Peta-scale machines consisting of millions of cores pose a significant challenge for existing techniques. We argue that debugging must become more data-centric, and believe that “assertions” provide a useful model. Assertions allow a user to declare their expectations about the program state as a whole rather than focusing on that of only a single process state. Previously, we have implemented a special type of assertion that supports debugging applications as they evolve or are ported to different platforms. They allow a user to compare the state of one program against another reference version. These ‘relative debugging’ assertions, whilst powerful, pose significant implementation challenges for large peta-scale machines. In this paper we discuss a hashing technique that provides a scalable solution for very large problems on very large machines. We illustrate the scheme on 65k cores of Kraken, a Cray XT5 at the University of Tennessee.
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1 Introduction
Traditionally, sequential program debuggers allow a user to control the execution of a program to examine and alter the state of variables. There have been relatively few advances in parallel debugging technology over the years, and adoption by users is still relatively low. Interestingly, most parallel debuggers use the same paradigm as their sequential counterparts, and either allow a user to focus on a single process of interest, or aggregate a set of processes to present a unified view. Thus, debuggers such as TotalView [1], DDT [2], LadeBug [3], Mantis [4], and Eclipse (PTP) [5] allow users to display the state of processes in a predefined process set using various reduction techniques. This makes it possible to observe overall patterns in the data and spot outliers.

Whilst these ideas are powerful, the growth in both the size of the structures manipulated by modern scientific codes, and the number of cores, make existing techniques unwieldy. A number of researchers have discussed the need for a more data-centric view of debugging than the traditional control flow techniques [6-8]. In a data-centric view, a user makes statements about the contents of data structures, and the veracity of these are checked by the debugger.

Assertion constructs have been available in programming languages for some time, and these allow a programmer to make statements about the state of a program that are checked at run time [9-11]. Assertions have been used extensively for evaluating invariants [10], checking input parameters [9], and for enhancing program correctness and quality. To a limited extent, assertions have also been incorporated into some sequential debuggers [6-8, 12, 13]. Assertions support a more data-centric view of debugging because the user does not focus on the control path per se, but can assert that various data structures should be in particular states at various stages in the program execution. The following examples illustrate the potential for such assertions in debugging a program:

- The contents of this array should always be positive;
- The sum of the contents of this array should always be less than a constant bound;
- The value in this scalar should always be greater than the value of another scalar variable; and
• The contents of this array should always be the same as the contents in another array.

Evaluating assertions in a very large parallel machine poses a number of implementation as well as performance issues. First, the debugger requires an understanding of how the data is decomposed across the parallel processors. This is because the assertion may pertain to a data structure that is distributed and may never exist in a single node. Second, as a consequence of the first point, the assertion must be evaluated in each of the processors, requiring a debugging architecture that understands how data has been decomposed and distributed across the processors. Importantly, if the assertion evaluation is executed in parallel, then the techniques scales as the machine size increases.

We are interested in a type of assertion, used in a technique called relative debugging [13], that allows a user to compare the state of two different programs. Relative debugging allows a user to find errors that are introduced when a program is ported to a new machine, or modified to incorporate parallel computing techniques, because one version of the code is used for establishing reference values for assertions.

Implementing relative debugging assertions poses additional implementation difficulties over general assertions. For example, a naive implementation of relative debugging extracts data from two programs and compares it sequentially in a single (head) node of the cluster. This approach fails to scale to large problems on large machines because there is insufficient room to store all of the data. Further, and more dramatic, the transmission of data from each of the nodes, and the sequential comparison would take too long for large machines.

In this paper we discuss a hashing technique that executes relative debugging assertion in two phases. First, every processor hashes the data structure to produce a small set of signatures. Second, the array of signatures is recursively combined and compared in the head node. The scheme is highly scalable because hashing operations can be performed in parallel; and the amount of data to transfer and compare is relatively small. However, many challenges must be addressed if the technique is to be feasible. The paper starts with an overview of relative debugging, followed by a detailed design of the hashing technique we proposed. We evaluate the performance of our approach using a kernel implementation, written in MPI and implemented on 65,536 cores of a 99,072 core Cray XT5. Importantly, many of the ideas presented here for executing relative debugging assertions are applicable to other forms of data-centric assertions.

2 Relative Debugging and Guard

2.1 Overview

Relative debugging helps a programmer locate errors in programs by observing the divergence in key data structures as the programs are executing [13-15]. In particular, it allows comparison of a suspect program against a reference code using assertions. It is a particularly valuable technique when a program is ported to, or rewritten for, another computer platform. Relative debugging is effective because the user can concentrate on where two related codes are producing different results, rather than being concerned with the actual values in the data structures. Various case studies reporting the results of using relative debugging have been published [16-18], and these have demonstrated the efficiency of the technique. The concept of relative debugging is both language and machine independent. It allows a user to compare data structures without concern for the implementation, and thus attention can be focused on the cause of the errors rather than implementation details.

A relative debugger uses a declarative assertion, which consists of a combination of data structure names, process identifiers and breakpoint locations. Assertions are processed by the debugger before program execution commences, and an internal graph is built which describes when the two programs must pause, and which data structures are to be compared. In the following example:

```
assert "reference::BigVar@4300 =
       $suspect::LargeVar@4400
```

the debugger compares data from BigVar in Sreference at line 4300 with LargeVar in $suspect at line 4400. User can formulate as many assertions as necessary, and can refine them after the programs have begun execution. This makes it possible to locate an error by placing new assertions iteratively until the region is small enough to inspect manually. This process is very efficient. Even if the programs are millions of lines of code, because the debugging process refines the suspect region interactively on each iteration, it does not take many iterations to reduce it to a mere screen full of code.

Our current relative debugger, Guard, incorporates key innovations such as a multi-threaded data-flow engine, a data transformation algebra, an architecture independent data representation (AIF) and support for parallel and distributed computing [19]. When performing comparisons, errors might be incorrectly attributed to differences in the precision of the program variables or other minor numeric factors. To avoid this, Guard lets the user specify a tolerance threshold.
Variables are considered equivalent when the result of a comparison is within this threshold.

Importantly, Guard supports both sequential and parallel relative debugging, and has novel features for describing the data decomposition in parallel codes [19]. It supports a range of conventional programming languages, like C, C++, Fortran, etc, and also a data parallel research language called ZPL [17].

As users migrate existing parallel (and sequential) application to peta-scale machines, programs may fail even if many of the machine characteristics appear to be the same. Different versions of the compilers, link libraries and operating systems can cause codes to produce different results. Different processor architectures can often cause very subtle errors that are difficult to trace. Most importantly, programs sometimes generate incorrect results when the number of processors is increased, and these can be very difficult to diagnose. Relative debugging has application in all of these cases.

2.2 Scalability Limitations

Figure 1 shows a schematic of Guard executing on a typical parallel cluster. The cluster consists of a head node and a number of compute nodes that are connected through an interconnection network, the exact details of which are unimportant. A typical message passing application program decomposes the data structures and distributes sections to slave processes on the compute nodes. In this way, the slave processes can work independently in parallel, thus speeding up the execution of the overall program. If and when the algorithm needs to exchange information, or synchronize, between slave processes, messages are passed using a message passing library such as MPI.

As discussed, when a user debugs an application with Guard, they place assertions on various data structures between two different applications – a reference code and a suspect code. In parallel programs, the user also describes the data decomposition using a special transformation algebra, which tells Guard how the data structures have been decomposed, and more importantly, how they can be re-assembled into a single structure.

Guard uses a Copy, Combine and Compare scheme illustrated in Figure 1. When it encounters an assertion breakpoint in the slave processes, data is copied to the head node, where they are combined into a single data structure (using the transformation algebra). If both the reference and suspect programs run on the same cluster (possibly using different transformation algebras), then two data structures are reconstituted in the head node, and then compared locally. (If the codes run on different platforms, then they are built in the head nodes of their respective clusters, and one of them is transported across the local (or wide) area network for comparison.) More details of the way this works are discussed in [19].

This overall approach has been used in our implementations to date, and is effective on small clusters. However, for a number of reasons this scheme does not scale to peta-scale machines:

1. There needs to be sufficient space on the head node to store the combined data structure, which is not practical for many real world problems. In fact, some applications rely on the ability to distribute key data structure simply because there is insufficient memory on a single processor.

2. Most communication networks do not have appropriate mechanisms to combine the data in the switch, thus, retrieving sub-structures is likely to be performed sequentially. This makes the overall approach very slow.

3. The reference and suspect data structures are compared sequentially in the head node, which also is likely to be very slow.

In the next section we discuss a technique based on hashing that solves these three problems and generates a scalable solution.

3 A Hash Based Comparison Strategy

In this section we discuss the design and implementation of a comparison technique based on hashing instead of subtracting the two structures. As discussed, the idea of a hash function is to reduce the structures being compared to a set of very small signatures that can be computed in parallel, transported to the head node of the cluster, and compared quickly. This yields a much faster and more scalable implementation of relative debugging assertions. However, there are a number of important implementation issues that need to be considered, and these will be discussed in the following sections.
3.1 Decomposition Description

In order for the debugger to compare data structure contents, it must be aware of the way that the compiler (or the programmer) has decomposed the data across the processors. Accordingly, we allow the user to define a blockmap function which tells the debugger how data has been decomposed. Blockmap is inspired by the block-cyclic data distribution scheme [20], and differs from the algebraic technique originally used in Guard for describing data decomposition [19].

Blockmap follows the HPF syntax [21], and includes a collection of expressions that describe the decomposition scheme. Each dimension of the data array is denoted either as block, cyclic or asterisk (*). Block means a contiguous number of elements of the specified dimension (row or column) will be mapped to a different processor (i.e. high order bits of the index dictate the processor number). Cyclic means that each element of the given dimension will be mapped to a processor in a circular manner (i.e. low order bits of the index dictate the processor number). Finally, “*” means the decomposition for that dimension is ignored. Figures 2 through 5 show some examples of typical decompositions for 2D arrays.

Figure 2 – (block,*) decomposition

Figure 3 – (*,block) decomposition

Figure 4 – (block,block) decomposition

Figure 5 – (*,cyclic) decomposition

Note that while we use an HPF like syntax to describe the way an array is decomposed, this does not mean that programs need to be written in HPF. Programs can be written in any programming language that supports a regular decomposition strategy – whether it is performed by the compiler or the run-time system. Our goal is simply to inform the debugger of the decomposition that has been used so it can interpret the entire data structure, and other syntactic schemes would suffice.

Our work is, however, currently restricted to programs that use regular decompositions. Whilst this means that we cannot debug programs with irregular decompositions at present, it still covers an enormous number of real world parallel applications. For example, a block-cyclic scheme is used in the NAS Parallel Benchmarks [22] and the ScaLAPACK library [23]. Moreover, there are numerous PDE solvers with regular stencils and grids that use block and/or cyclic decompositions.

3.2 Hash function design

Whilst hashing is appealing, there are a number of practical issues that need to be resolved. First, all hash functions have the potential to generate false results (called collisions) because multiple values are mapped onto a single signature. Second, the hash function must handle a variety of scalar data types, ranging from integers to floats. Hashing integer data is relatively straightforward because the same integer will always generate the same signature value. However, two floats that are close might be considered the same value within some tolerance. In Guard, this is resolved by a tolerance, under which, floats are considered the same.
However, two slightly different floats will generate wildly different signatures, and thus a simple minded tolerance scheme cannot be implemented. Finally, the reference and suspect programs might invoke different numbers of processes, thus hashing the data held in each processor will generate different signatures even when the data is the same. Accordingly, we need to devise a hashing scheme that is insensitive to the number of processes. In the next three sessions, we deal with these challenges.

3.2.1 Desirable Hash Function Properties

There are a number of good hashing functions and algorithms in practice that have been devised over the years [20, 21]. Each hashing function has a set of properties and designed goals. Here we compile a list of properties that suite data comparison purposes. In particular, the hashing function should:

- minimise the number of collisions. This is important because a high collision rate will indicate that arrays have the same contents when they don’t, and will confuse the debugging process.
- distribute signatures uniformly.
- have an avalanche effect that ensures that the output varies widely (e.g., half the bits changed) for a small change in input (e.g. changing a single bit).
- This is important because data may be skewed and only use a small part of the potential range of input values. This will allow us to detect changes even when data is skewed in this way.
- minimise the size of the signature.
- detect permutations on data order within a structure.

In the unlikely event that the debugger misses detecting an error, it would likely be picked up slightly later in the execution, mitigating the effect of collisions even further. For example, data structures are often manipulated in loops, in which case the assertion fires multiple times. Thus, even if the assertion misses an error the first time a divergence occurred, it would almost certainly detect the error on the next loop iteration.

3.2.2 Floating Point precision

As discussed, comparison tolerances allow floating point numbers to be considered equal if their magnitude of the difference is within the tolerance [19]. We have implemented both absolute and relative tolerances in the past and found them effective as a technique to remove insignificant differences in data. However, this scheme cannot be used in combination with hashing because hashing is performed on the source data before the two structures are combined.

An alternative way of masking insignificant changes is to use a slightly different definition of tolerance. Instead of subtracting two numbers, if we pre-round (or truncate) floating point values prior to comparison, then some of the low order digits will be removed before they are subtracted. Thus, two numbers that are close will round to the same number, and thus the hash values will be the same.

In the unlikely event that the debugger misses detecting an error, it would likely be picked up slightly later in the execution, mitigating the effect of collisions even further. For example, data structures are often manipulated in loops, in which case the assertion fires multiple times. Thus, even if the assertion misses an error the first time a divergence occurred, it would almost certainly detect the error on the next loop iteration.

3.2.2 Floating Point precision

As discussed, comparison tolerances allow floating point numbers to be considered equal if their magnitude of the difference is within the tolerance [19]. We have implemented both absolute and relative tolerances in the past and found them effective as a technique to remove insignificant differences in data. However, this scheme cannot be used in combination with hashing because hashing is performed on the source data before the two structures are combined.

An alternative way of masking insignificant changes is to use a slightly different definition of tolerance. Instead of subtracting two numbers, if we pre-round (or truncate) floating point values prior to comparison, then some of the low order digits will be removed before they are subtracted. Thus, two numbers that are close will round to the same number, and thus the hash values will be the same.

We note that, rounding is not the same as using a fixed tolerance. For example, given that we want to the numbers to be equal only to the nearest 0.001, consider the following floating point numbers: 0.1239, 0.124, and 0.1245. Clearly, these round to 0.124, 0.124 and 0.125 respectively. Thus, the first two numbers will be considered within tolerance, but the latter two will not.
In spite of this difference, we have adopted this approach because it provides a tolerance-like behaviour and can be combined with hashing. In either scheme, the choice of tolerance is somewhat arbitrary and it an experimental parameter used at run time. In most cases users need to choose the error tolerance with an understanding of the application, because in some cases small errors are significant, and in others they should be ignored.

### 3.2.3 Decomposition Independence

A simple minded implementation of hashing computes a single signature for the data held by each processor, combines and compares these in the head node. However, in order for this scheme to work, each of the programs must use the same number of processes and also identical data decomposition functions.

A solution to this problem involves evaluating multiple signatures per processor rather than one, and computing these in a way that is independent of the number of processors and decomposition strategy. By making the number of hash signatures returned by all processes the same in both programs, they can be compared directly.

**Definition.**

Let \( p \) denotes the number of processes in a parallel program. Let \( \text{data}(d_1, d_2, ..., d_n) \) denote the shape of an array. In this case \( n \) is the rank of the array and \( d_i \) is the size of \( n^i \) dimension of the array. For example, if \( A = \text{data}(100, 105) \), \( A \) is an array of rank 2 with 100 rows and 105 columns.

Let \( \text{blockmap}(A, m_1, m_2, ..., m_d) \) represents the decomposition function of an given array. For instance, given \( B = \text{data}(100, 105) \) then \( \text{blockmap}(B, 10, 105) \) indicates that the array \( B \) is decomposed into 10 sub arrays of shape \((10,105)\). Accordingly, the following condition is held:

\[
d_1 * d_2 * ... * d_n = p * (m_1 * m_2 * ... * m_d)
\]

**Proposition.**

Given reference program \( R \) with \( p_R \) processes and suspect program \( S \) with \( p_S \) processes, assume both programs generate the data structure \( A \) of shape \( \text{data}(d_1, d_2, ..., d_n) \).

Suppose that \( R \) implements decomposition scheme \( \text{blockmap}(A, b_1, b_2, ..., b_d) \) and \( S \) implements decomposition scheme \( \text{blockmap}(A, c_1, c_2, ..., c_d) \). If \( \text{hash\_size}(A, x_1, x_2, ..., x_d) \) is a function that takes an array of rank \( n \) and returns an array of hash signatures where each signature corresponds to a sub-array of shape \((x_1, x_2, ..., x_d)\), then the formula to calculate \( x_i \) \((1 \leq i \leq n)\) so that after hashing both programs end up with the exact same array of hash signatures is as follows:

\[
x_i = \gcd(b, c)
\]

where function \( \gcd(x, y) \) returns the most common divisor of \( x, y \). In other words, we are interested in finding the greatest overlapping area between the two disparate \( \text{blockmap} \) functions.

**Proof.**

Let \( n_{hashR} \) be the number of hash signatures generated by one reference process and \( n_{hashS} \) be the number of hash signatures generated by one suspect process. Then, we have:

\[
\begin{align*}
\text{n}_{hashR} &= \prod (b_i/x_i) \\
\text{n}_{hashS} &= \prod (c_i/x_i)
\end{align*}
\]

Since there are \( p_R \) processes in \( R \) and \( p_S \) processes in \( S \), total number of hash signatures produced by \( R \) and \( S \) are \( n_{hashR} * p_R \) and \( n_{hashS} * p_S \) respectively.

Due to condition (1) above:

\[
\prod (b_i/p_R) = \prod (c_i/p_S) \rightarrow n_{hashR} * p_R = n_{hashS} * p_S
\]

Thus, using this strategy, both programs will produce same number of hash signatures regardless of neither number of processes nor data decomposition scheme.

**Example 1.**

Reference program \( R \) and suspected program \( S \) have array \( A = \text{data}(100, 105) \). \( R \) has \( p_R = 10 \) and performs \( \text{blockmap}(A, 10, 105) \). \( S \) has \( p_S = 20 \) and performs \( \text{blockmap}(A, 5, 105) \). Using the above formula, both program will compute function \( \text{hash\_size}(A, x_1, x_2) \) where

\[
\begin{align*}
x_1 &= \gcd(10, 5) = 5 \\
x_2 &= \gcd(105, 105) = 105
\end{align*}
\]
reference process is twice as much the data distributed to each suspected process, reference processes have to generate twice the number of signatures. Upon completion, it is expected that two arrays with shape (1, 20) of hash signatures will be compared directly at the client side.

**Example 2.**

Reference program $R$ and suspected program $S$ have an array $A = \text{data}(100, 105)$. $R$ has $p_R = 10$ and performs $\text{blockmap1}(A, 10, 105)$. $S$ has $p_S = 7$ and performs $\text{blockmap2}(A, 100, 15)$. Using the above formula, both programs will have to compute function $\text{hash\_size}(A, x_1, x_2)$ where

- $x_1 = \gcd(10, 100) = 10$
- $x_2 = \gcd(105, 15) = 15$

As the result, since each reference process holds a data array of shape (10, 105) and function $\text{hash\_size}$ above maps one signature to a sub-array (10,15), each process produces 105/15=7 hash signatures. Similarly, each suspected process will need to produce 100/10=10 signatures.

However, after collecting the hashes from each program, we can see that $R$ has a (7, 10) array of signatures while $S$ has a (10, 7) array of signatures. Relevant Index Permutation [19] operation will be performed on 1 of the array so that 2 arrays of signatures of shape (10, 7) will be compared at the client side.

![Hash signatures example 2](image)

**Example 3**

Reference program $R$ and suspected program $S$ have an array $A = \text{data}(32, 50)$. $R$ has $p_R = 8$ and performs $\text{blockmap1}(A, 4, 50)$. $S$ has $p_S = 50$ and performs $\text{blockmap2}(A, 32, 1)$ (e.g (*, cyclic) distribution). Using the above formula, both programs will have to compute function $\text{hash\_size}(A, x_1, x_2)$ where

- $x_1 = \gcd(4, 32) = 4$
- $x_2 = \gcd(50, 1) = 1$

As the result, since each reference process holds a data array of shape (4, 1) and function $\text{hash\_size}$ above maps one signature to a sub-array (4,1), each reference process produces 50/1=50 hash signatures. Similarly, each suspected process will need to produce 32/4=8 signatures. As expected, a same amounts of hashed signatures produced by both programs. Upon collected, these signatures are arranged using the blockmap information into comparable signatures arrays.

![Hash signatures example 3](image)

**Efficiency**

The above strategy ensures that there is always an overlapped region between two arbitrary blockmap functions. However, if reference program and suspected program deploy blockmap functions such as (*, cyclic) and (cyclic, *), the overlapped region may be very small – in the limit, only a single cell. In this case hashing would add no value because each hash function would only hash one array element. On the other hand, it is unlikely that any parallel program would be efficient if it only allocated a single row or column to a given processor, and thus, we can assume that in any real program on any real machine there are likely to be multiple rows or columns assigned to a given processor.

3.3 Collecting Hash Signatures

In order to collect the data from the processes as quickly as possible, we use collective operations similar to the broadcast and gather operations in MPI. (We remind readers that the processes will be stopped at breakpoints, and thus the state can be extracted using normal debugger functionality.) In particular, broadcast is used to request the debug processors to hash their data in parallel – all responding to a single broadcast command. Collective gather operations are used to merge signatures for comparison in the head node. This approach is quite scalable because, even though we compare the signatures sequentially in the head node, these are quite small, and the hashing operations, which can be time consuming, are performed in parallel.
4 Performance Analysis and Evaluation

In this section we evaluate the performance of our proposal on a Cray XT5 with some 99,072 cores. Whilst not in the peta-scale class, this is sufficiently large to give us performance information that could be extrapolated to larger machines. In evaluating the proposal, we had two main alternatives. First, we could have implemented the scheme in Guard, running on a real application. Second, we could build a “simulation” that captured the key parameters and attributes of the implementation. We chose the latter because it was much simpler, and did not require changes to the existing Guard code base. Moreover, this kernel allowed us to experiment with different parameters over a range of conditions. Thus, in comparing the original copy, combine and compare scheme with hashing, we built a small MPI master-slave implementation that actually performed the operations in both modes schemes.

Table 1 characterizes the system configuration information for our test platform. Because we could not secure all 90,000 cores, we have published results only for up to 65,536 processors. Also, some of the tests require two sets of processes (when simulating the comparison that occurs in a relative debugging assertion involving two programs) and these experiments have only been run up to 32,768 processors (in pairs).

<table>
<thead>
<tr>
<th>Type</th>
<th>Clock</th>
<th>Mem</th>
<th>Nodes</th>
<th>Cores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Istanbul</td>
<td>2.6GHz</td>
<td>129TB</td>
<td>8,256</td>
<td>99,072</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>8,256</td>
<td>99,072</td>
</tr>
</tbody>
</table>

In order to decide how much data to compare in a typical assertion, we used information about data structure sizes in a production climate model, WRF [31]. WRF models the atmosphere and performs meso-scale numerical weather prediction (NWP) [31]. In order to solve the equations of motion in the atmosphere, it manipulates a number of data structures that represent the temperature, pressure, velocity fields, etc. These are typically arrays with three indices representing the co-ordinates of the 3D space. When run on a parallel machine, these are decomposed across the processors using similar techniques discussed in section 3.1. We chose to model a recent experiment, in which WRF was run on a Cray XT5 (Jaguar at Oak Ridge National Laboratories) with 150,000 compute cores. Each of the data structures of interest consisted of a 40x40x50 array of single precision floats per processor, amounting to 320KBytes. Using these parameters, we created two experiments—a strong scaling experiment and a weak scaling experiment. These are discussed in detail in sections 4.1 and 4.2.

4.1 Strong Scaling Experiment

In this experiment, we keep the total data structure size constant at 320 KBytes * 45,000 processors, some 13.4 GBytes. Whilst this might seem unusually small in comparison with the total memory footprint of the machine, it represents the size of a single data structure in a real application. Choosing the same data structure size per core as the Jaguar runs means that the application will be operating at the same parallel efficiency, and represents a realistic application run. In a strongly scaled experiment, the number of processors is increased, the amount of data per core decreases. We highlight that the 13.4 GBytes only refers to the size of a single data structure, thus the total memory footprint of the program would actually be much higher.

We performed two types of test. First, we computed the communication time required to broadcast the requests from the head node to the compute nodes, and...
to transfer data from slave nodes back to the head node. This was done both with and without hashing, and allowed us to measure the difference in communication efficiency of the two schemes.

This data (Figure 11), shows that as the number of processors increases, the time for transferring the complete data is almost constant. This is not surprising, because data can only be received serially in the head node, and thus, regardless of the number of slave processes sending in parallel, the same amount of data is transferred. On the other hand, since the number of hash signatures increases with the number of processors, the time to transfer the signatures also increases. It is clear from this graph that transmitting hash signatures is much more efficient than transferring the entire data structure. This, of course, ignores the complication that it is unlikely that there is sufficient space for the whole data structure in the head node, in any event.

Second, we measure the total execution time for both hashing and non hashing schemes. For the non hashed approach, the total amount of time is the sum of communicating the whole data structure from slaves to head node, and comparing the total data structure sequentially in the head node. In contrast, the total time required for hashing includes the parallel hashing time at the slave nodes, the time to transfer the signatures and the comparison of those in the head node (Figure 12).

This result reveals that as the number of cores increases, for the non-hashing scheme, communication time improves slightly while the comparison time remains relatively constant. This is not shown clearly on the log scale of Figure 12, but is evident in the raw data shown in Table 2. In contrast, with hashing, even though the comparison time slightly increases as there are more hashed signatures to compare, it is still insignificant because the signatures are so much smaller than the total data. Moreover, the communication time (which includes the hashing time), also decreases initially because the amount of data hashed in each node decreases as the number of processors increases. Then, it slowly rises due to the increase amount of hashed signatures to be communicated.

<table>
<thead>
<tr>
<th>No Processes</th>
<th>Non-hash Scheme</th>
<th>Hash Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Communication</td>
<td>Comparison</td>
</tr>
<tr>
<td>16</td>
<td>21.465142</td>
<td>60.655714</td>
</tr>
<tr>
<td>32</td>
<td>20.153548</td>
<td>60.635156</td>
</tr>
<tr>
<td>64</td>
<td>19.779536</td>
<td>60.722071</td>
</tr>
<tr>
<td>128</td>
<td>18.840520</td>
<td>61.582912</td>
</tr>
<tr>
<td>256</td>
<td>18.538170</td>
<td>62.100768</td>
</tr>
<tr>
<td>512</td>
<td>18.637437</td>
<td>62.564909</td>
</tr>
<tr>
<td>1024</td>
<td>18.534527</td>
<td>61.966511</td>
</tr>
<tr>
<td>2048</td>
<td>18.154474</td>
<td>62.921663</td>
</tr>
<tr>
<td>4096</td>
<td>18.051551</td>
<td>62.970117</td>
</tr>
<tr>
<td>8192</td>
<td>18.540303</td>
<td>62.495173</td>
</tr>
<tr>
<td>16384</td>
<td>18.905572</td>
<td>61.494548</td>
</tr>
<tr>
<td>32768</td>
<td>18.981092</td>
<td>62.309405</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Non Processes</th>
<th>Non-hash Scheme</th>
<th>Hash Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Communication</td>
<td>Comparison</td>
</tr>
<tr>
<td>64</td>
<td>18.153548</td>
<td>60.635156</td>
</tr>
<tr>
<td>128</td>
<td>19.779536</td>
<td>60.722071</td>
</tr>
<tr>
<td>256</td>
<td>18.840520</td>
<td>61.582912</td>
</tr>
<tr>
<td>512</td>
<td>18.538170</td>
<td>62.100768</td>
</tr>
<tr>
<td>1024</td>
<td>18.637437</td>
<td>62.564909</td>
</tr>
<tr>
<td>2048</td>
<td>18.534527</td>
<td>61.966511</td>
</tr>
<tr>
<td>4096</td>
<td>18.154474</td>
<td>62.921663</td>
</tr>
<tr>
<td>8192</td>
<td>18.051551</td>
<td>62.970117</td>
</tr>
<tr>
<td>16384</td>
<td>18.540303</td>
<td>62.495173</td>
</tr>
<tr>
<td>32768</td>
<td>18.905572</td>
<td>61.494548</td>
</tr>
</tbody>
</table>

Table 2 – Strong Scale Experiment 1 - Raw Data

4.2 Weak Scaling Experiment

In this experiment, the amount of data assigned to each processor remains constant; thus the total amount of data grows as the number of processors increases. Starting at 320 KBytes for one processor, the total memory increases to 20 GBytes at 65,536 processors. We perform the same measurements as in experiment 1, namely, plotting the communication times for both schemes against the number of processors, and the total execution time including hashing, communication and comparison operations.

In this experiment, both non hashing and hashing communication times increase as the number of processors increases. However, the hashing approach is significantly faster than the non hashing scheme, and also grows much more slowly, making it more scalable and practical (Figure 13).
weak and strong scaling of parallel codes on large machines.

![Figure 14 – Weak Scaling Total Time](image)

**5 Conclusions and Future Work**

In this paper, we have emphasized the importance of data centric approaches for parallel debugging on large-scale machines. The relative debugger, Guard, is a good example because it allows a user to execute assertions over data structures between executing programs. Whilst powerful, Guard’s current implementation is ineffective on large data structures and for large parallel machines. We have described a scheme based on hashing that scales well and allows assertions to be evaluated quickly, and have tested this on a reasonably large Cray XT5.

Whilst it is difficult to predict how the scheme would behave on machines with hundreds of thousands of processors (such as Jaguar) or millions of processors (on peta-scale machines), the results show promise. For example, by scaling the total execution times for typical assertions in real scientific applications like WRF shown in Figures 12 and 14, we believe it would be possible to evaluate assertions in the order of seconds to tens of seconds on machines of this scale, respectively. This is sufficiently fast to be useful for debugging real applications.

In the future, we plan to introduce a tree-based communication network such as MRNet (a software-based multicast/reduction network) [32] to better manage the aggregation of signatures. For example, signatures are currently transmitted from all processors to the head node concurrently, but they can only be received sequentially. MRNet would allow us to concatenate signatures as they are generated using a reduction tree, and should yield more scalable communications performance than shown in our experiments to date. We will then integrate the ideas into Guard, and measure its performance on real application debugging.

We also plan a number of other enhancements. First, this approach assumes the hash signatures are sent to a head node for comparison. But, in a parallel machine, they could be compared more directly using the inter-processor communication switch. This case only works when both the reference and the erroneous code can be run on the same platform, but in these cases, we could improve the performance even further. Second, the current decomposition techniques only handle regular (HPF-like) decompositions. We are interested in generalising this by adding debugger APIs that would allow a running program to tell the debugger how the data had been decomposed at run time.
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