A personal route prediction system based on trajectory data mining
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Abstract
This paper presents a system where the personal route of a user is predicted using a probabilistic model built from the historical trajectory data. Route patterns are extracted from personal trajectory data using a novel mining algorithm, Continuous Route Pattern Mining (CRPM), which can tolerate different kinds of disturbance in trajectory data. Furthermore, a client–server architecture is employed which has the dual purpose of guaranteeing the privacy of personal data and greatly reducing the computational load on mobile devices. An evaluation using a corpus of trajectory data from 17 people demonstrates that CRPM can extract longer route patterns than current methods. Moreover, the average correct rate of one step prediction of our system is greater than 71%, and the average Levenshtein distance of continuous route prediction of our system is about 30% shorter than that of the Markov model based method.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

Most people make journeys of a repetitive nature, for example to and from a place of work. This fact makes predicting the route of a person based on his previous history achievable. With the popularity of the handheld devices containing the global positioning system (GPS), e.g. some types of mobile phones and personal digital assistants (PDAs), the trajectory of a person can be easily obtained for the prediction of personal route.

Route prediction allows certain services to improve their quality. For example, if Intelligent Transportation Systems (ITSs) have access to the routes of vehicles in advance, these systems can provide route-specific traffic information [20] and better advice to drivers [27]. Researchers from Nissan showed that it was possible to improve hybrid fuel economy by up to 7.8% if the route of a vehicle was known in advance [8]. Furthermore, route prediction can also be used to provide better Location-Based Services (LBSs), as well as to improve social networks and knowledge dissemination [22]. For example, given the predicted routes of shoppers, advertisement messages can be targeted at customers who are likely to pass certain points. This approach is more efficient than traditional approaches based on location and proximity [16]. In general, as a kind of mobility service context [4], route prediction can be employed to improve context-aware applications [7].

These types of applications have motivated researchers to explore the possibilities of route prediction. Self-reporting [6] is a simple approach to obtain information about the routes people will take, however it places an additional burden on users. Currently, there are many different approaches to route prediction, which generally consist of three sequential parts: first route abstraction, followed by route pattern mining, and finally route prediction. However, most existing work has focused on predicting the routes of vehicles, rather than individual people. The route prediction of people is different than the route prediction of vehicles for the following reasons. Firstly, the routes taken by vehicles are restricted to journeys over road
networks, while people may roam more freely. Secondly, the journeys taken by people include journeys made in vehicles but also journeys made without vehicles. Finally, vehicle trajectory data can be naturally segmented into individual trips as indicated by starting the engine, whereas there is no such explicit marker in personal trajectory data.

In this paper, we focus on personal route prediction rather than vehicle route prediction. Compared to vehicle route prediction, personal route prediction faces three unique challenges. First, the movement of people is more diverse than that of vehicles. Usually, the speed of people is more variable than that of vehicles, since they may take different modes of transportation. Moreover, most people spend much of their time indoors where GPS signals are weaker. GPS signal drift is not so much of an issue for vehicles as they do not operate indoors. Second, personal routes are more varied as they are not constrained to a road network. Third, the privacy of data is a significant issue as personal route information contains the details of the exact whereabouts of a person. Solutions involve conducting prediction processes on personal mobile devices, and transmitting only identification numbers which do not contain any geographic information. An accompanying problem is the limited computational capability of mobile devices. Unlike the computational devices often found in vehicles, the computational capability of handheld mobile devices is restricted by their physical size and battery life, which both limit the computational complexity of a route prediction system.

To counter the challenges mentioned above, we propose the following three approaches. First, the system utilizes GPS, rather than cellular positioning, which allows more accurate position data to be obtained. The program can adaptively adjust the sampling rate according to the recording demands dictated by the movement of the user. Five data filters designed to remove outliers from the data make the system suitable for recording the large diverse of personal trajectory data. A novel mining algorithm, Continuous Route Pattern Mining (CRPM) is proposed to tolerate disturbances in trajectory data and allow better extraction of route patterns. Moreover, an incremental mining strategy is also available to support the long term running of the system.

Second, two decision tree based prediction algorithms, a basic one and a heuristic one, are proposed to provide offline and online route predictions. With offline prediction, both the next position and the route of a user are predicted before the trip begins. With online prediction, both the next position and the route of a user are predicted during the journey.

Third, the client–server architecture of the system allows the users to take control of their personal information. The server takes most of the computational load but cannot access the real geographic information which remains on the client side (i.e. the mobile device). Thus, it is impossible for the personal routes of users to be reconstructed on the server side of the system.

The remainder of the paper is organized as follows. Section 2 gives an overview of the related work. Section 3 demonstrates the architecture of our prediction system. Section 4 describes the details of the system in terms of data collection, route segmentation, and data cleaning. Section 5 presents the novel mining algorithm, CRPM. Section 6 demonstrates how the proposed prediction algorithms work. Section 7 provides the experimental results and discussion. Section 8 concludes the paper and gives some suggestions for potential future work.

2. Related work

According to whether a road network is exploited or not, current route abstraction approaches can be divided into two main categories, road network based approaches and geometric based approaches. Road network based approaches [4,14,15,25] assume journeys take place on a network, and usually project positions onto line segments in a road network and employ polylines to represent routes. Whereas with geometric based approaches [5,12,13,19], positions are clustered in regions and routes are represented as sequences of regions.


Currently, most research regarding route prediction focused on trajectory data obtained from vehicles. However, if the trajectory data is from people, these existing approaches would face a substantial challenge: how to deal with the relative diversity of trajectory data regarding personal movement. As discussed in Section 1, the movement of a person is likely to be more diverse than that of a vehicle, as a person can take different modes of transportation. Also, people spend the vast majority of their time indoors, and this is the reverse of the situation encountered with vehicles. Recently, Ye et al. [28] proposed a mining approach based on an individual’s location history, but the approach is designed to extract significant place based life patterns, not route patterns. Froehlich and Krumm [9] proposed methods to counter the variability of vehicles’ trajectory data, however, the degree of variability of vehicles’ trajectory data is much lower than that of personal trajectory data.

Besides route prediction, some research has focused on the goal of destination prediction. For example, Krumm and Horvitz [17] proposed the predestination method, which uses the history of a driver’s destinations and driving behaviors to predict the destination of the driver as a trip progresses. Tanaka et al. [26] proposed a destination prediction method based
on driving trajectories and driving contexts. The HMM based approach proposed by Simmons et al. [25] can predict not only routes but also destinations.

Route prediction approaches have been broadly applied in ITSs and LBSs. Besides the applications mentioned in Section 1, Karbassl and Barth [14] added route prediction and estimated time-of-arrival functions to a multiple-station carsharing system. Nakata and Takeuchi [23] took the time periods into consideration and realized travel time prediction based on a probe-car system. Gidófalvi and Pedersen [13] applied route pattern mining in an intelligent ride-sharing system.

The protection of the privacy of personal trajectory data is another important issue which has received particular attention from a number of academics. For example, Gedik and Liu [10] proposed an architecture which used a flexible privacy personalization framework to support location \( k \)-anonymity for a wide range of mobile clients with context-sensitive privacy requirements. The GeoPKDD\(^1\) project took the privacy issue as one of its major research topics. In this project, Abul et al. [1] sanitized trajectory data in a database by coarsening some sensitive trajectories which may lead to the disclosure of personal information. These researchers also devised heuristics which can preserve the usability of the coarsened database. They then conducted research on \((k,\delta)\)-anonymity for a database containing information regarding moving objects, and proposed a greedy algorithm based on clustering [2]. These approaches support the privacy of data by hiding the precise identifiable positions of users from public view. Laasonen [18] also discussed the privacy issue in his work in which a GSM network was exploited to obtain the position information of users.

Existing research has attempted to protect private information in two main different ways. Some researchers (e.g. Laasonen [18]) proposed to keep the sensitive data from being publically accessible, which completely guarantees privacy but requires a high amount of storage capacity and computational resources on the personal devices. Other researchers (e.g. Gedik and Liu [10], Abul et al. [1,2]) proposed to hide some identifiable trajectories to protect privacy. Adding or removing some artificial data can reduce the chances of personal information from being detected from the sanitized data. Based on such a mechanism, public resources can be utilized to conduct further processing.

3. Architecture

Inspired by the structure of route prediction systems for vehicles, our personal route prediction system consists of three major modules: (1) the data preparation module collects the personal trajectory data from a GPS device and does data filtering; (2) the mining module extracts complete route patterns of users, which is achieved with the CRPM algorithm; (3) the personal route prediction module chooses most suitable route patterns to build a probability tree for prediction.

The work of Laasonen [18] inspired the client–server architecture of our system, which can protect personal privacy and reduce the computational load on the client (i.e. handheld devices). Consider that the volume of personal trajectory data is limited by the sampling rate of GPS and the storage capacity of handheld devices has increased significantly, sensitive geographic information is all stored in personal mobile devices. Under this architecture, most of the computation is performed on the server, but it does not have sufficient information to reconstruct the routes of users. The users can keep all the prediction results in their handheld devices as private data, and they can decide on whether to send these results to LBSs providers for better services or not.

Fig. 1 presents the client–server architecture of the personal route prediction system. The client side records data from a GPS device, then filters outliers, and finally segments data into trips. Then, the client constructs regions of interest (ROIs) from trajectory data, and sends Regional-Temporal Sequences (RTSs, see Section 5) to the server. The server employs the

\(^1\) http://www.geopkdd.eu/.
CRPM algorithm to extract route patterns, and transmits them to the client for route prediction. The client builds a prediction tree based on the received route patterns, and predicts the route of the user by regional sequence matching. Users can choose to send their future routes to the server to get specific services. Since RTSs do not contain real geographic information, the communication between the client and the server will not disclose the privacy of users.

Based on the architecture of the system, it is possible to apply sophisticated restrictions to the utilization of prediction results. For example, users can send their personal future routes during daytime (i.e. in office hours under their professional activities) and choose not to send information in the evenings (i.e. outside office hours under their private activities), as their activities later in the day might be more private. Thus the user has control of what data is sent from his private mobile device to a public server.

4. Data preparation

The data preparation module is designed to record personal trajectory data from a GPS device. An adaptive recording program has been developed to counter the diversity of personal movement, and five data filters are utilized to clean the trajectory data.

4.1. Data collection

The high variability of personal trajectories can be recorded more efficiently and effectively if the positions are recorded at different rates, with the recording rate being high when there is a lot of movement, and low when there is little movement. A mobile phone program written in Python connects to a GPS device via Bluetooth and records the positions of the user along with time stamps which make up the trajectory data. Users are required to turn on their mobile phones and GPS devices in the morning, carry these devices with them during the day, and turn them off at night. Fig. 2 shows the state chart of the recording program. The program can automatically recover from a Bluetooth failure, and the sampling interval is adaptively adjusted according to the speed of the user. A minimum sampling rate is defined to ensure the recording of a sufficient number of positions, and the maximum sampling rate is determined by the GPS device.

4.2. Data filtering

Due to the uncertainty of the data obtained from GPS devices, outliers need to be removed before route pattern extraction is begun. Besides, route pattern mining also requires that recorded data is segmented into trips, which is not a problem for the data of vehicles which is naturally segmented when the engine is switched off. However, asking users to manually turn on and off their GPS devices several times a day for the purpose of trip segmentation would drastically decrease the usability of the system and the reliability of the data.

Five filters have been developed to remove outliers and segment trajectory data into trips according to different criteria. A single parameter is associated with each filter and the units of each parameter are described in Section 7.

4.2.1. Duplication filter

If the distance between two consecutive positions is smaller than a threshold $\lambda_{\text{dup}}$, the duplication filter removes the second position.

4.2.2. Speed filter

It is assumed that individuals move at a constant speed between two consecutive positions, and there is a reasonable speed range for individuals. The speed filter removes the second position if the speed between two consecutive positions is unreasonable (i.e. the speed exceeds $\lambda_{\text{speed}}$).

4.2.3. Acceleration filter

The acceleration filter removes the positions that contribute to an acceleration of over a threshold $\lambda_{\text{accel}}$.

Fig. 2. The state chart of the recording program.
4.2.4. Total distance filter
The total distance filter is designed to remove the redundant position data which is recorded when users are inside buildings. Given a window size $\delta$, we first calculate the centroid for each $\delta$-sequential-position sequence in a trip. Then the maximum distance between these centroids is calculated to estimate whether the trip contributes to a reasonable movement distance. A trip will be dropped, if its maximum centroid distance is shorter than a threshold $\lambda_{dist}$.

4.2.5. Angle filter
The angle filter is used to smooth the trajectory data. Reading in three sequential positions $A$, $B$, $C$, it calculates the angle $\angle ABC$. Since the sampling interval between two contiguous positions is relatively small, if an angle of $\angle ABC$ is smaller than a threshold $\lambda_{ang}$, the position $B$ is probably an outlier, because people are unlikely to take sharp turns during a few seconds. The angle filter is scheduled to run repeatedly for each trip until there are no outliers left to be removed.

The criterion for splitting GPS data into trips is the time gap between two consecutive positions, as a long period of no movement indicates the end of a trip. Fig. 3 shows the algorithm of data filtering and segmentation. In the algorithm, $T$ is the array containing all recorded GPS data of a user, $\lambda_{time\_gap}$ is the time threshold used to segment GPS data into separate trips, $\lambda_{ang}$ is the threshold used to remove short trips. $\text{Funct}$ is one of the data filtering functions described above, which returns $\text{true}$ if the positions comply with the restrictions of the data filters. Otherwise, the $\text{Funct}$ returns $\text{false}$, and the corresponding positions will be removed.

The data filtering process can remove most outliers and greatly reduce the amount of GPS data which needs to be stored. The output trips are organized as Spatial-Temporal Sequences (STSs), which are in the form $(x_0, y_0, t_0), \ldots (x_k, y_k, t_k)$, where $(x, y)$ is the longitude–latitude coordinate at time stamp $t_i (i = 0, \ldots, k)$.

5. The mining of route patterns
In this section, we describe how to extract route patterns from the segmented trajectory data. The CRPM algorithm is performed in a distributed manner. As shown in Fig. 4, the pseudocode from line 1 to line 9 are executed on the client, and the pseudocode from line 10 to line 14 are executed on the server.

Our mining approach starts by using sequences of cells to abstract personal trajectory data (line 1 in Fig. 4). Given the STSs of a user, the algorithm equally divides the area visited by the user into cells, and trips can be represented by sequences of cells. Linear interpolation is used to ensure that all the cells that users have passed can be extracted (line 2 in Fig. 4). In line 3 to line 8 in Fig. 4), which is similar to the work of Giannotti et al. [12]. A threshold $\lambda_{density}$ is employed to judge whether a cell is frequently accessed. The neighboring cells with similar density are merged to regions. Line 9 in Fig. 4 is to transform STSs to RTSs based on ROIs.

**Definition 1.** A Regional-Temporal Sequence (RTS) is a sequence in the form $S = (S_0, \ldots, S_k)$, each of the item in the sequence is a couple $S_i = (R_i, T_i)$ where region $R_i (i = 0, \ldots, k)$ is a set of merged neighboring cells, and $T_i (i = 0, \ldots, k) = (T_i^{\text{in}}, T_i^{\text{out}})$, $\forall 0 < i < k: T_i^{\text{in}} < T_i^{\text{out}}, T_{i-1}^{\text{out}} \leq T_i^{\text{in}}$.

$R_i$ is the $i$th ROI constructed at the previous step. $T_i^{\text{in}}$, $T_i^{\text{out}}$ are the times the user enters and leaves $R_i$ respectively. Given two couples $S_n$, $S_m (m \neq n)$ in a RTS, although $R_n$ may equal $R_m$ (as the user may revisit the same ROI in a single trip), $T_n$ never equals $T_m$. In other words, the spatial component of a RTS may repeat, but the temporal component always

<table>
<thead>
<tr>
<th>Algorithm 1 datafilter$(T, \lambda_{time_gap}, \lambda_{ang}, \text{Funct})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $T_{\text{tmp}} = \emptyset$;</td>
</tr>
<tr>
<td>2. for each route $r$ in $T$ do</td>
</tr>
<tr>
<td>3. $r_{\text{tmp}} = \emptyset$;</td>
</tr>
<tr>
<td>4. for each position $p_j$ in $r$ do</td>
</tr>
<tr>
<td>5. if (Funct($p_j, r$) returns $\text{true}$) &amp;&amp; $(\text{Time}(p_j) - \text{Time}(p_{j-1}) \leq \lambda_{time_gap})$</td>
</tr>
<tr>
<td>6. $r_{\text{tmp}} = \text{Append}(r_{\text{tmp}}, p_j)$;</td>
</tr>
<tr>
<td>7. else if $(\text{Time}(p_j) - \text{Time}(p_{j-1}) &gt; \lambda_{time_gap})$</td>
</tr>
<tr>
<td>8. split_trip($r, r_{\text{tmp}}$)</td>
</tr>
<tr>
<td>9. if $(\text{Size}(r_{\text{tmp}}) &gt; \lambda_{ang})$</td>
</tr>
<tr>
<td>10. $T_{\text{tmp}} = \text{Append}(T_{\text{tmp}}, r_{\text{tmp}})$;</td>
</tr>
<tr>
<td>11. return $T_{\text{tmp}}$;</td>
</tr>
</tbody>
</table>

Fig. 3. The algorithm for data filtering and segmentation.
increases. Moreover, $T_m^\text{out} = T_n^\text{in}$ means item $n$ occurs immediately after item $m$ (i.e., $n = m + 1$). The entering time $T_i^\text{in}$ of region $R_i$ is set as the time stamp of the first position in the region, while the leaving time $T_i^\text{out}$ is set as the last time stamp in that region. Fig. 5 shows examples of trips that are represented in CTS (top) and RTS (bottom).

The mining preprocessing described in Section 4 is performed on mobile devices. The RTSs are then transmitted to the server. Since the system only sends the IDs of regions in RTSs to the server, the information received by the server is insufficient to recover the actual trips, and thus the privacy of users’ trajectory data is protected. We first define continuous route as follows:

Definition 2. A RTS represents a continuous route if and only if $\forall 0 \leq i < k T_{in}^{(i+1)} - T_{out}^{(i)} \leq \lambda_{time}$ where $\lambda_{time}$ is the time interval threshold.

In the definition, $\lambda_{time}$ is the maximum tolerated interval between two consecutive ROIs in a continuous route. There are two extremes concerning this parameter. If $\lambda_{time} = 0$, the mining results equal the results of a substring mining algorithm, e.g., substring tree mining [5]. If $\lambda_{time} \rightarrow +\infty$, the mining results equal the results of a general sequential pattern mining algorithm, e.g., PrefixSpan [24].

One of the advantages of the proposed algorithm is that mined routes are robust to slight disturbances in trajectory data. Fig. 6 shows an example, in which there are three trips starting from the top-left corner and terminating in the bottom-right corner. Assume the minimum support threshold $\lambda_{min, sup} = 3$, the longest sequential pattern that substring mining algorithm can find is $\langle B, C, D, E, F \rangle$. However, the three trips actually start from the same area (i.e., the building in cell A), and they take different detours because there is an obstacle in front of the building (e.g., a parterre). If the time spent on passing the obstacle is less than an acceptable interval, a longer route pattern, $\langle A, B, C, D, E, F \rangle$, will emerge from the data. The blank between cells A and B will not affect the continuity of this route pattern, as the distance is short in the real world. The disturbance mentioned here could also be caused by a number of other factors, for example, obstacles on the road, GPS signal drift, and short term device failure, etc. The design of the CRPM algorithm can improve the reliability of route pattern mining as it is more robust against the sources of such outliers.

The CRPM algorithm differs from the PrefixSpan algorithm in that it includes a threshold $\lambda_{time}$. The critical function (line 13 in Fig. 4) is described in Fig. 7. In this function, $P$ is a projection which contains a continuous prefix and the RTSs that contain the prefix. $P$ will be extended with a new regional element if the time gap between the last element of the prefix and the new element is less than the threshold $\lambda_{time}$. The continuous route patterns are extracted from RTSs and returned to the client for further use.

Besides the client–server architecture, incremental mining strategy is also implemented to reduce the computational load on mobile devices. On the client side, the most time consuming process is the computation of visiting density (lines 3 and 4 in Fig. 4), the computational complexity of which is $O(N^2)$, where $N$ is the number of cells that form the side of a region. The incremental mining strategy attempts to reuse previous mining results, including the past CTSs and the densities of cells, which can greatly reduce the time to process new trajectory data. Lines 6 and 7 in Fig. 4 show the incremental mining strategy.

A corresponding restriction of the incremental mining strategy is that the grid cannot be resized. As the existing CTSs are built based on the previous definition of the active grid, these cells remain the same as the cells used in the previous mining (i.e., the cells are effectively fixed by previous mining activity). As a result of the static nature of cells, it is inevitable that
Fig. 5. The trips displayed in CTSs (top) and RTTs (bottom).

Fig. 6. An example of trips which contain a disturbance.
using the same trajectory data, the results of an incremental mining process might be different from the results of a standard mining process where the cells are not restricted by previous mining activities.

6. Route prediction

We first analyze the probabilistic model used in route prediction (Section 6.1), and then propose two prediction algorithms: the basic algorithm (Section 6.2) and the heuristic algorithm (Section 6.3).

6.1. Probabilistic model

We build the route prediction model based on a probabilistic analysis. The ROIs which are constructed in the mining procedure are used to describe personal route patterns. Given the current ROI \( r \) of a user or a series of ROIs \( (r_1, r_2, r_3, \ldots, r_k) \), the prediction of the next ROI \( r_0 \) that the user will visit is determined by the joint probability:

\[
P(r_0, r) = \frac{P(r_0 | r_1, r_2, r_3, \ldots, r_k) \cdot P(r_1, r_2, r_3, \ldots, r_k)}{C_1 / C_1 / C_1}
\]

where \( P(r_0, r) \) is the probability that \( r_0 \) and \( r \) occur. Here, it means the probability that a person visits \( r \) and \( r_0 \) in turn in the same trip. Because the person is currently at ROI \( r \), i.e. \( P(r) = 1 \), then \( P(r_0, r) = P(r_0 | r) \).

Route prediction is performed by recursively predicting the next ROI as the ROI with the highest probability. The difference between our prediction strategy and the methods based on the basic Markov model (i.e. taking the tuple \( s = (r, r') \) as the state, where \( r \) is the current ROI, and \( r' \) is the next ROI) is that, the probability matrix is updated not only with the current ROI, but also with the route patterns which contain the given ROIs. In other words, the probability matrix of next ROI is

\[
M(r, \mathcal{P}) = \begin{bmatrix}
P(r_1 | r, P_1) & P(r_2 | r, P_1) & \cdots & P(r_k | r, P_1) \\
P(r_1 | r, P_2) & P(r_2 | r, P_2) & \cdots & P(r_k | r, P_2) \\
\cdots & \cdots & \cdots & \cdots \\
P(r_1 | r, P_j) & P(r_2 | r, P_j) & \cdots & P(r_k | r, P_j)
\end{bmatrix},
\]

where the conditional probability \( P(r_k | r, P_j) \) is the probability of going from ROI \( r \) to ROI \( r_k \) along the route pattern \( P_j \). As the number of personal trips which support a specific route pattern can be given by the route pattern mining procedure, the conditional probability in the matrix can be calculated. Since

\[
P(r', r) = \sum_{j=1}^{l} P(r' | r, P_j).
\]
The $M(r, \overline{P})$ can be expressed as:

$$M(r, \overline{P}) = \left[ \sum_{i=1}^{j} P(r_{1}|r, p_{i}) \cdots \sum_{i=1}^{j} P(r_{k}|r, p_{i}) \right] = \left[ \frac{N_{r_{1}}}{N_{r}} \cdots \frac{N_{r_{k}}}{N_{r}} \right].$$

(5)

where $N_{r_{k}}$ is the total number of supports to the candidate route patterns that contain a move from ROI $r$ to ROI $r_{k}$.

The critical part of the probability matrix calculation is to decide which route patterns should be selected as candidates for route prediction. This decision is made on the basis of the current trip obtained via online observation. Suppose that nine ROIs are extracted, as shown in Fig. 8, and there are three candidate route patterns: $P_{1} = \{r_{2}, r_{3}, r_{4}\}$, $P_{2} = \{r_{1}, r_{3}, r_{6}, r_{7}\}$, $P_{3} = \{r_{1}, r_{3}, r_{5}, r_{6}, r_{9}\}$, whose total numbers of supports are 4, 6, 5, respectively, where the total number of supports is the number of times a pattern is present in data.

If the user is currently at ROI $r_{3}$, and no previous online observation is available, the probability matrix is:

$$M(r_{3}, P) = \left[ P(r_{4}|r_{3}, P_{1}) P(r_{6}|r_{3}, P_{2}) P(r_{5}|r_{3}, P_{3}) \right] = \left[ \frac{4}{15} \frac{2}{5} \frac{1}{3} \right].$$

(6)

This means that there are three possible next ROIs, $r_{4}$, $r_{6}$, $r_{5}$, of which $r_{6}$ has the highest probability of 0.4. If the online observation shows that the person moves to $r_{5}$ from $r_{1}$, then the probability matrix becomes:

$$M(r_{3}, P) = \left[ P(r_{6}|r_{3}, P_{2}) P(r_{5}|r_{3}, P_{3}) \right] = \left[ \frac{6}{14} \frac{5}{14} \right].$$

(7)

which means pattern $P_{1}$ is no longer a candidate pattern for route prediction and can be discarded. Our approach has more predictive capability compared to the basic Markov model based approach which only uses the current state for prediction, whereas our method has several historical states available to it. By using higher-order Markov models, in which the probability of the next state is dependent on the current state and the previous $n-1$ states (taking $n$ as the order of the model), the prediction quality can also be improved significantly. However, selecting an appropriate order for a higher-order Markov model remains an open research question, and in practice, the quantity of data available for analysis may greatly influence the choice of the order of a Markov model [3]. Our prediction approach is also different from the higher-order Markov model based methods as it can adaptively exploit historical information (i.e. the online observations and route patterns of users) to gain maximum predictive power, without being given the order $n$ of a Markov model.

6.2. The basic route mining algorithm

The proposed prediction procedures are conducted in three stages: prediction tree building, route pattern matching, and route prediction. As the computational capability of mobile devices is limited, standard search strategies such as Breadth First Search are unsuitable in this case, so a tree data structure is constructed for the purpose of pattern matching. Given the route patterns produced by CRPM, the prediction tree organizes all the patterns and possible sub-patterns by their prefixes. Let us consider the route patterns in Fig. 8 as an example, and the prediction tree for the three route patterns $P1$, $P2$ and $P3$ is presented in Fig. 9. Every node in the prediction tree, with the exception of the root, represents a ROI in route patterns. Each node contains two numbers. The numbers not in parentheses are the serial numbers of the ROIs. The numbers inside the parentheses are the total numbers of supports for the route patterns. For example, the numbers in the bottom-left node “9(5)” mean the pattern $\{1, 3, 5, 8, 9\}$ is supported by 5 recorded trips. The advantage of a prediction tree is that route pattern matching can be conducted without searching for an entry. The children of the root include all possible ROIs of the given route patterns, in this case ROIs 1 to 9. The route pattern matching procedure utilizes these entries to start matching and to pick up the initial candidate patterns. For example, the child of root, ROI $r_{3}$ has three children, which indicates three possible continuing trips. These three route patterns are the candidates for route prediction in the next stage.

![Fig. 8. An example of the route patterns of a user.](image-url)
The aim of the route pattern matching procedure is to select the candidate patterns to calculate a probability matrix. Given a ROI sequence as input, the algorithm attempts to find the patterns whose prefixes match the ROI sequence. To reduce the computational load on mobile devices, the input sequence only includes the latest ROIs (indicated by the threshold $k_{\text{recent_regs}}$) visited by a user, which is reasonable as the recent movement is more important for route prediction than the earlier movement. The matching procedure extracts the subset of candidate patterns by looking for a sub-tree according to the ROI sequence. However, there is not always a sub-tree which matches the input sequence, and reasons for this are given in the next subsection. In this case, the matching algorithm repeatedly removes the oldest ROI in the sequence until a match is found. The procedure is guaranteed to halt when the ROI sequence is reduced to a single ROI as there is a node for each ROI from the root node (see Fig. 9). As a result of this, our algorithm adaptively tunes itself to the most appropriate length of the sequence of ROIs (with user defined upper bound on the length $k_{\text{recent_regs}}$). With this approach, the threshold $k_{\text{recent_regs}}$ can be set within a range (e.g. 1–5) rather than being fixed at a particular value. This has the advantage of avoiding the problem of selecting the order parameter of a higher-order Markov model.

Given candidate patterns, the prediction procedure generates a set of routes based on the probabilistic model. The ROI with the highest probability will be output as the most likely ROI to be visited next.

Let us consider the route patterns in Fig. 8 to demonstrate how the prediction algorithm works. The online observations show a user has just passed three ROIs: $r_4, r_3, r_5$ in sequence. The algorithm starts from the child of the root, which represents ROI $r_4$, to find a prefix matching. However, there is no sub-tree indicating the sequence $h_{r_4,r_3,r_5}$. The algorithm then deletes $r_4$ from the sequence, and attempts to find a match with the shorter sequence. Since there is a sub-tree which matches the sequence $h_{r_3,r_5}$ (namely, $h_{r_3,r_5,r_8,r_9}$), its children are used as the prediction of the remainder of this route. As there is only one candidate pattern which is a continuation of the sequence $h_{r_3,r_5}$, the prediction is performed based on this pattern, and generates the predicted route as $h_{r_8,r_9}$.

6.3. The heuristic route prediction algorithm

In this subsection we introduce a heuristic algorithm which is an extension of the basic matching algorithm described in the previous subsection. The basic algorithm, which shortens the input sequence when a matching failure occurs, discards partial information obtained during online observation. There are several reasons why a match cannot be found. First, the input sequence may relate to multiple short route patterns, whereas none of these patterns can be fully matched. This can be overcome by using more trajectory data to extract longer route patterns. Second, the online observation includes noise resulting from inaccurate position information which can only be improved by using more accurate positioning techniques. Third, the matching failure can be caused by random short trips. For example, in Fig. 8, a person may take the route $h_{r_1,r_3,r_4,r_6}$, because his bicycle is parked in ROI $r_4$. The heuristic prediction algorithm can counter the mis-matching caused by random short trips. With the prediction tree building procedure and route prediction procedure being similar to the basic algorithm, the heuristic prediction algorithm applies a different pattern matching strategy. When a matching failure occurs, the heuristic algorithm skips the mismatched ROI, and continues the matching procedure with the next several ROIs in the input sequence. The number of ROIs, which will be used in re-matching, is controlled by the threshold $\lambda_{\text{skip_regs}}$. If matching failure still happens, the algorithm then shortens the input sequence. This skipping mechanism can also filter some inaccurate positions which occur during online observation, which might be caused by GPS signal drift. An important criterion of
the algorithm is that the skipped ROI cannot be the last ROI in the input sequence, as the last (current) ROI plays a critical role in prediction.

Fig. 10 shows the heuristic algorithm for route prediction, where Pred_tree is the prediction tree built from the route patterns, Online_data is the real-time input data obtained via online observation, and Grid is a map which can project real positions to corresponding ROIs.

7. Performance evaluation and discussion

We evaluated the personal route prediction system on a dataset which consisted of more than 900 real trips recorded over a period of one month from 17 participants, each being either student of or member of staff at Zhejiang University in the People’s Republic of China. The NOKIA N70 mobile phones and the HOLUX 1000 GPS devices were used as client devices, which participants carried with them during this period. A participant might take different means of transportation during a single trip. For example, on daily commute to work a participant may walk from home to a bus stop, and then take a bus to work. Obtaining this information could give insights into the effects of transportation means on the parameter setting and the overall performance of the system. For safety reasons, participants were not asked to input their means of transportation and therefore this information was not recorded in our experiment. We conducted pilot experiments to determine suitable values for sensitive and important parameters, leaving other parameters set at an arbitrary level. We do not claim optimality for these values. Table 1 shows the total numbers of recorded positions of participants.

A participant’s total number of recorded positions varied greatly for the following reasons. First, different participants habitually traveled along different routes. For example, Participant 1 drove from the west of Hangzhou to Zhejiang University everyday. While in contrast, Participant 14 lived on campus, and he often stayed on the campus during weekdays resulting in different total distances travelled. Second, different participants used different transportation methods, resulting in different sampling rates. For example, Participant 17 often took a bus, while Participant 15 often rode a bicycle. Third, different par-

```plaintext
def getPrediction_heur(Pred_tree, Online_data, Grid):
1. reg_input = getRegSeq(Online_data, Grid)
2. start_idx = 0
3. if reg_input.length > λ_recent_regs:
4.     start_idx = reg_input.length - λ_recent_regs
5. while (has no complete matching):
6.     pCurNode = Pred_tree.root
7.     idx = start_idx
8.     for (; idx < reg_input.length; idx++)
9.         if pCurNode has a child ROI r
11.     else if idx is not the last index of input region sequence
12.        for i in range(0, λskip_regs)
13.            idx++
14.            if pCurNode has a child ROI r
16.        break
17.     if cannot find a matching ROI then break
18.     else break
19.     if idx is the last index of input region sequence
20.     pCurNode indicates the candidate patterns
21.     else start_idx++
22.     pred_Res = [∅]
23.     pNextNode = Pred_Tree.stepdown(pCurNode)
24. while pNextNode is not NULL
25.     pred_Res.append(pNextNode)
26.     pNextNode = Pred_Tree.stepdown(pNextNode)
27. return pred_Res;

Fig. 10. The heuristic algorithm for route prediction.
```
participants spent different amounts of time outside buildings. For example, Participant 9 often went out during his spare time, while Participant 16 typically stayed at the dormitory on campus.

In this section, we evaluate the performance of our system from three different aspects: data filtering and trip segmentation (Section 7.1), route pattern mining (Section 7.2), and route prediction (Section 7.3). Then we discuss how to set the parameters of the system (Section 7.4).

7.1. Data filtering and trip segmentation

The five data filters were applied to the position data obtained via the GPS devices in the following order: (1) Duplication Filter; (2) Speed Filter; (3) Acceleration Filter; (4) Total Distance Filter; and (5) Angle Filter. These data filters are not mutually independent of each other. For example, the outliers that contribute to high speed may also be correlated with high acceleration. It is therefore difficult to evaluate each data filter independently. Another challenge is that the parameters of these filters are hard to tune. In our work, the parameters were set by experience obtained from data analysis.

We set the time threshold \( k_{\text{time \_gap}} \) (see Section 4.2) to 120 s to accommodate short interruptions to a trip. For instance, a traffic signal or the coincidental meeting of an acquaintance will result in a temporary stop on an actually continuous journey. The speed threshold and acceleration threshold were set to 27 m/s and 10 m/s\(^2\) respectively. The \( k_{\text{ang}} \) (see Section 4.2) was set to \( \pi/6 \) radians. Fig. 11 shows the proportion of valid positions in original trajectory data. It can be seen that about 75% of positions were filtered as redundant positions or outliers according to the filters. Most of the positions which were filtered out were indoors, as one would expect that indoor readings are susceptible to signal drift. Fig. 12 shows the total number of trips made by each participant. As mentioned in Section 4.2, the trips which contained less than \( k_{\text{trj \_cnt}} \) positions (set to 20 in the experiment), were deleted from the trajectory data by the filters. Fig. 13 shows the average number of positions in a trip for each participant.

In practice, the parameters for data filtering and trip segmentation should be set adaptively. For example, while processing the trajectory data recorded when the user takes a high-speed train, the speed threshold and acceleration threshold should be adjusted to higher values.

![Fig. 11. The proportion of valid positions in original trajectory data.](image-url)
7.2. Routes pattern mining

From Table 1, it can be seen that Participants 8, 10, 12, and 13 have the least total number of positions (less than 50,000). From Fig. 12, it can be seen that Participants 5, 8, 10, and 13 have the least total number of trips (less than 22). In order to obtain sufficient data for reliable route pattern mining and route prediction, the trajectory data of Participants 8, 10, and 13, (i.e. the intersection of the above two sets), were not used. In the route pattern mining experiment, we set $k_{\text{min}}$ to 5 (see Section 5).

The performance of route pattern mining can be adjusted through different parameter settings, which provides more flexibility in route mining (Section 5). The parameter $\text{max\_reg\_size}$ sets the maximum total number of cells on the side of a ROI. In our experiment, the length of a cell is set to 50 m. That means the parameter $\text{max\_reg\_size}$ restricts the maximum side length of a ROI to $\text{max\_reg\_size} \times 50$ m. This parameter represents a tradeoff between the accuracy and the computational load. A small $\text{max\_reg\_size}$ provides more accurate mining results but incurs a higher computational cost, as the number of ROIs would increase. In practice, street block level accuracy is usually considered as the bottom line to differentiate between two neighboring parallel roads. In Hangzhou city, where the experiments were conducted, the distance between two adjacent parallel roads is generally less than 250 m. Therefore, $\text{max\_reg\_size}$ was set within the range of 1–5 cells, corresponding to a cell with sides of length 50 m. Fig. 14 discloses the relationship between $\text{max\_reg\_size}$ and the total number of ROIs for each participant. It can be seen that when $\text{max\_reg\_size}$ increases from 1 to 2, the total number of ROIs decreases dramatically, and the decrease trend becomes less significant with further increase of $\text{max\_reg\_size}$.

The key parameter for CRPM is $\lambda_{\text{time}}$, which defines the maximum time interval that can be accepted in a continuous route pattern (see Section 5). As discussed in Section 4.3, when $\lambda_{\text{time}} = 0$, CRPM corresponds to substring mining, e.g. substring tree mining [5]. According to the definition of CRPM, with the increase of $\lambda_{\text{time}}$, the total number of route patterns, including the route patterns of all possible lengths, will increase. In the experiment, we first set $\lambda_{\text{time}}$ to 0 s, and then increased it in increments of 1 s to 5 s. Since the minimum side length of a region was 50 m, if $\lambda_{\text{time}}$ was set to 5 s, a region would not be regarded as a disturbance under the condition that the movement speed of a participant is less than 10 m per second. Since the experiment was conducted in the urban districts of Hangzhou city, this condition was satisfied by most of the participants. The
max_reg_size was set to 2 during the experiment. Fig. 15 shows the relationship between the total number of route patterns and \(k\) time. Because the absolute value of the total number of route patterns is different from one participant to another, in the figure, the proportional relationships between the total numbers of patterns generated with different \(k\) time and the number of patterns generated when \(k\) time = 0 are exploited to show the effects of \(k\) time. The results in the figure can be regarded as the comparison between the traditional substring pattern mining and CRPM. It can be found in Fig. 15 that the proportion increases with \(k\) time. When \(k\) time = 5, the total number of patterns of some participants (e.g. Participant 11) increases much more than that of other participants. It might be because there are many short-term stops in the trajectory data of Participant 11.

By using a large \(k\) time, more random interruptions are tolerated, and more route patterns and sub-patterns can be extracted. The most important benefit of CRPM is that it can extract longer continuous route patterns than ordinary substring mining techniques. To demonstrate this we first provide the following two definitions:

**Definition 3.** Regional Sequence Containment (\(\supseteq\)). A regional sequence \(S_1 = \langle R_0, \ldots, R_j \rangle\) contains another regional sequence \(S_2 = \langle R_0, \ldots, R_k \rangle\), i.e. \(S_1 \supseteq S_2\), if and only if \(S_2\) is a subsequence of \(S_1\).

**Definition 4.** Maximum Distinct Subset (MDS). A regional sequences set \(P_1\) is a Maximum Distinct Subset of another regional sequences set \(P_2\) if and only if \(P_2 \supseteq S_{\overline{x}} \supseteq P_1 \supseteq S_{\overline{x}}\), and \(\forall S_1 \in P_1, \overline{S}_1 \supseteq P_1 \supseteq S_1 \supseteq S_{\overline{x}} = S_{\overline{x}}\).

It can be seen that MDS is a set without redundant route patterns, which can be used to evaluate CRPM. Table 2 shows the longest and average lengths of route patterns in MDS with different \(k\) time values for each participant. Table 2 clearly shows that increasing \(k\) time helps to find longer route patterns.
Using the trajectory data of Participants 1 and 6, Figs. 16 and 17 present how $k$ time affects the length of route patterns in MDS. These two figures show that with the increase of $k$ time, the total number of long route patterns increases rapidly. When $k$ time = 10, the total number of route patterns increases especially rapidly, as shown in Fig. 16. This might be because Participant 1 makes longer repetitive daily trips. Since small interruptions are within the tolerance indicated by $k$ time, the number of long route patterns increases quickly.

We also used feedback from the participants to evaluate the effectiveness of the mining system. After the trajectory data was collected from the participants, each one whose data we used was asked to complete a short questionnaire. There were five randomly selected route patterns from their own 50% longest route patterns. Of the 17 participants 14 were selected to complete the questionnaire, for reasons stated at the start of this Section. We presented all five of the selected route patterns to each particular participant using Google Maps. All the participants were asked to answer the three following questions about each of the five route patterns mined from their data.

**Question 1.** Is this a typical route that you might take?

**Question 2.** If you do take the route, how often do you follow it?

**Question 3.** What proportion of the complete journey does the route pattern represent?

The responses to the first question indicate that all the participants considered the extracted route patterns as representations of the trips they realistically made over the month of recording. The answers to the second question are presented in Fig. 18, which shows that 84.3% of the extracted route patterns corresponded to trips taken more than once a week. This is partly because the experiment was only conducted for a period of one month, and the recorded trajectory data was insuf-
sufficient to mine route patterns with a lower frequency. Answers to the third question (see Fig. 19) show that most of the route patterns were considered to cover more than 50% of the length of real trips which were taken on a repetitive basis. However,
there were some short patterns due to practical reasons, e.g. GPS signal drift, long-term stops, and battery running out of power etc., which could be overcome by employing more trajectory data.

7.3. Route prediction

We evaluated the performance of the proposed prediction algorithms from two aspects, including the prediction of the next ROI and continuous route prediction. Since the experiment only lasted for one month, the extracted route patterns only covered a fraction of the length of the real repetitive trips, as shown in Fig. 19. In order to make a reasonable route prediction evaluation, we used the trajectory data of the participants whose longest route patterns were longer than 10 ROIs, with \( \lambda_{\text{time}} = 0 \). According to the data in Table 2, the trajectory data of Participants 1–4, 6, 11, 12, 14, 15, and 17 had route patterns longer than 10 ROIs. The trajectory data from the 10 participants was split into two parts, which were used for training and testing. For each participant, we randomly selected 10% of the recorded trips as a test set and the remaining 90% as a training set to build his personal route patterns. Basic Markov model and 2nd order Markov model were used as the baselines for the testing. For each participant, we randomly selected 10% of the recorded trips as a test set and the remaining 90% as a training set.

In order to make a reasonable route prediction, we used the trajectory data of the participants whose longest route patterns were longer than 10 ROIs, with \( \lambda_{\text{time}} = 0 \). According to the data in Table 2, the trajectory data of Participants 1–4, 6, 11, 12, 14, 15, and 17 had route patterns longer than 10 ROIs. The trajectory data from the 10 participants was split into two parts, which were used for training and testing. For each participant, we randomly selected 10% of the recorded trips as a test set and the remaining 90% as a training set.

In order to make a reasonable route prediction, we used the trajectory data of the participants whose longest route patterns were longer than 10 ROIs, with \( \lambda_{\text{time}} = 0 \). According to the data in Table 2, the trajectory data of Participants 1–4, 6, 11, 12, 14, 15, and 17 had route patterns longer than 10 ROIs. The trajectory data from the 10 participants was split into two parts, which were used for training and testing. For each participant, we randomly selected 10% of the recorded trips as a test set and the remaining 90% as a training set.

In order to make a reasonable route prediction, we used the trajectory data of the participants whose longest route patterns were longer than 10 ROIs, with \( \lambda_{\text{time}} = 0 \). According to the data in Table 2, the trajectory data of Participants 1–4, 6, 11, 12, 14, 15, and 17 had route patterns longer than 10 ROIs. The trajectory data from the 10 participants was split into two parts, which were used for training and testing. For each participant, we randomly selected 10% of the recorded trips as a test set and the remaining 90% as a training set.
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two test cases: the first test case with \( r_1 \) as the input sequence, \( r_2, r_3 \) as the ground truth for route prediction, and the second test case with \( r_1, r_2 \) as the input sequence, \( r_3 \) as the corresponding ground truth. The baselines for the evaluation were the basic Markov model based method and the 2nd order Markov model based method. To evaluate the performance of our route prediction system we used Levenshtein distance [21], which was a traditional metric used to measure the difference between two sequences.

Fig. 23 shows the average length of predicted routes under different mining settings and prediction algorithms, with \( \lambda_{time} \) set to 0 and 5 s. T0 and T5 stand for the patterns mined by setting \( \lambda_{time} \) to 0 and 5 respectively. It can be seen that the effects of prediction algorithm are insignificant, but the increase of \( \lambda_{time} \) can lead to longer lengths of route prediction.

Fig. 24 shows the average Levenshtein distance results for different prediction algorithms. In the figure, Basic and Heuristic stand for the basic algorithm and the heuristic algorithm, and T0 and T5 stand for setting \( \lambda_{time} \) to 0 and 5. Note that the results of the basic and the 2nd order Markov model based methods are obtained based on the patterns mined by setting \( \lambda_{time} \) to 5. It can be seen that the average Levenshtein distance of the basic Markov model based method is much larger than that of the basic and the heuristic methods, i.e. using the basic Markov model based method leads to larger difference between predicted results and the ground truth. Additionally, the average Levenshtein distances of the basic and the heuristic algorithms are slightly smaller than that of the 2nd order Markov model based method. The results also indicate that using the patterns mined by CRPM with an appropriate \( \lambda_{time} \) can greatly improve the accuracy of route prediction when compared to Markov model based methods.

Table 3 summarizes the performance of our system for one step prediction and continuous route prediction. These results are obtained based on the patterns mined with \( \lambda_{time} = 5 \). It can be seen that, for one step prediction, the average correct rates of our algorithms are much higher than that of the basic Markov model based method, and are also about 5% higher than that of the 2nd order Markov model based method. For route prediction, the average Levenshtein distance of our algorithms is...
about 30% smaller than that of the basic Markov model based method, and is slightly smaller than that of the 2nd order Markov model based method.

7.4. Guideline to parameter settings

The experimental results indicate that the parameter settings can greatly affect the performance of the proposed system. Therefore, to achieve more reliable prediction results, the parameters for route pattern mining and route prediction should be fine tuned to suit the typical commuting habits of users.

During route pattern mining, the $\text{max}\_\text{reg}\_\text{size}$ should be set according to the size of the area covered by the movement of a user. If a user repetitively makes long trips, then the $\text{max}\_\text{reg}\_\text{size}$ should be set to a large value, otherwise, $\text{max}\_\text{reg}\_\text{size}$ should be set to a small value to achieve a higher accuracy of route abstraction. Additionally, the $\lambda_{\text{time}}$ needs to be set in terms of the frequency of movement. For example, a small $\lambda_{\text{time}}$ might be suitable for an office clerk who has a very predictable daily

Table 3
The prediction performances of different algorithms.

<table>
<thead>
<tr>
<th></th>
<th>Basic Markov</th>
<th>2nd-order Markov</th>
<th>Basic</th>
<th>Heuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average correct rate of one step prediction</td>
<td>47.42%</td>
<td>66.35%</td>
<td>71.75%</td>
<td>71.86%</td>
</tr>
<tr>
<td>Average Levenshtein distance of route prediction</td>
<td>20.35</td>
<td>13.88</td>
<td>13.65</td>
<td>13.61</td>
</tr>
</tbody>
</table>
pattern in terms of the trips he makes, whereas a large $\lambda_{time}$ is more suitable for a roaming journalist who is likely to make a large number of erratic trips. The $\lambda_{recent\_reg}$ in route prediction should be set according to the computational capability of the client device. The accuracy of prediction can be improved by increasing $\lambda_{recent\_reg}$, but this would be at the cost of more computational time.

Inappropriate setting of these parameters might decrease the performance of our system under some operating conditions, and determining suitable setting for these parameters is problematic for novice users. We consider this to be the main drawback of the system in its current state of development. The results of the experiment suggest guidelines on how to set these parameters, however the results are constrained by the limited amount of trajectory data used in the experiment. Additionally, our system does not take other important factors into consideration (e.g. temporal attributes of trips and transportation means). The accuracy of route prediction could be further improved by exploiting these related factors.

8. Conclusions and future work

In this paper, we present a practical personal route prediction system, which runs on mobile phones with GPS capabilities. In the proposed system, an adaptive recording strategy is employed to counter the different archiving demands associated with different modes of transportation. Five specially designed data filters are employed to remove outliers from the raw personal trajectory data. The client–server distributed architecture guarantees the privacy of personal data and greatly reduces the computational load on the client device which has limited computational capacity. We also proposed a novel algorithm, CRPM, for continuous personal route pattern mining, and two decision tree based algorithms for personal route prediction.

The experimental results show that CRPM can extract more routes and longer route patterns than traditional substring mining methods. Moreover, the proposed basic and heuristic prediction algorithms outperform the basic and 2nd order Markov model based methods in terms of average correctly predicted next ROI and average Levenshtein distance of continuous route prediction.

The proposed system has many potential applications. For example, appropriate notifications can be delivered to users in terms of their predicted routes, and advertisers can send targeted sales messages to shoppers who will be passing a particular shopping mall. The proposed system can also be used in ITSs to send relevant traffic information to users.

This work will be extended in the following aspects. First, we will exploit machine learning techniques to automatically configure the parameters of the system. Second, we will utilize other attributes of trips, e.g. temporal attributes and transportation means, to further improve the performance of the system. Third, we will try to estimate the mode of transportation based on personal trajectory data. Moreover, we will attempt to improve the performance of route prediction by using simple interactive tools, e.g. a tool for users to report their intended destinations on a map via their mobile phones.
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