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Abstract

Assigning functions to novel proteins is one of the most important problems in the post-genomic era. Several approaches have been applied to this problem, including analyzing gene expression patterns, phylogenetic profiles, protein fusions and protein-protein interactions. We develop a novel approach that applies the theory of Markov random fields to infer a protein’s functions using protein-protein interaction data and the functional annotations of its interaction protein partners. For each function of interest and a protein, we predict the probability that the protein has that function using Bayesian approaches. Unlike in other available approaches for protein annotation where a protein has or does not have a function of interest, we give a probability for having the function. This probability indicates how confident we are about the prediction. We apply our method to predict protein functions based on “Biochemical function”, “Subcellular location”, and “Cellular role” for yeast proteins defined in the Yeast Proteome Database (YPD, http://www.incyte.com/sequence/proteome/databases/YPD.shtml), using the protein-protein interaction data from the Munich Information Center for Protein Sequences (MIPS, http://mips.gsf.de). We show that our approach outperforms other available methods for function prediction based on protein interaction data.

The supplementary data is available at http://www-hto.usc.edu/~msms/ProteinFunction.
1 Introduction

With the completion of genome sequencing of several model organisms, the functional annotation of the proteins is of most importance. Up to April 8, 2002, the Yeast Protein Database (YPD) (Costanzo et al. 2001) lists 6416 proteins with three functional categories, “Biochemical function”, “Subcellular location”, and “Cellular role”, with almost half of the proteins being unannotated for each category (see Table 1). Throughout this paper we will use the protein function annotations based on YPD. A challenging task that lies ahead is to find the functional roles of these unannotated proteins. Several research groups have developed methods for protein function prediction. The classical way is to find homologies between a protein and other proteins in protein databases using programs such as FASTA (Pearson et al. 1988) and PSI-BLAST (Altschul et al. 1997), and then predict functions based on sequence homologies. Another sequence-based approach is called the “Rosetta stone method” where two proteins are inferred to interact if they are together in another genome (Marcotte et al. 1999a) and thus have similar functions. By comparing a number of sequenced genomes, the phylogenetic pattern (the presence and absence of the protein in these sequenced genomes) of a protein can be determined. It is believed that genes with similar phylogenetic patterns are likely to share similar functions. Using this idea, the functional links between genes can be predicted (Marcotte et al. 1999b) based on phylogenetic patterns.

The development of high-throughput bio-techniques and their applications in many areas of biology generated a large amount of data that are useful for the study of protein functions. Several attempts have been made to predict protein functions using such data as gene expressions, mutant phenotype, and protein-protein interactions. Clustering analysis of gene expression data can be used to predict functions of unannotated proteins based on the idea that co-expressed genes are more likely to have similar functions (Brown et al. 2000; Eisen et al. 1998; Pavlidis et al. 2001). Moreover, functional predictions have been modeled as pattern recognition problems based on sequence homologies and structural information (Kell
et al. 2000; King et al. 2001) as well as phenotype data (Clare et al. 2002).

Proteins play an important role in many biological functions within a cell and many cellular processes and biochemical events are ultimately achieved by a group of proteins interacting with one another. Proteins collaborate or interact with one another for a common purpose, and thus it is possible to deduce functions of a protein through the functions of its interaction partners. It should be noted that the interaction partners for a protein may belong to different functional categories. It is this complex network of within-function and cross-function interactions that makes the problem of functional assignments a difficult task. Methods based on \( \chi^2 \)-statistics (Hishigaki et al. 2001) and on frequencies of interaction partners having certain functions of interest (Fellenberg et al. 2000; Schwikowski et al. 2000) have been applied to assign functions to unannotated proteins. However, these methods lack a systematic mathematical model. In this paper, we propose a mathematical model for protein-protein interactions, and use Bayesian analysis to assign functions to proteins.

We define a Gibbs distribution for the protein-protein interaction network. With this Gibbs distribution, we develop a Gibbs sampler to estimate the posterior probabilities that an unannotated protein has certain functions of interest. We apply our approach to predict functions of unannotated proteins based on “Biochemical function”, “Subcellular location”, and “Cellular role”.

2 Method

We first describe the basic ideas of our approach. The protein-protein interaction network describes a neighborhood structure among the proteins. If two proteins interact, they are neighbors of each others. For an unannotated protein, the functions of its neighbors contain information about the function of the unannotated protein. For a given function, if most of the neighbors of a protein has the function, we are more likely to believe that the protein have the function. We want to associate each unannotated protein with a confidence (probability)
or believe about the fact that the protein has the function.

For a given interaction network, how confident are we about the functional annotations of all the proteins? For an interaction pair, we are more likely to believe the interaction if both proteins have the function, followed by both proteins not having the function, and then only one protein having the function. From the annotated proteins, we can also estimate how likely a protein has the function. From the above assumptions, we can assign a believe to each configuration of functional assignment—a believe network. That immediately leads us to the general theory of Markov random fields. The problems are how to assign different weights to the parameters and how to estimate the probabilities based on the network.

Suppose a genome has \( N \) proteins \( P_1, \ldots, P_N \) and \( M \) functional categories \( F_1, \ldots, F_M \). Some proteins have already been studied and annotated and others are unannotated. Let \( P_1, \ldots, P_n \) be the unannotated proteins and \( P_{n+1}, \ldots, P_{n+m} \) be the annotated proteins, \( N = n + m \). Through biological experiments, we also know the interaction status of the protein pairs which form a protein interaction network. Our objective is to assign functions to all the unannotated proteins based on functions of the annotated proteins and the protein interaction network.

A protein may have several different functions. For example, in YPD (Costanzo et al. 2001), a single protein can have up to eight different cellular roles. For interacting protein pairs with multiple functions, we do not know which combinations of the functions contribute to the interaction. To simplify the problem, we study each functional category separately. For a function of interest, let \( X_i = 1 \) if the \( i \)-th protein has the function and 0 otherwise. Let \( X = (X_1, \ldots, X_{n+m}) \) be the configuration of the functional labelings, where \( X_1 = \lambda_1, \ldots, X_n = \lambda_n \) are unknown, and \( X_{n+1} = \mu_1, \ldots, X_{n+m} = \mu_m \) are annotated. We infer the function of the unannotated proteins using the protein interaction network.

Several protein-protein interaction databases for yeast are available including data based on the yeast two-hybrid systems (Ito et al. 2000; Ito et al. 2001; Uetz et al. 2000) and
the mass spectrometric analysis of protein complexes (Gavin et al. 2002; Ho et al. 2002). However the interaction data from these high-throughput experiments have high false positive rates and are not highly reliable (Mrowka et al. 2001; Deane et al. 2002; Deng et al. 2002). MIPS (Mewes et al. 2002) physical interaction data include interactions collected from small scale experiments and the core data of Ito et al. (Ito et al. 2000; Ito et al. 2001), and are believed to be highly reliable. Therefore we use the protein physical interaction data in MIPS in this study.

Let $O_{ij}$ be the variable for the observed interaction result for proteins $P_i$ and $P_j$: $O_{ij} = 1$ if the interaction is observed and $O_{ij} = 0$ otherwise. Then the data we used is $O_{ij} = o_{ij}$, $i, j = 1, \cdots, N$, where

$$o_{ij} = \begin{cases} 1 & \text{if } P_i \text{ and } P_j \text{ are observed to interact}, \\ 0 & \text{otherwise}. \end{cases}$$

We only consider the interacting pairs. All the proteins together with the interaction information form a network, with proteins as nodes and interactions between proteins as edges. Let $S$ be the collection of all the interacting pairs

$$S = \{P_i \leftarrow P_j : o_{ij} = 1, \; i, j = 1, \cdots, N\}.$$ 

For each protein $P_i$, we define its neighbor, Nei($i$), as the set of proteins directly interacting with $P_i$. Let $\pi_j$ be the fraction of all proteins having function $F_j$. In summary, we have the following notations:

- $P_i$: the $i$-th protein, $i = 1, 2, \cdots, N$,
- Nei($i$): neighbors of protein $P_i$, that is, the set of proteins interacting with protein $P_i$,
- $F_j$: the $j$-th function category, $j = 1, 2, \cdots, M$, and
- $\pi_j$: the fraction of all proteins having function $F_j$. 
2.1 Available Methods

Several investigators developed methods to infer protein functions based on protein interaction network. Schwikowski et al. (2000) proposed to infer the functions of an unannotated protein based on the frequencies of its neighbors having certain functions. They assign $k$ functions to the unannotated protein with the $k$ largest frequencies in its neighbors. This approach will be referred as the *neighboring counting method*. This approach does not consider the frequency of the proteins having a function among all the proteins. If a function is more common than other functions among all the proteins, the probability that an unannotated protein has this function should be higher than the probability that it has other functions even if the protein does not have interaction partners.

Hishigaki et al. (2001) developed another method to infer protein functions based on $\chi^2$-statistics. For a protein $P_i$, let $n_i(j)$ be the number of proteins interacting with $P_i$ and having function $F_j$. Let $e_i(j) = \#\text{Nei}(i) \times \pi_j$ be the expected number of proteins in Nei(i) having function $F_j$, where $\#\text{Nei}(i)$ is the number of proteins in Nei(i). Define

$$S_i(j) = \frac{(n_i(j) - e_i(j))^2}{e_i(j)}.$$ 

For a fixed $k$, they assign an unannotated protein with $k$ functions having the top $k$ $\chi^2$-statistics. Although this approach takes the frequency of the proteins having a function into consideration, $n_i(j)$ is generally small and the applicability of the $\chi^2$-statistics is questionable.

The above approaches have been extended to $l$-neighbors, where two proteins are $l$-neighbors of each other if they are separated by at most $l - 1$ proteins through interactions (Schwikowski et al. 2000; Hishigaki et al. 2001). Both methods treated all the $l$-neighbors equally in their analysis. To infer the functions of protein $P_i$, it is obvious that proteins far away from $P_i$ contribute less information than those close neighbors. Less weight should be placed on proteins far away from protein $P_i$ than the close neighbors. However it is not clear how to choose the correct weight in the above two approaches.
2.2 The new approach based on Markov random fields

Here we develop a novel approach to infer the function of unannotated proteins based on the theory of Markov random fields (MRF) (Li 1995). This approach overcomes all the above problems by considering the entire interaction network. Our approach considers the frequency of proteins having the function of interest as well as all the neighbors with less weight placed on far away neighbors than close neighbors. We calculate the probability that an unannotated protein has a function of interest. This probability indicates how confident we are about the assignment.

Considering a function of interest, we want to assign this function to unannotated proteins. Let \( X_i = 1 \) if the \( i \)-th protein has the function and 0 otherwise. Let \( X = (X_1, X_2, \cdots, X_N) \) be the functional annotation for all the proteins. We first give the prior probability distribution of \( X \) based on the interaction network, the Gibbs distribution (Li 1995). In the following \( X_i \) will be the random variable and \( x_i \) will be its observed value. Conditional on the functions of the annotated proteins, we calculate the posterior probability of the functions of the unannotated proteins.

Let \( \pi \) be the probability of a protein having the function of interest. Without considering the interaction network, the probability of a configuration of \( X \) is proportional to

\[
\prod_{i=1}^{N} \pi^{x_i}(1 - \pi)^{1-x_i} = \left( \frac{\pi}{1 - \pi} \right)^{N_1} (1 - \pi)^N,
\]

where \( N_1 = \sum_{i=1}^{N} x_i \).

Next let us consider the interaction network. Studies have shown that the probability that a pair of interacting proteins have the same function is higher than the probability that they have different functions (Schwikowski et al. 2000). Therefore the probability of the network conditional on the functional labelling is proportional to

\[
\exp(\beta N_{01} + \gamma N_{11} + N_{00}),
\]
where $N_{ll'}$ is the number of $(l,l')$-interacting pairs in $S$, and

$$
N_{11} = \sum_{(i,j) \in S} x_i x_j
= \#\{(1 \leftrightarrow 1) \text{ pairs in } S\},
$$

$$
N_{10} = \sum_{(i,j) \in S} (1 - x_i)x_j + (1 - x_j)x_i
= \#\{(1 \leftrightarrow 0) \text{ pairs in } S\},
$$

$$
N_{00} = \sum_{(i,j) \in S} (1 - x_i)(1 - x_j)
= \#\{(0 \leftrightarrow 0) \text{ pairs in } S\}.
$$

Therefore, the total probability of the functional labeling is proportional to $\exp(-U(x))$, where

$$
U(x) = -\alpha N_1 - \beta N_{10} - \gamma N_{11} - N_{00}
= -\alpha \sum_{i=1}^{N} x_i - \beta \sum_{(i,j) \in S} x_i x_j
- \gamma \sum_{(i,j) \in S} (1 - x_i)x_j + (1 - x_j)x_i
- \sum_{(i,j) \in S} (1 - x_i)(1 - x_j).
$$

(1)

where $\alpha = \log(\frac{\mu}{1-\mu})$.

In the terminology of MRF, $U(X)$ is referred as the potential function. This potential function defines a global Gibbs distribution of the entire network,

$$
\Pr(X \mid \theta) = \frac{1}{Z(\theta)} \exp(-U(x)),
$$

(2)

where $\theta = (\alpha, \beta, \gamma)$ are parameters and $Z(\theta)$ is a normalized constant which is calculated by summing over all the configurations,

$$
Z(\theta) = \sum_{x} \exp(-U(x)).
$$

$Z(\theta)$ is called the partition function in the general theory of MRF.

The Gibbs distribution defined in Equation 2 gives the prior distribution of the functional labeling for all the proteins in the protein interaction network. The data we have are the
functional labeling of the annotated proteins, \((X_{n+1} = \mu_1, \cdots, X_{n+m} = \mu_m)\). The objective of the study is to find the posterior distribution of \((X_1, \cdots, X_n)\) given the data using Bayesian approach,

\[
\Pr(X_1, \cdots, X_n \mid X_{n+1} = \mu_1, \cdots, X_{n+m} = \mu_m).
\]

The posterior probability distribution of \(X_i\) can be obtained from the above equation by summing over all the possible configurations of \(X_j, j \neq i, 1 \leq j \leq n\).

To achieve this objective, we use Gibbs sampler (Liu 2001), a computational technique generally used in Bayesian statistics.

### 2.3 The Gibbs Sampler

To introduce the Gibbs sampler, we note that

\[
\Pr(X_i = 1 \mid X_{[-i]}, \theta) = \frac{\Pr((X_i = 1, X_{[-i]} \mid \theta))}{\Pr((X_i = 1, X_{[-i]} \mid \theta) + \Pr((X_i = 0, X_{[-i]} \mid \theta))}
\]

\[
= \frac{e^{\alpha + (\beta-1)M_0^{(i)} + (\gamma-\beta)M_1^{(i)}}}{1 + e^{\alpha + (\beta-1)M_0^{(i)} + (\gamma-\beta)M_1^{(i)}}},
\]

where \(X_{[-i]} = (X_1, \cdots, X_{i-1}, X_{i+1}, \cdots, X_{n+m})\), and \(M_0^{(i)} = \#\{j \in \text{Nei}(i) : X_j = 0\}\), \(M_1^{(i)} = \#\{j \in \text{Nei}(i) : X_j = 1\}\). \(M_0^{(i)}\) and \(M_1^{(i)}\) are the numbers of interaction partners of protein \(P_i\) labeled with 0 and 1, respectively. Equation 3 can be derived from Equation 2.

Equation 3 defines the local dependency of the network. When all the functions of the interaction partners of a protein are given, it can be used to derive the probability that the protein has the function, which is the basis of the Gibbs Sampler.

Assume that the parameters \(\theta = (\alpha, \beta, \gamma)\) are given. For a given protein \(P_i\), conditional on the functional labeling of all the other proteins, we can use the conditional probability \(\Pr(X_i \mid X_{[-i]}, \theta)\) in Equation 3 to generate samples to update the functional labeling of protein \(P_i\). Repeating this procedure many times will generate samples for the functional labeling of all the unannotated proteins. This is the Gibbs sampler strategy and is used as a core algorithm in this paper.
2.4 Parameter Estimation

In practice, we do not know the parameters $\theta = (\alpha, \beta, \gamma)$. Here we propose a method to estimate the parameters based on the functions of the annotated proteins. Consider the subnetwork of all the annotated proteins. i.e,

$$S' = \{P_i < - > P_j : o_{ij} = 1, \ i, j = n + 1, \cdots, n + m\}.$$  

We estimate the parameters based on this subnetwork.

It is difficult to use the maximum likelihood estimation (MLE) directly since the partition function $Z(\theta)$ in Equation 2 is also a function of parameters. Here we use the quasi-likelihood approach that has been used in image analysis (Li 1995). From Equation 3, we have

$$\log \frac{\Pr(X_i = 1 | X_{[-i]}, \theta)}{1.0 - \Pr(X_i = 1 | X_{[-i]}, \theta)} = \alpha + (\beta - 1)M_0^{(i)} + (\gamma - \beta)M_1^{(i)},$$  

where $M_0^{(i)}$ and $M_1^{(i)}$ are the numbers of interaction partners for protein $P_i$ labeled with 0 or 1, respectively.

The quasi-likelihood estimation method is to estimate the parameters based on standard linear logistic model treating the observations as independent. It is known that the functional labeling of the proteins in the network are not independent and thus the quasi-likelihood approach is not a MLE approach. In image analysis, it has been shown that the quasi-likelihood approach gives reasonably good results in practice (Li 1995).

2.5 Bayesian analysis

For a function of interest, first we estimate the probability, $\pi$, that a protein has the function (without the information on interaction network) by the fraction of all the proteins having that function. Secondly, we estimate the parameters $\theta = (\alpha, \beta, \gamma)$ using the quasi-likelihood approach based on linear logistic regression that is outlined above. With the above parameters, we have the following algorithm.
1. Randomly set the value of missing data $X_i = \lambda_i, i = 1, \cdots, n$ with probability $\pi$.

2. For each protein $P_i$, update the value of $X_i$ using Equation 3.

3. Repeat step 2 $T$ times until all the posterior probabilities $\Pr(X_i | X_{[-i]})$ are stabilized.

In Gibbs sampling, we need to specify the “burn-in-period” and the “lag-period”. The burn-in-period is the time we wait until the Markovian process is stabilized and the simulation results in the burn-in-period are discarded to reduce or eliminate the effect of initial values. After the burn-in-period, we approximate the probability that an unannotated protein has the function by averaging the simulation results in steps of the lag-period to reduce or eliminate the dependence of the Markovian process. In this study, the burn-in-period and the lag-period are 100 and 10, respectively. The total number of simulations is 2000. We repeat this process for every functional category and the probability that an unannotated protein has the function is estimated.

3 Results

We apply our approach to infer the functions of unannotated proteins in Yeast. We use the functional annotations from YPD. In YPD, proteins are assigned functions based on three criteria: “Biochemical function”, “Subcellular location”, and “Cellular role”. Up to April 8, 2002, YPD includes 6416 proteins. In this paper, we will consider functional annotation based on these three functional categories. The numbers of annotated and unannotated proteins based on different functional category for all the proteins and proteins with at least one to six interaction partners are given in Table 1.

(Insert Table 1 here)

For protein interactions, we use the MIPS physical interaction data consisting of 2439 interaction pairs (excluding 120 pairs of self-interactions) involving 1877 proteins. The average number of interaction partners per protein is about 2.6.
3.1 Functional annotation based on YPD function categories

We apply our Bayesian method to predict protein functions based on the three YPD function categories. The parameters can be estimated by the quasi-likelihood approach described above, using the interaction network consisting of only the annotated proteins. The computation is done using SPLUS (Venables et al. 1996). Note that $\alpha = \log(\pi/(1-\pi))$ with $\pi$ being the fraction of proteins having the function of interest. $\pi$ is generally small and thus $\alpha$ should be negative. $\beta - 1$ is the contribution of an interaction partner not having the function to the log-odds of having the function for the protein of interest. Thus, $\beta - 1$ should be negative. $\gamma - \beta$ is the contribution of an interaction partner having the function to the log-odds of having the function for the protein of interest. Thus, $\gamma - \beta$ should be positive. For the three functional categories, the above observations hold for 79%, 79%, and 93%, of the functions based on “Biochemical function”, “Subcellular location”, and “Cellular role”, respectively (see tables in supplementary materials). The condition is violated due to either small number of proteins having the function of interest or some classes have more interclass interactions than intraclass interactions. For example, based on “Cellular role”, all the other function classes satisfy the above conditions except for classes 4 ("Cell adhesion"), 20 ("Mitochondrial transcription"), and 40 ("Septation"). We check the three exceptional cases and find that the numbers of proteins having the corresponding functions are very small: 4, 4 and 1 for "Cell adhesion", "Mitochondrial transcription", and "Septation", respectively. Therefore the estimated parameters are not accurate. In the following, we will ignore the functional classes in which the above conditions are not satisfied.

Although the main objective is to estimate the posterior probability that a protein has a function of interest, we can also assign functions to an unannotated protein if the posterior probability is above a certain threshold.

The accuracy of the predictions is measured by the leave-one-out method. For each annotated protein with at least one annotated interaction partner, we assume it as unannotated
and predict its functions by the above methods. We then compare the predictions with the annotations of the protein. We repeat the leave-one-out experiment for all such proteins $P_1, \ldots, P_K$. Let $n_i$ be the number of functions for protein $P_i$ in YPD, $m_i$ be the number of predicted functions for protein $P_i$, and $k_i$ be the overlap between the set of observed functions and the set of predicted functions. The specificity (SP) and the sensitivity (SN) can be defined as

$$SP = \frac{\sum^K_{i=1} k_i}{\sum^K_{i=1} m_i}$$

$$SN = \frac{\sum^K_{i=1} k_i}{\sum^K_{i=1} n_i}$$

The corresponding values of $K$ for “Biochemical function”, “Subcellular location”, and “Cellular role” are 1128, 1133, and 1398, respectively. Figure 1 shows the relationship between specificity and sensitivity of our approach using different thresholds for posterior probabilities. With the threshold equal to 0.13, 0.25, 0.17 for “Biochemical function”, “Subcellular location”, and “Cellular role”, respectively, the corresponding specificity and sensitivity are roughly the same and equal to 45%, 64%, 47.0%. It should be noted that the functional annotations for the annotated proteins are not complete. If a protein has a function based on YPD, we have high confidence for the assignment. On the other hand, if a protein does not have a function based on YPD, the protein may have the function but has not been experimentally verified. Thus we might wish to lower the specificity to increase sensitivity by lowering the threshold.

(Insert Figure 1 here)

### 3.2 Comparison with other methods

For comparison, we implement the neighboring counting method (Schwikowski et al. 2000) and the $\chi^2$ method (Hishigaki et al. 2001) for functional annotation. We choose the top 1, 2, 3, 4 and 5 functions, respectively, and assign these functions to each unannotated protein. Figure 2 shows the relationship between sensitivity and specificity for the three different methods.
discussed above: the Bayesian method, the $\chi^2$ method, and the neighboring counting method. The figure indicates that for any given specificity, the sensitivity of the the Bayesian method is higher than the sensitivities of the neighboring counting method and the $\chi^2$ method for all the three functional categories. Our new approach outperforms the other two approaches for functional annotation.

(Insert Figure 2 here)

We further analyze the prediction results of the Bayesian method by applying the leave-one-out measure on proteins having at least one interaction partner, at least two interaction partners, and so on. The corresponding relationship for specificities and sensitivities are shown in Figure 3. As expected, for a given specificity, the sensitivity increases with the number of interaction partners. The more interaction partners a protein has, the more accurate our predictions are.

(Insert Figure 3 here)

### 3.3 Novel predictions

The Bayesian method is a global approach to estimate the posterior probabilities of protein functions. Not only do we use the annotation of direct interaction partners, we also use information from indirect interaction partners. For example, consider the following interaction network shown in Figure 4. Using direct interaction partners such as the neighbor counting method and the $\chi^2$ method, it is impossible to infer the functions for protein YDR084C since its two direct interaction partners YGL161C and YGL198W are both unannotated. However, from the indirect interaction partners, specifically, the partners of YGL161C, which share the same function 43, “vesicular transport”, we can predict that YDR084C has the “vesicular transport” function with probability 0.8496. The situation is the same for protein YGL198W. Protein YGL161C has four annotated interaction partners with the “vesicular transport” function and four unannotated interaction partners. The estimated probability that protein
YGL161C has the function is approximately 1. Proteins YDR100D and YPL246C have two and three interaction partners with the “vesicular transport” function, respectively. The estimated probabilities for both proteins are 0.9956. These estimated probabilities indicate how confident we are about the assignment.

(Insert Figure 4 here)

4 Discussions

We develop a novel approach for function prediction of unannotated proteins based on the protein-protein interaction network and the functional annotations of annotated proteins. Unlike other available function predication methods where they predict whether a protein has a function or not, we estimate the posterior probability that the protein has the function of interest. The posterior probability indicates how confident we are about assigning the function to the protein. The distinction of the Bayesian approach we develop here is that it is a global approach taking all the interaction network and the functions of annotated proteins into consideration.

We apply our approach to the interaction network of yeast proteins in MIPS and the protein function annotations based on YPD. We study the sensitivity and specificity of our method by the leave-one-out approach and compare the results with the $\chi^2$ method and the neighboring counting method. We show that, for a given specificity, the sensitivity of our new approach is higher than the sensitivities of the other two approaches. Because not all the functions have been identified even for the annotated proteins, we may wish to sacrifice specificity to increase sensitivity. We also apply our approach to proteins with at least two or more interaction partners. As expected, for any given specificity the sensitivity increases with the number of interaction partners.

There are several limitations of our approach. Both the interaction network and the functional annotations of the proteins are incomplete. The actual number of interacting
protein pairs might be much higher than what have obtained in MIPS. For a conservative estimate, if we assume that each protein interacts with on average five other proteins, we would expect about $6,000 \times 5/2 = 15,000$ interactions, much higher than the 2,439 interactions in MIPS. With the advance of other high-throughput technologies for detecting protein-protein interactions, our understanding of the protein interaction network will be more complete.

Our method treats each function independently and separately. Generally, a protein having one function does not prevent it from having other functions. Therefore, our model determines each function for each protein without a bias. However, there are correlations between functions. A protein having function A may increase the chance of it having function B because functions A and B are highly correlated, for example, cellular role “RNA processing/modification” and cellular role “RNA splicing”. How to incorporate these information into a generalized model remains a challenging task. Our model assumes that annotated proteins have complete functional annotations, and predicts functions for unannotated proteins using these information. In reality, we know that these annotated proteins may have other functions that have not been determined. As biologists continue experimentally determining the functions of proteins, the functional annotations will be more and more complete.

Despite the limitations, we show that the results from our approach are reasonably good. The probabilities of protein functions in Figure 4 show a very important and desirable feature of our model: the impact of a protein’s function on unannotated proteins decreases as these proteins are farther away from the protein in the interaction network. This feature could not be obtained in local approaches such as the neighboring counting method and the $\chi^2$ method.
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<table>
<thead>
<tr>
<th># of interaction partners</th>
<th>All</th>
<th>≥ 1</th>
<th>≥ 2</th>
<th>≥ 3</th>
<th>≥ 4</th>
<th>≥ 5</th>
<th>≥ 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biochemical function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annotated</td>
<td>3353</td>
<td>1257</td>
<td>687</td>
<td>433</td>
<td>284</td>
<td>198</td>
<td>146</td>
</tr>
<tr>
<td>Unannotated</td>
<td>3063</td>
<td>618</td>
<td>228</td>
<td>126</td>
<td>76</td>
<td>66</td>
<td>47</td>
</tr>
<tr>
<td>Subcellular location</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annotated</td>
<td>3181</td>
<td>1237</td>
<td>698</td>
<td>455</td>
<td>305</td>
<td>225</td>
<td>168</td>
</tr>
<tr>
<td>Unannotated</td>
<td>3235</td>
<td>638</td>
<td>217</td>
<td>104</td>
<td>55</td>
<td>39</td>
<td>25</td>
</tr>
<tr>
<td>Cellular role</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annotated</td>
<td>3894</td>
<td>1469</td>
<td>789</td>
<td>515</td>
<td>345</td>
<td>252</td>
<td>186</td>
</tr>
<tr>
<td>Unannotated</td>
<td>2522</td>
<td>406</td>
<td>126</td>
<td>44</td>
<td>15</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>6416</td>
<td>1875</td>
<td>915</td>
<td>559</td>
<td>360</td>
<td>264</td>
<td>193</td>
</tr>
</tbody>
</table>

Table 1: The numbers of annotated and unannotated proteins for all the proteins and proteins with at least one to six interaction partners based on three functional categories.
Figure Legends

**Figure 1.** Specificity and sensitivity of Bayesian predictions for different thresholds based on a) “Biochemical function”, b) “Subcellular location”, and c) “Cellular role”.

**Figure 2.** Sensitivity and specificity of predictions for the neighboring counting, $\chi^2$, and the Bayesian methods based on a) “Biochemical function”, b) “Subcellular location” and c) “Cellular role”.

**Figure 3.** The relationship between sensitivity and sensitivity for proteins with at least one, two, and six interaction partners using the Bayesian method based on a) “Biochemical function”, b) “Subcellular location”, and c) “Cellular role”. The corresponding numbers of proteins with one to six interaction partners are given in table 1.

**Figure 4.** An example of a protein-protein interaction subnetwork. Proteins in rectangle are annotated; the numbers in the parentheses are the functional categories of the proteins. The proteins in circle are unannotated; values beside the circles are the posterior probabilities that the unannotated proteins belong to functional category 43 “vesicular transport”.
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The graph shows the relationship between sensitivity and specificity for different methods:
- Bayesian method
- Neighboring counting method
- Chi-square method

The x-axis represents specificity (%) ranging from 0 to 100, and the y-axis represents sensitivity (%) ranging from 0 to 100.
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19: Membrane fusion
33: Protein modification
43: Vesicular transport