Solving a nonlinear integer program for allocating resources
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Abstract

An algorithm for solving a nonlinear integer program for resource allocation is proposed. This algorithm is efficient and relatively simple.
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1. Introduction

The nonlinear integer program has been studied extensively by many researchers (see Refs [1–5], for example). In this paper, the nonlinear integer program (RIP) as shown below is solved by using a proposed novel and relatively simple algorithm:

\[
\min f(x_1, x_2, \ldots, x_N) = \sum_{j=1}^{N} \frac{a_j}{x_j}
\]

(RIP) s.t. \( \sum_{j=1}^{N} x_j \leq K \)

\( x_j \geq 1 \)

\( x_j \) is an integer, \( a_j > 0 \).

The model (RIP) is obtained from the integer program (HIP) below. It is a special form of resource allocation problem (a human resource distribution problem).

\[
\max \sum_{j=1}^{N} P_j \left( T_j - \frac{a_j}{x_j} \right)
\]
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(HIP) s.t. $\sum_{j=1}^{N} x_j \leq K$

$$x_j \geq 1, \quad x_j \text{ is a positive integer}$$ (2)

where $T_j, a_j$ and $P_j$ are given positive real numbers.

To solve (HIP), one can solve (RIP) first, and the solution of (HIP) follows immediately, since (RIP), in fact, can be obtained from (HIP) by some simple substitutions.

In this paper, Section 2 introduces the main theorem which is the theoretical foundation of our algorithm. The algorithm of a computational procedure is described in Section 3. Section 4 gives a simple example. The last section, Section 5, gives a conclusion and remarks.

2. Main theorem

In this section, we will prove the main theorem. Based upon this theorem, an algorithm will be developed for constructing a sequence of feasible solutions iteratively. The algorithm starts with a feasible solution $x_j = 1$, for all $j = 1, 2, \ldots, N$ and the algorithm terminates when an optimal solution is reached.

Let the feasible region of (HIP) be

$$X = \left\{(x_1, x_2, \ldots, x_N) : \sum_{j=1}^{N} x_j \leq K, x_j \geq 1 \forall j = 1, 2, \ldots, N\right\}.$$ (3)

Also let

$$X_p = \left\{(x_1, x_2, \ldots, x_N) : \sum_{j=1}^{N} x_j = N + p, x_j \geq 1 \right\}, \quad p = 0, 1, \ldots, L \quad \text{where } L = K - N.$$ (4)

Clearly, $\{X_p : p = 0, 1, 2, \ldots, L\}$ is a partition for $X$.

For $p = 0, 1, 2, \ldots, L$, we let

$$x(p) = (x(p, 1), x(p, 2), \ldots, x(p, N)) \in X_p \quad \text{(5)}$$

$$d(p) = (d(p, 1), d(p, 2), \ldots, d(p, N)) \quad \text{(6)}$$

where

$$d(p, j) = \begin{cases} 1, & \text{if } j = M, \text{ for exactly one given } M \in \{1, 2, \ldots, N\} \\ 0, & \text{if } j \neq M, \text{ for all } j \in \{1, 2, \ldots, N\}. \end{cases} \quad \text{(7)}$$

Then, when $p = 0$, all components of $x(p)$ are 1, i.e.

$$x(p) = (1, 1, \ldots, 1)$$ (8)

and

$$x(p + 1) = x(p) + d(p), \quad \text{for all } p = 0, 1, 2, \ldots, L.$$ (9)

Consequently,

$$f(x(p)) - f(x(p + 1)) = \frac{a_M}{x(p, M)(x(p, M) + 1)} > 0, \quad \text{for all } 0 \leq p \leq L, \quad x(p) \in X_p.$$ (10)

Thus, $\{f(x(p))\}$ is a decreasing sequence of $p$, for $0 \leq p \leq L$.

In addition, if $M$ is chosen so that

$$f(\tilde{x}(p)) - f(\tilde{x}(p + 1)) = \frac{a_M}{x(p, M)(x(p, M) + 1)} = \max_{1 \leq j \leq N} \frac{d_j}{x(p, j)(x(p, j) + 1)}.$$ (11)

Then, we have the following Lemma, and the Theorem:
For all 1 ≤ j ≤ N, suppose
\[
\frac{a_M}{\bar{x}(p, M)(\bar{x}(p, M) + 1)} < \frac{a_j}{x(p, j)(x(p, j) + 1)}
\]
then there exists a q such that y(k, q) = x(k + 1, q) and for all j ≠ q, y_j = x_j. Also by the Lemma, it follows that
\[
\frac{a_M}{\bar{x}(k, M)(\bar{x}(k, M) + 1)} = \max_{1 ≤ j ≤ N} \frac{a_j}{x(k, q)(x(k, q) + 1)}.
\]

**Proof.** For all 1 ≤ j ≤ N, suppose
\[
\frac{a_M}{\bar{x}(p, M)(\bar{x}(p, M) + 1)} < \frac{a_j}{x(p, j)(x(p, j) + 1)}
\]
then
\[
\frac{a_j}{\bar{x}(p, j)(\bar{x}(p, j) + 1)} ≤ \frac{a_M}{\bar{x}(p, M)(\bar{x}(p, M) + 1)} < \frac{a_j}{x(p, j)(x(p, j) + 1)}
\]
i.e.
\[
\frac{a_j}{\bar{x}(p, j)(\bar{x}(p, j) + 1)} < \frac{a_j}{x(p, j)(x(p, j) + 1)}
\]
and, consequently, we have
\[
\bar{x}(p, j)(\bar{x}(p, j) + 1) > x(p, j)(x(p, j) + 1).
\]
Since \(\bar{x}(p, j), (\bar{x}(p, j) + 1)\) and \(x(p, j), (x(p, j) + 1)\) are two pairs of consecutive integers,
\[
\bar{x}(p, j) > x(p, j) \quad \text{for all } j.
\]
This contradicts the fact that
\[
\sum_{j=1}^{N} \bar{x}(p, j) = \sum_{j=1}^{N} x(p, j) = N + p.
\]
Therefore, there exists a q such that y(k, q) = x(k + 1, q) and for all j ≠ q, y_j = x_j. Also by the Lemma, it follows that
\[
\frac{a_M}{\bar{x}(k, M)(\bar{x}(k, M) + 1)} ≥ \frac{a_q}{x(k, q)(x(k, q) + 1)}.
\]

2.2. **Theorem**

Let the sequence \{\(\bar{x}(p)\in X_p : p = 0, 1, 2, \ldots, L\) and \(d(p)\) be defined as in (5)–(9). Then
\[
f(\bar{x}(p)) ≤ f(x) \quad \text{for all } x \in X_p \quad \text{and for all } p = 0, 1, 2, \ldots, L.
\]

**Proof.** An induction proof is given as follows:

1. When \(p = 0, X_p = \{(1, 1, \ldots, 1)\}, it is trivial.
2. Assuming \( f(x(k)) \leq f(x) \) for all \( x \in X_k \), we have to prove that \( f(\bar{x}(k + 1)) \leq f(x) \) for all \( x \in X_{k+1} \). To show this, we know that for all \( x(k + 1) = (x(k + 1, 1), x(k + 1, 2), \ldots, x(k + 1, N)) \in X_{k+1} \), there are \( y(k) = (y(k, 1), y(k, 2), \ldots, y(k, N)) \in X_k \) and a \( q, 1 \leq q \leq N \), such that \( y_q + 1 = x_q \) and for all \( j \neq q \), \( y_j = x_j \). Also by the Lemma, it follows that

\[
\frac{a_M}{\bar{x}(k, M)(\bar{x}(k, M) + 1)} \geq \frac{a_q}{x(x, q)(x(k, q) + 1)}.
\]

Therefore, \( \forall x \in X_{k+1} \), it can be seen that

\[
f(x(k + 1)) = \sum_{j \neq q} \frac{a_j}{x(k + 1, j)} + \frac{a_q}{y(k, q) + 1} \\
\geq f(y(k)) - \frac{a_q}{y(k, q)} + \frac{a_q}{y(k, q) + 1} \\
\geq f(\bar{x}(k)) - \frac{a_q}{y(k, q)(y(k, q) + 1)} \\
\geq f(\bar{x}(k)) - \frac{a_M}{\bar{x}(k, M)(\bar{x}(k, M) + 1)} \\
= f(\bar{x}(k + 1)).
\]

This completes the proof of the theorem.

Moreover, the Main Theorem below can be seen immediately.

**Main Theorem.** \( \bar{x}(L), L = K - N \), is an optimal solution of the integer program (RIP).

3. **Algorithm**

A procedure for the algorithm for the computation is described below:

1. Let \( x_j = 1 \), for \( j = 1, 2, \ldots, N \).
2. Compute \( t_j \) for \( j = 1, 2, \ldots, N \), where

\[
t_j = \frac{a_j}{x_j(x_j + 1)}.
\]
3. Find the corresponding \( j \), say \( j_{max} \), of \( \max\{t_j, j = 1, 2, \ldots, N\} \). Notice that if \( j_{max} \) is multiple, the first one is chosen.
4. Increase \( x_{j_{max}} \) by 1, i.e. \( x_{j_{max}} = x_{j_{max}} + 1 \).
5. Repeat the process (from item 2 to item 4), until

\[
\sum_{j=1}^{N} x_j = K.
\]
6. Calculate \( f(x_1, x_2, \ldots, x_N) \), which is

\[
f(x_1, x_2, \ldots, x_N) = \sum_{j=1}^{N} \frac{a_j}{x_j} = \min_{x \in X} f(x_1, x_2, \ldots, x_N).
\]

4. **Example**

4.1. **Computational Example**

Let

\[
\min f(x_1, x_2, \ldots, x_4) = \frac{20}{x_1} + \frac{18}{x_2} + \frac{100}{x_3} + \frac{30}{x_4}
\]

s.t. \( x_1 + x_2 + x_3 + x_4 \leq 15 \)
\( x_1, x_2, x_3, x_4 > 0 \).
Table 1

<table>
<thead>
<tr>
<th>( t_{ij} )</th>
<th>( t_{i1} )</th>
<th>( t_{i2} )</th>
<th>( t_{i3} )</th>
<th>( t_{i4} )</th>
<th>( t_{imax} )</th>
<th>( x_{i1} )</th>
<th>( x_{i2} )</th>
<th>( x_{i3} )</th>
<th>( x_{i4} )</th>
<th>( \sum_j x_{ij} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{1j} )</td>
<td>10/1 = 10</td>
<td>10/1 = 10</td>
<td>20/1 = 20</td>
<td>30/1 = 30</td>
<td>30</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1 + 1 = 2</td>
</tr>
<tr>
<td>( t_{2j} )</td>
<td>10/1 = 10</td>
<td>10/1 = 10</td>
<td>20/1 = 20</td>
<td>30/2 = 15</td>
<td>20</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1 + 1 = 2</td>
</tr>
<tr>
<td>( t_{3j} )</td>
<td>10/1 = 10</td>
<td>10/1 = 10</td>
<td>20/2 = 10</td>
<td>30/2 = 15</td>
<td>15</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2 + 1 = 3</td>
</tr>
<tr>
<td>( t_{4j} )</td>
<td>10/1 = 10</td>
<td>10/1 = 10</td>
<td>20/2 = 10</td>
<td>30/3 = 10</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( t_{5j} )</td>
<td>10/2 = 5</td>
<td>10/1 = 10</td>
<td>20/10 = 10</td>
<td>30/3 = 10</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>1 + 1 = 2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( t_{6j} )</td>
<td>10/2 = 5</td>
<td>10/2 = 5</td>
<td>20/10 = 10</td>
<td>30/3 = 10</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2 + 1 = 3</td>
</tr>
<tr>
<td>( t_{7j} )</td>
<td>10/2 = 5</td>
<td>10/2 = 5</td>
<td>20/3 = 6.667</td>
<td>30/3 = 10</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Using the algorithm developed in Section 3, the solution of this problem can be obtained easily in a few mathematical operations:

1. The minimum is 39.333; and
2. \( x_1 = 3, x_2 = 3, x_3 = 6, x_4 = 3 \).

4.2. Example of hand calculation

\[
\min f(x_1, x_2, \ldots, x_4) = \frac{10}{x_1} + \frac{10}{x_2} + \frac{20}{x_3} + \frac{30}{x_4}
\]

s.t. \( x_1 + x_2 + x_3 + x_4 \leq 10 \)

\( x_1, x_2, x_3, x_4 \geq 1 \).

This problem can be easily solved by hand calculation with Table 1.

Consequently, \( x_1 = x_2 = 2, x_3 = x_4 = 3 \) and \( \min f(x_1, x_2, x_3, x_4) = 26.6667 \).

5. Conclusion and remarks

A relatively new theorem and algorithm for solving a nonlinear integer program for resource allocation is proposed in this research. It is very simple and efficient in comparison to the traditional approach. More specifically, for solving a nonlinear integer problem for allocating resources, there are only \( K - N \) iterations in which there are \( N \) divisions and \( K - N \) comparisons for finding the maximum involved.
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