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While the notion of knowledge is important in many academic disciplines such as philosophy, psychology, economics, and artificial intelligence, the storage and retrieval of data is the main concern of information science. In modern experimental science, knowledge is usually acquired by observing such data, and the cause-effect or association relationships between attributes of objects are often observable in the data.

However, when the amount of data is large, it is difficult to analyze and extract information or knowledge from it. Data mining is a scientific approach that provides effective tools for extracting knowledge so that, with the aid of computers, the large amount of data stored in databases can be transformed into symbolic knowledge automatically.

Data mining, which is one of the fastest growing fields in computer science, integrates various technologies including database management, statistics, soft computing, and machine learning. We have also seen numerous applications of data mining in medicine, finance, business, information security, and so on. Many data mining techniques, such as association or frequent pattern mining, neural networks, decision trees, inductive logic programming, fuzzy logic, granular computing, and rough sets, have been developed. However, such techniques have been developed, though vigorously, under rather ad hoc and vague concepts. For further development, a close examination of its foundations seems necessary. It is expected that this examination will lead to new directions and novel paradigms.

The study of the foundations of data mining poses a major challenge for the data mining research community. To meet such a challenge, we initiated a preliminary workshop on the foundations of data mining. It was held on May 6, 2002, at the Grand Hotel, Taipei, Taiwan, as part of the 6th Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD-02). This conference is recognized as one of the most important events for KDD researchers in Pacific-Asia area. The proceedings of the workshop were published as a special issue in [1], and the success of the workshop has encouraged us to organize an annual workshop on the foundations of data mining. The
workshop, which started in 2002, is held in conjunction with the IEEE International Conference on Data Mining (ICDM). The goal is to bring together individuals interested in the foundational aspects of data mining to foster the exchange of ideas with each other, as well as with more application-oriented researchers.

This volume is a collection of expanded versions of selected papers originally presented at the IEEE ICDM 2002 workshop on the Foundation of Data Mining and Discovery, and represents the state-of-the-art for much of the current research in data mining. Each paper has been carefully peer-reviewed again to ensure journal quality. The following is a brief summary of this volume’s contents.

The papers in Part I are concerned with the foundations of data mining and knowledge discovery. There are eight papers in this part. In the paper Knowledge Discovery as Translation by S. Ohsuga, discovery is viewed as a translation from non-symbolic to symbolic representation. A quantitative measure is introduced into the syntax of predicate logic, to measure the distance between symbolic and non-symbolic representations quantitatively. This makes translation possible when there is little (or no) difference between some symbolic representation and the given non-symbolic representation. In the paper Mathematical Foundation of Association Rules-Mining Associations by Solving Integral Linear Inequalities by T. Y. Lin, the author observes, after examining the foundation, that high frequency expressions of attribute values are the utmost general notion of patterns in association mining. Such patterns, of course, include classical high frequency itemsets (as conjunctions) and high level association rules. Based on this new notion, the author shows that such patterns can be found by solving a finite set of linear inequalities. The results are derived from the key notions of isomorphism and canonical representations of relational tables. In the paper Comparative Study of Sequential Pattern Mining Models by H.C. Kum, S. Paulsen, and W. Wang, the problem of mining sequential patterns is examined. In addition, four evaluation criteria are proposed for quantitatively assessing the quality of the mined results from a wide variety of synthetic datasets with varying randomness and noise levels. It is demonstrated that an alternative approximate pattern model based on sequence alignment can better recover the underlying patterns with little confounding information under all examined circumstances, including those where the frequent sequential pattern model fails. The paper Designing Robust Regression Models by M. Viswanathan and K. Ramamohanarao presents a study of the preference among competing models from a family of polynomial regressors. It includes an extensive empirical evaluation of five polynomial selection methods. The behavior of these five methods is analyzed with respect to variations in the number of training examples and the level of

---

1 There were three keynotes and two plenary talks. S. Smale, S. Ohsuga, L. Xu, H. Tsukimoto and T. Y. Lin. Smale and Tsukimoto’s papers are collected in the book Foundation and advances of Data Mining W. Chu and T. Y. Lin (eds).
noise in the data. The paper *A Probabilistic Logic-based Framework for Characterizing Knowledge Discovery in Databases* by Y. Xie and V.V. Raghavan provides a formal logical foundation for data mining based on Bacchus’ probability logic. The authors give formal definitions of “pattern” as well as its determiners, which were “previously unknown” and “potentially useful”. They also propose a logic induction operator that defines a standard process through which all the potentially useful patterns embedded in the given data can be discovered. The paper *A Careful Look at the Use of Statistical Methodology in Data Mining* by N. Matloff presents a statistical foundation of data mining. The usage of statistics in data mining has typically been vague and informal, or even worse, seriously misleading. This paper seeks to take the first step in remedying this problem by pairing precise mathematical descriptions of some of the concepts in KDD with practical interpretations and implications for specific KDD issues. The paper *Justification and Hypothesis Selection in Data Mining* by T.F. Fan, D.R. Liu, and C.J. Liau presents a precise formulation of Hume’s induction problem in rough set-based decision logic and discusses its implications for research in data mining. Because of the justification problem in data mining, a mined rule is nothing more than a hypothesis from a logical viewpoint. Hence, hypothesis selection is of crucial importance for successful data mining applications. In this paper, the hypothesis selection issue is addressed in terms of two data mining contexts. The paper *On Statistical Independence in a Contingency Table* by S. Tsumoto gives a proof showing that statistical independence in a contingency table is a special type of linear independence, where the rank of a given table as a matrix is equal to 1. By relating the result with that in projective geometry, the author suggests that a contingency matrix can be interpreted in a geometrical way.

The papers in Part II are devoted to methods of data mining. There are nine papers in this category. The paper *A Comparative Investigation on Model Selection in Binary Factor Analysis* by Y. An, X. Hu, and L. Xu presents methods of binary factor analysis based on the framework of Bayesian Ying-Yang (BYY) harmony learning. They investigate the BYY criterion and BYY harmony learning with automatic model selection (BYY-AUTO) in comparison with typical existing criteria. Experiments have shown that the methods are either comparable with, or better than, the previous best results. The paper *Extraction of Generalized Rules with Automated Attribute Abstraction* by Y. Shidara, M. Kudo, and A. Nakamura proposes a novel method for mining generalized rules with high support and confidence. Using the method, generalized rules can be obtained in which the abstraction of attribute values is implicitly carried out without the requirement of additional information, such as information on conceptual hierarchies. The paper *Decision Making Based on Hybrid of Multi-knowledge and Naïve Bayes Classifier* by Q. Wu et al. presents a hybrid approach to making decisions for unseen instances, or for instances with missing attribute values. In this approach, uncertain rules are introduced to represent multi-knowledge. The experimental results show that the decision accuracies for unseen instances are higher than those obtained
by using other approaches in a single body of knowledge. The paper *First-Order Logic Based Formalism for Temporal Data Mining* by P. Cotofrei and K. Stoffel presents a formalism for a methodology whose purpose is the discovery of knowledge, represented in the form of general Horn clauses, inferred from databases with a temporal dimension. The paper offers the possibility of using statistical approaches in the design of algorithms for inferring higher order temporal rules, denoted as temporal meta-rules. The paper *An Alternative Approach to Mining Association Rules* by J. Rauch and M. Šimůnek presents an approach for mining association rules based on the representation of analyzed data by suitable strings of bits. The procedure, 4ft-Miner, which is the contemporary application of this approach, is described therein. The paper *Direct Mining of Rules from Data with Missing Values* by V. Gorodetsky, O. Karsaev, and V. Samoilov presents an approach to, and technique for, direct mining of binary data with missing values. It aims to extract classification rules whose premises are represented in a conjunctive form. The idea is to first generate two sets of rules serving as the upper and lower bounds for any other sets of rules corresponding to all arbitrary assignments of missing values. Then, based on these upper and lower bounds, as well as a testing procedure and a classification criterion, a subset of rules for classification is selected.

The paper *Cluster Identification using Maximum Configuration Entropy* by C.H. Li proposes a normalized graph sampling algorithm for clustering. The important question of how many clusters exist in a dataset and when to terminate the clustering algorithm is solved via computing the ensemble average change in entropy. The paper *Mining Small Objects in Large Images Using Neural Networks* by M. Zhang describes a domain independent approach to the use of neural networks for mining multiple class, small objects in large images. In the approach, the networks are trained by the back propagation algorithm with examples that have been taken from the large images. The trained networks are then applied, in a moving window fashion, over the large images to mine the objects of interest. The paper *Improved Knowledge Mining with the Multimethod Approach* by M. Lenišć presents an overview of the multimethod approach to data mining and its concrete integration and possible improvements. This approach combines different induction methods in a unique manner by applying different methods to the same knowledge model in no predefined order. Although each method may contain inherent limitations, there is an expectation that a combination of multiple methods may produce better results.

The papers in Part III deal with issues related to knowledge discovery in a broad sense. This part contains four papers. The paper *Posting Act Tagging Using Transformation-Based Learning* by T. Wu et al. presents the application of transformation-based learning (TBL) to the task of assigning tags to postings in online chat conversations. The authors describe the templates used for posting act tagging in the context of template selection, and extend traditional approaches used in part-of-speech tagging and dialogue act tagging by incorporating regular expressions into the templates. The paper *Identification
of Critical Values in Latent Semantic Indexing by A. Kontostathis, W.M. Potter, and B.D. Davison deals with the issue of information retrieval. The authors analyze the values used by Latent Semantic Indexing (LSI) for information retrieval. By manipulating the values in the Singular Value Decomposition (SVD) matrices, it has been found that a significant fraction of the values have little effect on overall performance, and can thus be removed (i.e., changed to zero). This makes it possible to convert a dense term by dimensions and a document by dimension matrices into sparse matrices by identifying and removing such values. The paper Reporting Data Mining Results in a Natural Language by P. Strossa, Z. Černý, and J. Rauch represents an attempt to report the results of data mining in automatically generated natural language sentences. An experimental software system, AR2NL, that can convert implicational rules into both English and Czech is presented. The paper An Algorithm to Calculate the Expected Value of an Ongoing User Session by S. Millán et al. presents an application of data mining methods to the analysis of information collected from consumer web sessions. An algorithm is given that makes it possible to calculate, at each point of an ongoing navigation, not only the possible paths a viewer may follow, but also the potential value of each possible navigation.

We would like to thank the referees for their efforts in reviewing the papers and providing valuable comments and suggestions to the authors. We are also grateful to all the contributors for their excellent works. We hope that this book will be valuable and fruitful for data mining researchers, no matter whether they would like to uncover the fundamental principles behind data mining, or apply the theories to practical application problems.
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Part I

Foundations of Data Mining
Knowledge Discovery as Translation

Setsuo Ohsuga
Emeritus Professor of University of Tokyo
ohsuga@fd.catv.ne.jp

Abstract. This paper discusses a view to capture discovery as a translation from non-symbolic to symbolic representation. First, a relation between symbolic processing and non-symbolic processing is discussed. An intermediate form was introduced to represent both of them in the same framework and clarify the difference of these two. Characteristic of symbolic representation is to eliminate quantitative measure and also to inhibit mutual dependency between elements. Non-symbolic processing has opposite characteristics. Therefore there is a large gap between them. In this paper a quantitative measure is introduced in the syntax of predicate. It enables to measure the distance between symbolic and non-symbolic representations quantitatively. It means that even though there is no general way of translation from non-symbolic to symbolic representation, it is possible when there is some symbolic representation that has no or small distance from the given non-symbolic representation. It is to discover general rule from data. This paper discussed a way to discover implicative predicate in databases based on the above discussion. Finally the paper discusses some related issues. The one is on the way of generating hypothesis and the other is the relation between data mining and discovery.

1 Introduction

The objective of this paper is to consider knowledge discovery in data from the viewpoint of knowledge acquisition in knowledge-based systems in order for realizing self-growing autonomous problem-solving systems. Currently developed methods of data mining however are not necessarily suited for this purpose because it is to find some local dependency relation between data in a subset of database. What is required is to find one or a finite set of symbolic expression to represent whole database. In order to clarify the point of issue, the scope of applicability of knowledge is discussed first. In order for making knowledge-based systems useful, every rule in a knowledge base should have as wide applicability for solving different problems as possible. It means that knowledge is made and represented in the form free from any specific application but must be adjustable to different applications. In order to generate such knowledge from data a new method is necessary.
In this paper discovery is defined as a method to obtain rules in the declarative language from data in non-symbol form. First, applicability of knowledge for problem solving is considered and the scope of knowledge application is discussed from knowledge processing point of view in Sect. 2. It is also discussed that there is a substantial difference between current data mining method and wanted method of knowledge discovery in data. In Sect. 3 it is shown that discovery is a translation between different styles of representations; one is observed data and another is linguistic representation of discovered knowledge. It is pointed out that in general there is a semantic gap between them and because of this gap not necessarily every data but only those meeting special condition can be translated into knowledge. After a general discussion on symbolic and non-symbolic processing in Sect. 4, a mathematical form is introduced to represent both symbolic and non-symbolic processing in the same framework in Sect. 5. With this form the meaning of discovery as translation is made clear. In Sect. 6 the syntax of predicate logic is extended to come closer to non-symbolic system. In Sect. 7 a method of quick test for discovery is discussed. Some related issues such as a framework of hypothesis creation and the relation between discovery and ordinary data mining are discussed in Sect. 8. Section 9 is conclusion.

2 Scope of Knowledge at Application

One of the characteristics of declarative knowledge at problem solving is that rules are mostly independent from specific application and the same rule is used for solving different problems. Hereafter predicate logic is considered as a typical declarative knowledge representation. For the purpose of comprehension a typed logic is used. In this logic every variable is assigned explicitly a domain as a set of instances. For example, instead of writing “man is mortal” like \( (\forall x) \text{man} (x) \rightarrow \text{mortal} (x) \) as ordinary first order logic, it is written \( (\forall x/MAN) \text{mortal} (x) \) where MAN is a domain set of the variable \( x \). \( (\forall x) \) denotes “for all”. This representation is true for \( x \) in this domain, that is, \( x \in \text{MAN} \). Each rule includes variables and depending on the problem a value or a set of values is substituted into each variable by inference operation at problem solving. The substitution is possible only when the domain of the variable in the rule includes the value or the set of values included in the problem. For example “is Socrates mortal?” is solved as true because Socrates \( \in \text{MAN} \). Not only for single value as in this example, it holds for a set of values. For example, “are Japanese mortal?” is true because Japanese \( \subset \text{MAN} \).

The larger the domain is, the wider class of conclusions can be deduced from the rule. In this case the rule is said to have large scope of applicability. From the knowledge acquisition point of view, the knowledge with the larger scope is the more desirable to be generated because then the narrower scope knowledge can be deduced from it. Let assume a formula \( (\forall x/D) \) predicate \( (x) \) and its domain \( D \) is divided into a set \{\( D_1, D_2, \ldots, D_n \)\}. Then \( (\forall x/D_1) \)
predicatel\( (x) \), \((Di \subset D)\) is a formula with narrower domain. \(\forall x / D\) predicatel\( (x)\) implies \(\forall x / Di\) predicatel\( (x)\), \((Di \subset D)\), for all \(i\) and can replace all the latter predicates.

Applicability concerns not only the domain of variable but also the way of representing the set of instances. Assume a set of data \{(1,2), (2,3), (3,1), (4,4)\}. The data can be represented by a formula to represent, for example, a mathematical function that paths through the points \((1,2), (2,3), (3,1), (4,4)\) in this order in x-y plane. It also can be represented by a couple of other formulas to represent different functions that path through \((1,2), (2,3), (3,1)\) and \((2,3), (3,1), (4,4)\) respectively. These functions are different to each other. The first one is more suited for representing the original data set than the last two.

Many data mining method currently developed are not necessarily desirable in this point of view for finding rule because the scopes of rules discovered in these methods are usually very narrow. These methods intend to discover a set of local relations between attributes of observed data that appear more frequently than the others. If a rule to cover wider range of data is discovered, it is more desirable.

3 An Approach to Knowledge Discovery

3.1 Objective of Discovery

The objective of discovery in data is to know clearly about an object in which man has interest. It is assumed that there is a latent structure in the object. For example there can be some causal relations among some aspects of the object. Typically it is to know the causal relation of an object between stimuli from outside (input) and responses to it (output). By observing and analyzing the data representing the aspects of the object one can infer the hidden structure. If, as a typical case, there is no structure at all, observed data appear randomly, and no information on the object can be derived from the data. If there is some inner structure there must be some dependency relation among data to represent different aspects of the object, say stimuli and response. If one could know this structure of object, then he/she can use easily this information to applications.

It is desirable that this information is to represents the object’s inner structure totally. It is not always possible to get such information. If there is no such dependency in the object at all it is not possible. Even if such dependency exists, if the dependency relation is complicated but the amount of data is not enough to represent it, it is hardly possible.

Most data mining methods currently developed however do not get such information but attempt to capture some local dependency relations between variables to represent different aspects of the object by a statistical or its equivalent method. Even if the inner structure of an object is complicated
and to find it is difficult, it is possible to analyze local dependency of observed data and use the result for applications that need the relations. In this sense the data mining methods have a large applicability. For example, if it is found that there is close relation between amounts of sale of goods A and B in a supermarket, the manager can use the information to make decision on the arrangement of the goods in the store. But this information is useful only for this manager of the supermarket in the environment it stands for making this kind of decision. Data mining is often achieved therefore in request to the specific application. The scope of the results of data mining is narrow.

The information to represent object totally has a wide scope such that every local dependency can be derived from it. But even if an object has such a latent structure, it cannot be obtained generally from the results of current data mining method. In order to get it another approach is necessary. In the sequel the objective of discovery is to find a latent structure as a total relation between input and output of an object.

3.2 Discovery as Translation

As has been mentioned, the objective of discovery in data is to know about an object in which a person has interest. What has been discovered must be represented in a symbolic form in whatever the way. Today, various styles of representations are used in information technology such as those based on procedural language, on declarative language, on neural network mechanism, etc. A specific method of processing information is defined to every representation style. Therefore every style has its own object to which the processing style is best suited. Person selects a specific style depending on his/her processing objective. A specific information-processing engine (IPE in the sequel) can be implemented for each style based on the representation scheme and processing method. Computer, for example, is an IPE of the procedural processing style. A neural network has also an IPE. In principle any style of representation can be selected for representing discovered result but ordinary a declarative language is used because it is suited for wider applications. An instance embodying a representation style with its IPE forms an information-processing unit (IPU in the sequel). A computer program is an IPU of procedural processing style. A specific neural network is also an IPU. Each unit has its own scope of processing.

A scope of problems that each IPU can deal with is limited however and often is very narrow. It is desirable from user’s point of view that the scope is as wide as possible. Furthermore, it is desirable that the different styles can be integrated easily for solving such complex problems that require the scope over that of any single IPU. In general, however, it is not easy to integrate IPUs with different styles. In many cases it has been done manually in an ad hoc way for each specific pairs of IPUs to be integrated. The author has discussed in [2] a framework of integration of different representation schemes. The capability depends on the flexibility of each IPU to expand its scope.
of information processing as well as the expressive power of representation scheme of either or both of IPU to be integrated. It depends on representation scheme. Some scheme has a large expandability but the others have not. If one or both of IPUs has such a large expandability, the possibility of integrating these IPUs increases. Among all schemes that are used today, only purely declarative representation scheme meets this condition. A typical example is predicate logic. In the following therefore classic predicate logic is considered as a central scheme. Then discovery is to obtain knowledge through observation on an object and to represent it in the form of predicate logic. Every object has a structure or a behavioral pattern (input-output relation). In many cases however structure/behavioral-pattern is not visible directly but only superficial data is observed. These raw data are in non-symbolic form. Discovery is therefore to transform the data into symbolic expressions, here predicate logic. If a database represents a record of behavior (input-output relation) of an object and is translated into a finite set of predicate formulae, then it is discovery in data.

3.3 Condition to Enable Translation

Translation between systems with the different semantics must be considered. Semantics is considered here as the relation between world of objects (universe of discourse) and a system of information to represent it. The objects being described are entity, entity’s attribute, relation between entities, behavior/activity of entity and so on. Translation is to derive a representation of an object in a representation scheme from that of another representation scheme for the same object. Both systems must share the same object in the respective universe of discourse. If one does not have the object in its universe of discourse, then it cannot describe it. Hence the system must expand its universe by adding the objects before translation. Corresponding to this expansion of the universe its information world must also be expanded by being added the description of the object. This is the expandability.

Translation is possible between these two systems if and only if both systems can represent the same objects and also there is one-to-one correspondence between these representations. In other words, discovery is possible if and only if non-symbolic data representation and predicate logic meet this condition. In the next section the relation between non-symbolic processing and symbolic processing is discussed, then the condition for enabling translation from the former to the latter is examined.

4 Symbolic and Non-Symbolic Processing

Symbolic representation and non-symbolic representation are the different way of formal representation to refer some objects in the universe of discourse. A non-symbolic expression has a direct and hard-wired relation with the object.
Representation in non-symbolic form is strictly dependent on a devise for measurement that is designed specifically for the object. On the other hand, symbolic representation keeps independence from object itself. The relation between an object and its symbolic representation is made indirectly via a (conceptual) mapping table (dictionary). This mapping table can be changed. Then the same symbolic system can represent the different objects.

The different symbolic systems have been defined in this basic framework. Some is fixed to a specific universe of discourse and accordingly the mapping table is fixed. This example is seen in procedural language for computers. Its universe of discourse is fixed to the computer. Some others have the mapping tables that can be changed. The universe of discourse is not fixed but the same language expression can be used to represent the object in the different universes of discourse by changing the mapping table. This example is seen in most natural language and predicate logic as their mathematical formalization. These languages have modularity in representation. That is, everything is represented in a finite (in general, short) length of words. Thanks to this flexibility of mapping and its modularized representation scheme it gets a capability to accept new additional expressions any time. Therefore when new objects are added in the universe, the scope of predicate logic can expand by adding new representations corresponding to these new objects. This is called expandability of predicate logic in this paper. It gives predicate logic a large potentiality of integrating various IPUs.

For example, let a case of integrating predicate logic system as a symbolic IPU with another IPU of the different style be considered. Let these IPUs have the separate worlds of objects. That is, the description systems of the different IPUs have no common object. Then the universe of discourse of the symbolic IPU is expanded to include the objects of non-symbolic IPU and symbolic representations for the new objects are added to the information world of the symbolic IPU. Then these two IPUs share the common objects and these objects have different representations in the different styles. If an IPU can represent in its representation scheme the other IPU’s activity on its objects, then these two IPUs can be integrated. It is possible with predicate logic but not with the other styles of representation.

It is also possible with predicate logic to find unknown relation between objects in the information world by logical inference. These are the characteristics that give predicate logic a large potentiality of integrating various IPUs [2].

The expandability however is mere a necessary condition of an IPU for being translated formally to the other IPU but it is not sufficient. In general there is no one-to-one correspondence between non-symbolic expression and logical expression because of a substantial difference between their syntax as will be discussed below. Furthermore, the granularity of expression by predicate logic is too course comparing to non-symbolic expressions. Some method to expand the framework of predicate logic while preserving its advantages is necessary. In the sequel a quantitative measure is introduced into classical
predicate logic and a symbol processing system that represents non-symbol processing approximately is obtained.

There is another approach to merge symbol and non-symbol processing, say a neural network. It is to represent a neural network by means of special intuitive logic. Some attempts have been made so far and some kinds of intuitive logic have been proved equivalent to neural network [3]. But these approaches lose some advantages of classic logic such as expandability and completeness of inference. As the consequence these systems cannot have large usability as the classic logic system. This approach merely shifts the location of the gap from between symbolic processing and non-symbolic processing to between the classic logic and the special intuitive logic. Because of this reason, this paper does not take the latter approach but take an approach to approximate neural network by extended classical logic.

5 Framework To Compare Symbolic and Non-Symbolic Systems

5.1 An Intermediate Form

In order to compare symbolic system and non-symbolic system directly a mathematical form is introduced to represent both systems in the same framework. Predicate logic is considered to represent a symbolic system. For the above purpose a symbolic implicative typed-formula ($\forall x/D)[F(x) \rightarrow G(x)]$ is considered as a form to represent a behavior of an object. Here D is a set of elements, $D = (a, b, c, \ldots)$, and $x/D$ means $x \in D$. Let the predicates $F$ (and $G$) be interpreted as a property of $x$ in $D$, that is, “$F(x)$; an element $x$ in $D$ has a property $F$”.

Then the following quantities are defined.

First a state of $D$ is defined as a combination of $F(x)$ for all $x/D$. For example, “$F(a)$: True”, “$F(b)$: False”, “$F(c)$: False”, “$F(z)$: True” forms a state, say $SF_1$, of $D$ with respect to $F$. Namely, $SF_1 = (F(a), -F(b), -F(c), -F(z))$. There are $N = 2^n (= 2^{*n})$ different states.

Let “$F(x)$: True” and “$F(x)$: False” be represented by 1 and 0 respectively. Then $SF_1$ as above is represented (1, 0, 0, –, 1). Let the sequence is identified by a binary number $I = 100 - 1$ obtained by concatenating 0 or 1 in the order of arrangement. Also let $SF_1$ be $I$-th state in $N$ states. By arranging all states in the increasing order of $I$, a state vector $S_f$ is defined. That is,

$S_f = (SF_0, SF_1, -, F_{N-1})$. Among them, $S_{f_0} = \{ (1, 1, -, 1) \} = (\forall x/D)F(x)$ and $S_{f_3} = \{ S_f - (0, 0, -0) \} = (\exists x/D)F(x)$ are the only vectors that the ordinary predicate can represent. ($\exists x$) denotes “for some $x$”.

If the truth or false of $F$ for one of the elements in $D$ changes, then the state of $D$ changes accordingly. Let this change occurs probabilistically. Then a state probability $PF_f$ is defined to a state $SF_1$ as probability of $D$ being in the state $SF_1$ and a probability vector $Pf$ are also defined as $Pf = (PF_0, PF_1, -, PF_{N-1})$. 
Then it is shown that a logical inference \( F \land [F \rightarrow G] \Rightarrow G \) is equivalent to a mathematical form, \( P_g = Pf \times T \), if a transition matrix \( T = [t_{IJ}] \) satisfies a special condition as is shown in Fig. 1 as an example. This matrix is made as follows. Since \( F \rightarrow G = -F \lor G \) by definition, if \( "F(x); True" \) for some \( x \) in \( D \), then \( G(x) \) for the \( x \) must be true. That is, there is no transition from a state \( SF_I \) including \( "F(x); True" \) to a state \( SG_J \) of \( D \) in regard to \( G \) including \( "G(x); False" \) and \( t_{IJ} \) for this pair is put zero. The other elements of the transition matrix can be any positive values less than one. The above form is similar to a stochastic process. Considering the convenience of learning from database as will be shown later, the correspondence of the logical process and stochastic process is kept and a condition of the row sum of the matrix is made equal to one for every row.

It should be noted that many elements in this matrix are zero [1]. In case of non-symbolic system there is no such restriction to the transition matrix. This is the substantial difference between symbolic system and non-symbolic system.

This method is extended to \( (\forall x/D)[F_1(x) \land F_2(x) \rightarrow G(x)], (\forall x/D)(\forall y/E) [F_1(x) \land F_2(x, y) \rightarrow G(y)] \) and to the more general cases. If the premise of an implicative formula includes two predicates with the same variable like \( (\forall x/D)[F_1(x) \land F_2(x) \rightarrow G(x)] \) as above, then two independent states \( SF_1 \) and \( SF_2 \) of \( D \) are made corresponding to \( F_1(x) \) and \( F_2(x) \) respectively. Then

---

**Fig. 1.** Transition matrix to represent logical expression \( (Ax/d)(F(x) \rightarrow G(x)) \)

<table>
<thead>
<tr>
<th>p0</th>
<th>p1</th>
<th>p2</th>
<th>p3</th>
<th>p4</th>
<th>p5</th>
<th>p6</th>
<th>p7</th>
<th>p8</th>
<th>p9</th>
<th>p10</th>
<th>p11</th>
<th>p12</th>
<th>p13</th>
<th>p14</th>
<th>p15</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>x</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

x; non-negative value with row sum = 1
a compound state $S_f$ such as $S_f = S_f^1 \times S_f^2$ is made as the Cartesian product. From its compound probability vector $P_f$ a probability vector $P_g$ for the state $S_g$ is derived in the same way as above. In this case the number of states in $S_f$ is $2^{**}(2^{**}n)$ and transition matrix $T$ becomes $2^{**}(2^{**}n) \times 2^{**}(2^{**}n)$ matrix. Or it can be represented in a three-dimensional space by a $(2^{**}n) \times (2^{**}n) \times (2^{**}n)$ matrix and is called a Cubic Matrix. Each of three axes represents a predicate in the formula, that is, either $F_1$ or $F_2$ or $G$. It is a convenient way for a visual understanding and making the matrix consistent with logical definition. $(I, J)$-th element in each plane is made in such a way that it represents a consistent relation with the definition of logical imply when the states of $D$ with respect to $F_1$ and also to $F_2$ are $I$ and $J$ respectively. For example, in a plane of the state vector $S_g$ including $G(a) = 0$, $(I, J)$-th element corresponding to the states $I$ and $J$ of $S_f^1$ and $S_f^2$ including $F_1(a) = 1$, $F_2(a) = 1$ must be zero. It is to prevents a contradictory case of $F_1(a) = 1$, $F_2(a) = 1$ and $G(a) = 0$ to occur.

There can be cases in which more than two predicates are included in the premise. But in principle, these cases are decomposed to the case of two predicates. For example,

$F_1(x) \land F_2(x) \land F_3(x) \rightarrow G(x)$

can be decomposed into $F_1(x) \land F_2(x) \rightarrow K(x)$ and $K(x) \land F_3(x) \rightarrow G(x)$ by using an internal predicate $K(x)$.

Further extension is necessary for more than two variables, for example,

$(\forall x/D)(\forall y/E)[F_1(x) \land F_2(x, y) \rightarrow G(y)]$. In this case a new variable $z$ defined over the set $D \times E$ is introduced and a cubic matrix can be made. The following treaty is similar to the above case. In this way the set of logical implicative forms with the corresponding transition matrices is extended to include practical expressions. As the matter of course, the more complex is a predicate, the more complex becomes the representation of its matrix.

The computation $P_{gJ} = \Sigma_i P_{fI} \times t_{IJ}$ for $P_g = P_f \times T$ is formally the same as that included in an ordinary non-symbolic operation for transforming inputs to outputs. A typical example is neural network of which the input and output vectors are $P_{fJ}$ and $P_{gJ}$ respectively and the weight of an arc between nodes $I$ and $J$ is $t_{IJ}$. A neural network includes a non-linear transformation after this linear operation. Usually a function called Sigmoid Function is used. At the moment this part is ignored because this is not really an operation between non-symbolic representations but to represent a special way of translation from a non-symbolic expression into a symbolic expression.

A transition matrix for representing predicate logic has many restrictions comparing to a matrix to represent a non-symbolic system. First, since the former represents a probabilistic process, every element in this matrix must be in the interval $[0,1]$ while any weight value is allowed for neural network. But this is to some extent the matter of formalization of representation. By preprocessing the input values the different neural network of which the range of every input value becomes similar to probability may be obtained with substantially the same functionality as original one. Thus the first difference is not substantial one.
Second, in order for a matrix to keep the same relation as logical implication, it has to satisfy a constraint as shown in Fig. 1, while the matrix to represent non-symbolic systems is free from such a restriction. A non-symbolic system can represent an object at the very fine level and in many cases to continuous level. In other words, granularity of representation is very fine in the framework of neural network. But the framework is rigid for the purpose of expanding its scope of representation. For example in order to add a new element to a system a whole framework of representation must be changed. Therefore integration of two or more non-symbolic systems is not easy. Persons must define an ad hoc method for integration for every specific case. The granularity of logical predicate on the other hand is very coarse. Predicate logic however can expand the scope with the sacrifice of granularity of representation at fine level. Therefore predicate logic cannot represent non-symbolic systems correctly. In general, it is difficult to translate non-symbolic system into symbolic systems. In other words, only such non-symbolic systems that are represented in the same matrix as shown in Fig. 1 are translatable into symbolic systems. Therefore before going into discovery process, it is necessary to examine whether an object is translatable into symbolic system or not.

5.2 Condition of Database being Translated into Predicate

Whether a database can be translated into predicate or not is examined by comparing the matrix generated from the database with that of predicate. Since the latter matrix is different for every predicate formula, a hypothetical predicate is created first that is considered to represent the database. The matrix to represent this formula is compared with that of database. If they do not match to each other the predicate as a hypothesis is changed to the other. Thus this is an exploratory process.

The matrix for the database is created in an ordinary learning process, that is, IJ-th element of transition matrix is created and modified by data in the database. In an ordinary learning, if there is a datum to show the positive evidence the corresponding terms are increased by the small amount while for the negative data these are decreased. In this case an initial value must be decided in advance for every element. If there is no prior knowledge to decide it, the initial values of every element are made the same. In the case being discussed, there are some elements that correspond to every positive data satisfying the formula, i.e. those that are increased by the small amount. In the matrix, these are at the cross points of those rows corresponding to the states $SF_I$ of premise and the columns corresponding to the states $SG_J$ of consequence meeting the condition as hypothetical predicate. The other elements are decreased by some amount such that the row sum keeps one for every row. In the matrix, these are at the cross points corresponding to $SF_I$ and $SG_J$ including the data. For example, in the case of the simplest example $(Ax/D)\{F(x) \rightarrow G(x)\}$, if there are a pair of $F(a)$ and $G(a)$ in the database,
all states in \( S_f \) and \( S_g \) including “\( F(a); \) True” and “\( G(a); \) True” make up such cross points.

If the matrix made in this way approaches to that as shown in Fig. 1, then it is concluded that the object at the background of the data is represented by the predicate.

Since however some errors can be included in the observation and also not always enough data for letting the learning process to converge are not expected two matrices hardly to match exactly. Therefore an approach to enable an approximate matching is taken by expanding the syntax of an orthodox predicate logic toward to include probabilistic measure in the sequel.

6 Extending Syntax of Logical Expression

The syntax of predicate logic is expanded to include probability of truth of a logical expression while preserving its advantages of expandability.

In the representation of matrix form a probability vector \( P_f \) of the state vector \( S_f \) represented an occurrence probability of logical states. In the formal syntax of classical first order logic however only two cases of \( P_f \) actually can appear. These are \((0, 0, 0, −, 1)\) and \((0, *, *, −, *)\) that correspond to \((∀x/D)F(x)\) and \((∃x/D)F(x)\) respectively. Here * denotes any value in [0, 1]. Since a set \( D = \{a, b, c, −, z\} \) is assumed finite, \((∀x/D)F(x) = F(a) ∧ F(b) ∧ − ∧ F(z)\). Even if the probability of “\( F(x); \) True” is different for every element, that is, for \( x = a \) or \( x = b \) or − or \( x = z \), ordinary first order logic cannot represent it. In order to improve it a probability measure is introduced there. Let a probability of “\( F(x); \) True” be \( p(x) \) for \( D \ni x \). Then the syntax of logical fact expressions \((∀x/D)F(x)\) is expanded to \((∀x/D)\{F(x), p(x)\}\) meaning “for every \( x \) of \( D \), \( F(x) \) is true with probability \( p(x) \)”.

Since \( p(x) \) is a distribution over the set \( D \), it is different from \( P_f \) that is a distribution over the set of states \( S_f \). It is possible to obtain \( P_f \) from \( P_f \) and vice versa. Every state in \( S_f \) is defined as the combination of “\( F(x); \) True” or “\( F(x); \) False” for all elements in \( D \). I-th element of \( S_f \) is \( S_f_i \). An element in \( P_f \) corresponding to \( S_f_i \) is \( P_f_i \). Let “\( F(x); \) True” for the element \( x; i, j, − \) and “\( F(y); \) False” for \( y; k, l, − \) in \( S_f_i \). Then \( P_f_i = p(i) \times p(j) \times − × (1 − p(k)) \times (1 − p(l)) \times − \).

On the other hand, let an operation to sum up all positive components with respect to \( i \) in \( P_f \) be \( \Sigma_{i \in I} P_f_i \). Here the “positive component with respect to \( i \)” is \( P_f_i \) corresponding to \( S_f_i \) in which “\( F(x); \) True” for \( i \)-th element \( x \) in \( D \). This represents a probability that \( i \)-th element \( x \) in \( D \) is in the state “\( F(x); \) True”. That is, \( \Sigma_{i \in I} P_f_i = p(x) \).

Implicative formula is also expanded. Let an extension of an implicative formula \((∀x/D)[F(x) → G(x)]\) be considered as an example. The detail of the quantitative measure is discussed later. Whatever it may be it is to generate from \((∀x/D)\{F(x), p(x)\}\) a conclusion in the same form as the premise with its own probability distribution, i.e. \((∀x/D)\{G(x), r(x)\}\). In general \( r(x) \)
must be different from $p(x)$ because an implicative formula may also have some probabilistic uncertainty and it affects the probability distribution of consequence.

The matrix introduced in Sect. 5.1 to represent a logical formula to generate a conclusion for a logical premise gives a basis for extension of implicative formula. If one intends to introduce a probabilistic measure in the inference, the restriction imposed to the matrix is released in such a way that any positive value in $[0, 1]$ is allowed to every element under the only constraint that row sum is one for every row. With this matrix and an extended fact representation (non-implicative form) as above, it is possible to get a probability distribution of the conclusion in the extended logical inference as follows.

1. Generate $Pf$ from $p(x)$ of $(\forall x/D)\{F(x), p(x)\}$.
2. Obtain $Pg$ as the product of $Pf$ and the expanded transition matrix.
3. Obtain $r(x)$ of $(\forall x/D)\{G(x), r(x)\}$ from $Pg$.

Thus if a matrix representation is available for predicate logic, it represents an extension of predicate logic because it includes continuous values and allows the same process as non-symbolic operation. But it has drawbacks in two aspects. First, it needs to hold a large matrix to every implicative representation and second, and the more important, it loses modularity that was the largest advantage of predicate logic for expanding the scope autonomously. Modularity comes from the mutual independence of elements in $D$ in a logical expression. That is, the mutual independence between elements in $D$ is lost in the operation $Pg = Pf \times T$ for the arbitrarily expanded matrix and it causes the loss of modularity. This is an operation to derive $PgJ$ by $PgJ = \Sigma_i Pf_i \times t_{IJ} = Pf_1 \times t_{1J} + Pf_2 \times t_{2J} + \ldots + Pf_N \times t_{NJ}$. That is, $J$-th element of $Pg$ is affected by the other elements of $Pf$ than $J$-th element. If this occurs, logical value of an element in $D$ is not decided independently but is affected by the other elements. Then there is no modularity any more.

In order to keep the independence of logical value, and therefore the modularity of predicate at inference it is desirable to represent logical implication in the same form as the fact representation like $(\forall x/D)\{[F(x) \rightarrow G(x)], q(x)\}$. It is read “for every $x$ of $D$, $F(x) \rightarrow G(x)$ with probability $q(x)$”. In this expression $q(x)$ is defined to each element in $D$ independently. Then logical inference is represented as follows.

$$(\forall x/D)\{F(x), p(x)\} \land (\forall x/D)\{[F(x) \rightarrow G(x)], q(x)\} \Rightarrow (\forall x/D)\{G(x), r(x)\},$$

$$r(x) = f(p(x), q(x)).$$

If it is possible to represent logical inference in this form, the actual inference operation can be divided into two parts. The first part is the ordinary logical inference such as, $(\forall x/D)F(x) \land (\forall x/D)\{F(x) \rightarrow G(x)\} \Rightarrow (\forall x/D)G(x)$.

The second part is the probability computation $r(x) = f(p(x), q(x))$. This is the operation to obtain $r(x)$ as the function only of $p(x)$ and $q(x)$ with the same variable and is performed in parallel with the first part. Thus logical
operation is possible only by adding the second part to the ordinary inference operation.

This is the possible largest extension of predicate logic to include a quantitative evaluation meeting the condition for preserving the modularity. This extension reduces the gap between non-symbolic and symbolic expression to a large extent. But it cannot reduce the gap to zero but leaves a certain distance between them. If this distance can be made small enough, then predicate logic can approximate non-symbolic processing. Here arises a problem of evaluating the distance between arbitrarily expanded matrix and the matrix with the restricted expansion.

Coming back to the matrix operation, the probability of the consequence of inference is obtained for \( i \)-th element as

\[
r(x_i) = \sum_{s_i \in I} Pg = \sum_{s_i \in I} (\Sigma_I Pf_j \times t_{ij}), (x_i \text{ is } i \text{-th element of } D)
\]

This expression is the same as non-symbolic processing. On the other hand an approximation is made that produces an expression like the one shown as above.

First the following quantities are defined.

\[
q(x_k) = \sum_{s_k \in J} t_{NJ}, r'(x_k) = (\Sigma_{s_k \in J} t_{NJ})(\Sigma_{s_i \in I} Pf_j), (x_k \text{ is } k \text{-th element in } D)
\]

\( r'(x) \) is obtained by replacing every \( IJ \)-th element by \( NJ \)-th element, that is, by the replacement, \( t_{IJ} \leftarrow t_{NJ} \) in a transition matrix. Since every row is replaced by last row, the result of operations with this matrix is correct only when input vector is \( Pf = (0, 0, -, 1) \), that is, \( (\forall x/D) F(x) \) holds true with certainty. If some uncertainty is included in \( (\forall x/D) F(x) \), then there is some finite difference between the true value \( r(x_k) \) and its approximation \( r'(x_k) \). It is:

\[
r(x_k) - r'(x_k) = \sum_{s_k \in J} [(\Sigma_I Pf_j \times t_{IJ}) - t_{NJ} \times (\Sigma_I Pf_j)] \\
= \sum_{s_k \in J}(\Sigma_I Pf_j \times (t_{IJ} - t_{NJ})) = \Sigma_I(\Sigma_{s_k \in J} Pf_j \times (t_{IJ} - t_{NJ})) \\
= \Sigma_I Pf_j \times (\Sigma_{s_k \in J}(t_{IJ} - t_{NJ}))
\]

This is not always small enough for a general non-symbolic processing. But if this error reduces to zero as data increases for a non-symbolic system, then this system is the one that is translatable into a symbolic system. Thus, by the estimation of this error, whether the database can be translated into predicate formula as a whole or not is decided.

This is a process of hypothesis creation and test. It proceeds as follows.

1. A hypothetical predicate assumed to represent the given databases is generated.
2. A transition matrix is generated from the database with respect to the predicate.
3. Calculate the error.
(4) If the error is below the threshold, then accept the predicate. Otherwise
generate the other hypothesis and repeat the above process.

In case of success, the probability distribution \( r(x) \) of the conclusion of
inference is obtained as an inner product of \( p(x) \) and \( q(x) \), i.e.,
\[
r(x) = p(x) \times q(x).
\]

This discussion on a very simple implicative formula holds true for the
more general formulas. The importance of this approximation is that, first of
all, predicate logic can be expanded without destroying the basic framework
of logical inference by simply adding a part to evaluate quantitatively the
probability. If it is proved in this way that the predicate formula(s) represents
the databases, then this discovered knowledge has the larger applicability for
wider class of problems than the database itself.

In general non-symbolic processing assumes mutual dependency between
elements in a set and includes computations of their cross terms. On the other
hand predicate logic stands on the premise that every element is independent
to each other. This is the substantial difference between symbolic and non-
symbolic representation/processing. In the above approximation this cross
term effects are ignored.

7 Quick Test of Hypothesis

Generation of hypothesis is one of the difficulties included in this method.
Large amount of data is necessary for hypothesis testing by learning. It needs
lot of computations to come to conclusion. Rough but quick testing is desirable
based on small amount of data.

Using an extended inference,
\[
(\forall x/D) (F(x), p(x)) \land (\forall x/D)(F(x) \rightarrow G(x), q(x)) \Rightarrow ((\forall x/D) (G(x), r(x)) ,
\[
r(x) = p(x) \times q(x),
\]

\( q(x) \) is obtained directly by learning from the data in a database.

Assuming that every datum is error-free, there can be three cases such as
(1) datum to verify the implicative logical formula exists, (2) datum to deny
the logical formula exists and (3) some datum necessary for testing hypothesis
does not exist.

The way of coping with the data is different by a view to the database.
There are two views. In one view, it is assumed that a database represents
every object in the universe of discourse exhaustively or, in other words, a
closed world assumption holds to this database. In this case if some data
to prove the hypothesis does not exists in the database the database denies
the hypothesis. On the other hand, it is possible to assume that a database is
always incomplete but is open. In this case, even if data to prove a predicate do
not exist, it does not necessarily mean that the hypothesis should be rejected.
The latter view is more natural in case of discovery and is taken in this paper. Different from business databases in which every individual datum has its own meaning, the scope of data to be used for knowledge discovery cannot be defined beforehand but is augmented by adding new data. A way of obtaining the probability distribution for a hypothesis is shown by an example.

Example: A couple of databases, $FG(D,E)$ and $H(D,E)$, be given.

$$FG(D,E) = (-, (a1, b1), (a1, b2), (a1, b4), (a2, b2), -)$$

$$H(D,E) = (-, (a1, b1), (a1, b2), (a1, b3), (a2, b2), -)$$

Where $D = (a1, a2, -, am)$ and $E = (b1, b2, -, bm)$.

Assume that a logical implicative formula $(\forall x/D)(\forall y/E)\{F(x)\land H(x, y) \rightarrow G(y)|q(x)\}$ is made as a hypothesis. At the starting time, every initial value in the probability distribution $q(x)$ is made equal to 0.5. Then since $F(a1)$ holds true for an element $a1$ and $H(a1, b1), H(a1, b2), H(a1, b3)$ hold true in the database, $G(b1), G(b2), G(b3)$ must hold true with this hypothesis. But there is no datum to prove $G(b3)$ in the databases. Thus for 2 cases out of 3 required cases the hypothesis is proved true actuary by data. The probability distribution $q(x)$ of the logical formula is obtained as a posterior probability starting from the prior probability 0.5 and evaluating the contribution of the existing data to modify the effective probability like $q(a1) = 0.5 + 0.5 \times 2/3 = 5/6$.

By calculating the probability for every data in this way, a probability distribution, $q(x)$, is obtained approximately. If for every element of $D$ the probability is over the pre-specified threshold value, this hypothetical formula is accepted. When database is very large, small amount of data is selected from there and hypotheses are generated by this rough method and then precise test is achieved.

8 Related Issues

8.1 Creating Hypothesis

There still remains a problem of constructing hypothesis. There is no definite rule for constructing it except a fact that it is in a scope of variables included in the database. Let a set of variables (columns) in the database be $X = (X1, X2, -, XN)$ and the objective of discovery be to discover a predicate formula such as $P1 \land P2 \land - \land Pir \rightarrow G(XN)$ for $XN$ of which the attribute is $G$.

For any subset of it a predicate is assumed. Let $i$-th subset of $X$ be $(Xi1, Xi2, -, Xik)$. Then, a predicate $Pi(Xi1, Xi2, -, Xik)$ is defined.

Let a set of all predicates thus generated be $P$. For any subset $Pj = (Pj1, Pj2, -, Pjm)$ in $P$, i.e. $P \supset Pj$, $Pj1 \land - \land Pj2 \land - \land Pjm \rightarrow G(XN)$ can be a candidate of discovery that may satisfy the condition discussed so far. That is, this formula can be a hypothesis.
In more general case, the form $P_1^#P_2^# - P_i \rightarrow G(XN)$ is considered instead of $P_1 \land P_2 \land \neg P_i \rightarrow G(XN)$ where the symbol $#$ denotes either $\land$ or $\lor$.

Since there can be so many hypotheses this is not to give a practical method of hypothesis creation but shows a framework of hypotheses to be created. Human insight is required to select a few possible candidates out of them.

8.2 Data Mining and Knowledge Discovery

The relation of ordinary data mining and discovery is discussed. Coming back to the simplest case of Fig. 1, assume that non-symbolic representation does not meet the condition of translatability into predicate formula, that is, some finite non-zero values appear to the positions that must be zero for the set of instances $D$ as the variable domain. More generally referring to the extended representation, assume that the error exceeds the pre-defined value. However some reduced set $D_i$ of $D$ may meet the condition where $D_i$ is a subset of $D$, $D_i \subset D$. Unless all elements are distributed evenly in the matrix, probability of such a subset to occur is large. Data mining is to find such subsets and to represent the relation among the elements. In this sense the data mining method is applicable to any object.

Assume that an object has a characteristic that enables the discovery as discussed in this paper. In parallel with this it is possible to apply ordinary data mining methods to the same object. In general however it is difficult to deduce the predicate formula to represent the database as a whole, i.e. discovery as discussed so far, from the result of data mining. In this sense these approaches are different.

9 Conclusion

This paper stands on an idea that discovery is a translation from non-symbolic raw data to symbolic representation. It has discussed first a relation between symbolic processing and non-symbolic processing. Predicate logic was selected as the typical symbolic representation. A mathematical form was introduced to represent both of them in the same framework. By using it the characteristics of these two methods of representation and processing are analyzed and compared. Predicate logic has capability to expand its scope. This expandability brings the predicate logic a large potential capability to integrate different information processing schemes. This characteristic is brought into predicate logic by elimination of quantitative measure and also of mutual dependency between elements in the representation. Non-symbolic processing has opposite characteristics. Therefore there is a gap between them and it is difficult to reduce it to null. In this paper the syntax of predicate logic was extended so that some quantitative representation became possible. It reduces the gap
to a large extent. Even though this gap cannot be eliminated completely, this extension is useful for some application including knowledge discovery from database because it was made clear that translation from the non-symbolic to symbolic representation, that is discovery, is possible only for the data of which this gap is small. Then this paper discussed a way to discover one or more implicative predicate in databases using the above results.

Finally the paper discussed some related issues. One is the framework of hypothesis creation and the second is the relation between data mining and discovery.
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Summary. Informally, data mining is derivation of patterns from data. The mathematical mechanics of association mining (AM) is carefully examined from this point. The data is table of symbols, and a pattern is any algebraic/logic expressions derived from this table that have high supports. Based on this view, we have the following theorem: A pattern (generalized associations) of a relational table can be found by solving a finite set of linear inequalities within a polynomial time of the table size. The main results are derived from few key notions that observed previously: (1) Isomorphism: Isomorphic relations have isomorphic patterns. (2) Canonical Representations: In each isomorphic class, there is a unique bitmap based model, called granular data model
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1 Introduction

What is data mining? There are many popular citations. To be specific, [6] defines data mining as the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns from data. Clearly it serves more as a guideline than a scientific definition. “Novel,” “useful,” and “understandable,” involve subjective judgments; they cannot be used for scientific criteria. In essence, it says data mining is

- Drawing useful patterns (high level information and etc.) from data.

This view spells out few key ingredients:

1. What are the data?
2. What are the pattern?
3. What is the logic system for drawing patterns from data?
4. How the pattern is related to real world? (usefulness)

T.Y. Lin: Mathematical Foundation of Association Rules – Mining Associations by Solving Integral Linear Inequalities, Studies in Computational Intelligence (SCI) 6, 21–42 (2005)
www.springerlink.com © Springer-Verlag Berlin Heidelberg 2005
This paper was motivated from the research on the foundation of data mining (FDM). We note that

- The goal of FDM is not looking for new data mining methods, but is to understand how and why the algorithms work.

For this purpose, we adopt the axiomatic method:

1. Any assumption or fact (data and background knowledge) that are to be used during data mining process are required to be explicitly stated at the beginning of the process.
2. Mathematical deductions are the only accepted reasoning modes.

The main effort of this paper is to provide the formal answers to the questions. As there is no formal model of real world, last question cannot be in the scope of this paper. The axiomatic method fixes the answer of question three. So the first two question will be our focusing. To have a more precise result, we will focus on a very specific, but very popular special techniques, namely, the association (rule) mining.

1.1 Some Basics Terms in Association Mining (AM)

A relational table (we allow repeated rows) can be regarded as a knowledge representation $K : V \rightarrow C$ that represents the universe (of entities) by attribute domains, where $V$ is the set of entities, and $C$ is the “total” attribute domain. Let us write a relational table by $K = (V, A)$, where $K$ is the table, $V$ is the universe of entities, and $A = \{A^1, A^2, \ldots A^n\}$ is the set of attributes.

In AM, two measures, support and confidence, are the criteria. It is well-known among researchers, support is the essential one. In other words, high frequency is more important than the implications. We call them high frequency patterns, undirected association rules or simply associations.

Association mining originated from the market basket data [1]. However, in many software systems, the data mining tools are applied to relational tables. For definitive, we have the following translations and will use interchangeably:

1. An item is an attribute value,
2. A $q$-itemset is a subtuple of length $q$, in short, $q$-subtuple
3. A $q$-subtuple is a high frequency $q$-itemset or an $q$-association, if its occurrences are greater than or equal to a given threshold.
4. A $q$-association or frequent $q$-itemset is a pattern, but a pattern may have other forms.
5. All attributes of a relational are assumed to be distinct (non-isomorphic); there is no loss in generality for such an assumption; see [12].
2 Information Flows in AM

In order to fully understand the mathematical mechanics of AM, we need to understand how the data is created and transformed into patterns. First we need a convention:

- A symbol is a string of “bit and bytes;” it has no real world meaning. A symbol is termed a word, if the intended real world meaning participates in the formal reasoning.

We would like to caution the mathematicians, in group theory, the term “word” is our “symbol.”

Phase One: A slice of the real world → a relational table of words.
The first step is to examine how the data are created. The data are results of a knowledge representation. Each word (an attribute name or attribute value) in the table represents some real world facts. Note that the semantics of each word are not implemented and rely on human support (by traditional data processing professionals). Using AI’s terminology [3], those attribute names and values (column names and elements in the tables) are the semantic primitives. They are primitives, because they are undefined terms inside the system, yet the symbols do represent (unimplemented) human-perceived semantics.

Phase Two: A table of words → A table of symbols.
The second step is to examine how the data are processed by data mining algorithms. In AM, a table of words is used as a table of symbols because data mining algorithms do not consult humans for the semantics of symbols and the semantics are not implemented. Words are treated as “bits and bytes” in AM algorithm.

Phase Three: A table of symbols → high frequency subtuples of symbols.
Briefly, the table of symbols is the only available information in AM. No background knowledge is assumed and used. From a axiomatic point of view, this is where AM is marked very differently from clustering techniques (both are core techniques in data mining [5]); in latter techniques, background knowledge are utilized. Briefly in AM the data are the only “axioms,” while in clustering, besides the data, there is the geometry of the ambient space.

Phase Four: Expressions of symbols → expressions of words.
Patterns are discovered as expressions of symbols in the previous phase. In this phase, those individual symbols are interpreted as words again by human experts using the meaning acquired in the representation phase. The key question is: Can such interpreted expressions be realized by some real world phenomena?
3 What are the Data? – Table of Symbols

3.1 Traditional Data Processing View of Data

First, we will re-examine how the data are created and utilized by data processing professionals: Basically, a set of attributes, called relational schema, are selected. Then, a set of real world entities are represented by a table of words. These words, called attribute values, are meaningful words to humans, but their meanings are not implemented in the system. In a traditional data processing (TDP) environment, DBMS, under human commands, processes these data based on human-perceived semantics. However, in the system, for example, COLOR, yellow, blue, and etc are “bits and bytes” without any meaning; they are pure symbols. Using AI’s terminology [3], those attribute names and values (column names, and elements in the tables) are the semantic primitives. They are primitives, because they are undefined terms inside the system, yet the symbols do represent (unimplemented) human-perceived semantics.

3.2 Syntactic Nature of AM – Isomorphic Tables and Patterns

Let us start this section with an obvious, but a somewhat surprising and important observation. Intuitively, data is a table of symbols, so if we change some or all of the symbols, the mathematical structure of the table will not be changed. So its patterns, e.g., association rules, will be preserved. Formally, we have the following theorem [10, 12]:

**Theorem 3.1.** Isomorphic relations have isomorphic patterns.

Isomorphism classifies the relation tables into isomorphic classes. So we have the following theorem, which implies the syntactic nature of AM. They are patterns of the whole isomorphic class, even though many of isomorphic relations may have very different semantics; see next Sect. 3.3.

**Corollary 3.2.** Patterns are property of isomorphic class.

3.3 Isomorphic but Distinct Semantics

The two relations, Table 1, 2, are isomorphic, but their semantics are completely different, one table is about (hardware) parts, the other is about suppliers (sales persons). These two relations have isomorphic associations;

1. Length one: TEN, TWENTY, MAR, SJ, LA in Table 1 and 10, 20, SCREW, BRASS, ALLOY in Table 2
2. Length two: (TWENTY, MAR), (MAR, SJ), (TWENTY, SJ) in Table 1, (20, SCREW), (SCREW, BRASS), (20, BRASS), Table 2
Table 1. A Table K

<table>
<thead>
<tr>
<th>V</th>
<th>K</th>
<th>(S#)</th>
<th>Business Amount (in m.)</th>
<th>Birth Day CITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>v₁</td>
<td>(S₁)</td>
<td>TWENTY</td>
<td>MAR</td>
<td>NY</td>
</tr>
<tr>
<td>v₂</td>
<td>(S₂)</td>
<td>TEN</td>
<td>MAR</td>
<td>SJ</td>
</tr>
<tr>
<td>v₃</td>
<td>(S₃)</td>
<td>TEN</td>
<td>FEB</td>
<td>NY</td>
</tr>
<tr>
<td>v₄</td>
<td>(S₄)</td>
<td>TEN</td>
<td>FEB</td>
<td>LA</td>
</tr>
<tr>
<td>v₅</td>
<td>(S₅)</td>
<td>TWENTY</td>
<td>MAR</td>
<td>SJ</td>
</tr>
<tr>
<td>v₆</td>
<td>(S₆)</td>
<td>TWENTY</td>
<td>MAR</td>
<td>SJ</td>
</tr>
<tr>
<td>v₇</td>
<td>(S₇)</td>
<td>TWENTY</td>
<td>APR</td>
<td>SJ</td>
</tr>
<tr>
<td>v₈</td>
<td>(S₈)</td>
<td>THIRTY</td>
<td>JAN</td>
<td>LA</td>
</tr>
<tr>
<td>v₉</td>
<td>(S₉)</td>
<td>THIRTY</td>
<td>JAN</td>
<td>LA</td>
</tr>
</tbody>
</table>

Table 2. An Table K’

<table>
<thead>
<tr>
<th>V</th>
<th>K</th>
<th>(S#)</th>
<th>Weight</th>
<th>Part Name</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>v₁</td>
<td>(P₁)</td>
<td>20</td>
<td>SCREW</td>
<td>STEEL</td>
<td></td>
</tr>
<tr>
<td>v₂</td>
<td>(P₂)</td>
<td>10</td>
<td>SCREW</td>
<td>BRASS</td>
<td></td>
</tr>
<tr>
<td>v₃</td>
<td>(P₃)</td>
<td>10</td>
<td>NAIL</td>
<td>STEEL</td>
<td></td>
</tr>
<tr>
<td>v₄</td>
<td>(P₄)</td>
<td>10</td>
<td>NAIL</td>
<td>ALLOY</td>
<td></td>
</tr>
<tr>
<td>v₅</td>
<td>(P₅)</td>
<td>20</td>
<td>SCREW</td>
<td>BRASS</td>
<td></td>
</tr>
<tr>
<td>v₆</td>
<td>(P₆)</td>
<td>20</td>
<td>SCREW</td>
<td>BRASS</td>
<td></td>
</tr>
<tr>
<td>v₇</td>
<td>(P₇)</td>
<td>20</td>
<td>PIN</td>
<td>BRASS</td>
<td></td>
</tr>
<tr>
<td>v₈</td>
<td>(P₈)</td>
<td>30</td>
<td>HAMMER</td>
<td>ALLOY</td>
<td></td>
</tr>
<tr>
<td>v₉</td>
<td>(P₉)</td>
<td>30</td>
<td>HAMMER</td>
<td>ALLOY</td>
<td></td>
</tr>
</tbody>
</table>

However, they have non-isomorphic interesting rules:
We have assumed: Support ≥ 3

1 In Table 1, (TWENTY, SJ) is interesting rules; it means the business amount at San Jose is likely 20 millions.
1' However, it is isomorphic to (20, BRASS), which is not interesting at all, because 20 is referred to PIN, not BRASS.
2 In Table 2, (SCREW, BRASS) is interesting; it means the screw is most likely made from BRASS.
2' However, it is isomorphic to (MAR, SJ), which is not interesting, because MAR is referred to a supplier, not to a city.

4 Canonical Models of Isomorphic Class

From Corollary 3.2 of Sect. 3.2, we see that we only need to conduct AM in one of the relations in an isomorphic class. The natural question is: Is there a canonical model in each isomorphic class, so that we can do efficient AM in
this canonical model. The answer is “yes;” see [10, 12]. Actually, the canonical model has been used in traditional data processing, called bitmap indexes [7].

4.1 Tables of Bitmaps and Granules

In Table 3, the first attributes, $F$, would have three bit-vectors. The first, for value 30, is 11000110, because the first, second, sixth, and seventh tuple have $F = 30$. The second, for value 40, is 00101001, because the third, fifth, and eighth tuple have $F = 40$; see Table 4 for the full details.

<table>
<thead>
<tr>
<th>$V$</th>
<th>$F$</th>
<th>$G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>30</td>
<td>foo</td>
</tr>
<tr>
<td>$e_2$</td>
<td>30</td>
<td>bar</td>
</tr>
<tr>
<td>$e_3$</td>
<td>40</td>
<td>baz</td>
</tr>
<tr>
<td>$e_4$</td>
<td>50</td>
<td>foo</td>
</tr>
<tr>
<td>$e_5$</td>
<td>40</td>
<td>bar</td>
</tr>
<tr>
<td>$e_6$</td>
<td>30</td>
<td>foo</td>
</tr>
<tr>
<td>$e_7$</td>
<td>30</td>
<td>bar</td>
</tr>
<tr>
<td>$e_8$</td>
<td>40</td>
<td>baz</td>
</tr>
</tbody>
</table>

Table 3. A Relational Table $K$

<table>
<thead>
<tr>
<th>$F$-Value</th>
<th>Bit-Vectors</th>
<th>Granules</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>11000110</td>
<td>${e_1, e_2, e_6, e_7}$</td>
</tr>
<tr>
<td>40</td>
<td>00101001</td>
<td>${e_3, e_5, e_8}$</td>
</tr>
<tr>
<td>50</td>
<td>00010000</td>
<td>${e_4}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$G$-Value</th>
<th>Bit-Vectors</th>
<th>Granules</th>
</tr>
</thead>
<tbody>
<tr>
<td>foo</td>
<td>10010100</td>
<td>${e_1, e_4, e_6}$</td>
</tr>
<tr>
<td>bar</td>
<td>01001010</td>
<td>${e_2, e_7}$</td>
</tr>
<tr>
<td>baz</td>
<td>00100001</td>
<td>${e_3, e_5, e_8}$</td>
</tr>
</tbody>
</table>

Table 4. The bit-vectors and granules of $K$

Using Table 4 as the translation table, the two tables, $K$ and $K'$ in Table 3 are transformed into table of bitmaps, $\text{TOB}(K)$ (Table 5. It should be obvious that we will have the exact same bitmap table for $K'$, that is, $\text{TOB}(K) = \text{TOB}(K')$.

Next, we note that a bit-vector can be interpreted as a subset, called granule, of $V$. For example, the bit vector, 11000110, of $F = 30$ represents the subset $\{e_1, e_2, e_6, e_7\}$, similarly, 00101001, of $F = 40$ represents the subset $\{e_3, e_5, e_8\}$. As in the bitmap case, Table 3 is transformed into table of granules (TOG), Table 6. Again, it should be obvious that $\text{TOG}(K) = \text{TOG}(K')$. 
Table 5. Table of Symbols $K$ and Table of Bitmaps $TOB(K)$

<table>
<thead>
<tr>
<th>$V$</th>
<th>$F$</th>
<th>$G$</th>
<th>$F$-bit</th>
<th>$G$-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>30</td>
<td>foo</td>
<td>11000110</td>
<td>10010100</td>
</tr>
<tr>
<td>$e_2$</td>
<td>30</td>
<td>bar</td>
<td>11000110</td>
<td>01000010</td>
</tr>
<tr>
<td>$e_3$</td>
<td>40</td>
<td>baz</td>
<td>00101001</td>
<td>00100101</td>
</tr>
<tr>
<td>$e_4$</td>
<td>50</td>
<td>foo</td>
<td>00010000</td>
<td>10010100</td>
</tr>
<tr>
<td>$e_5$</td>
<td>40</td>
<td>baz</td>
<td>00101001</td>
<td>01001001</td>
</tr>
<tr>
<td>$e_6$</td>
<td>30</td>
<td>foo</td>
<td>11000110</td>
<td>10010100</td>
</tr>
<tr>
<td>$e_7$</td>
<td>30</td>
<td>bar</td>
<td>11000110</td>
<td>01000010</td>
</tr>
<tr>
<td>$e_8$</td>
<td>40</td>
<td>baz</td>
<td>00101001</td>
<td>00101001</td>
</tr>
</tbody>
</table>

Table 6. Table of Symbols $K$, and Table of Granules $TOG(K)$

<table>
<thead>
<tr>
<th>$V$</th>
<th>$F$</th>
<th>$G$</th>
<th>$F$-granule</th>
<th>$G$-granule</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>30</td>
<td>foo</td>
<td>${e_1, e_2, e_6, e_7}$</td>
<td>${e_1, e_4, e_6}$</td>
</tr>
<tr>
<td>$e_2$</td>
<td>30</td>
<td>bar</td>
<td>${e_1, e_2, e_6, e_7}$</td>
<td>${e_2, e_7}$</td>
</tr>
<tr>
<td>$e_3$</td>
<td>40</td>
<td>baz</td>
<td>${e_3, e_5, e_8}$</td>
<td>${e_3, e_5, e_8}$</td>
</tr>
<tr>
<td>$e_4$</td>
<td>50</td>
<td>foo</td>
<td>${e_4}$</td>
<td>${e_1, e_4, e_6}$</td>
</tr>
<tr>
<td>$e_5$</td>
<td>40</td>
<td>baz</td>
<td>${e_3, e_5, e_8}$</td>
<td>${e_3, e_5, e_8}$</td>
</tr>
<tr>
<td>$e_6$</td>
<td>30</td>
<td>foo</td>
<td>${e_1, e_2, e_6, e_7}$</td>
<td>${e_1, e_4, e_6}$</td>
</tr>
<tr>
<td>$e_7$</td>
<td>30</td>
<td>bar</td>
<td>${e_1, e_2, e_6, e_7}$</td>
<td>${e_2, e_7}$</td>
</tr>
<tr>
<td>$e_8$</td>
<td>40</td>
<td>baz</td>
<td>${e_3, e_5, e_8}$</td>
<td>${e_3, e_5, e_8}$</td>
</tr>
</tbody>
</table>

Proposition 4.1. Isomorphic tables have the same $TOB$ and $TOG$.

4.2 Granular Data Model (GDM) and Association Mining

We will continue our discussions on the canonical model, focusing on the granular data model and its impact on association mining. Note that the collection of $F$-granules forms a partition, and hence induces an equivalence relation, $Q_F$; for the same reason, we have $Q_G$. In fact, this is a fact that has been observed by Tony Lee (1983) and Pawlak (1982) independently [8, 21].

Proposition 4.2. A subset $B$ of attributes of a relational table $K$, in particular a single attribute, induces an equivalence relation $Q_B$ on $V$.

Pawlak called the pair $(V, \{Q_F, Q_G\})$ a knowledge base. Since knowledge base often means something else, instead, we have called it a granular structure or a granular data model (GDM) in previous occasions. Pawlak stated casually that $(V, \{Q_F, Q_G\})$ and $K$ determines each other; this is slightly inaccurate. The correct form of what he observed should be the following:
Proposition 4.3.

1. A relational table $K$ determines $\text{TOB}(K)$, $\text{TOG}(K)$ and $\text{GDM}(K)$.
2. $\text{GDM}(K)$, $\text{TOB}(K)$ and $\text{TOG}(K)$ determine each other.
3. By naming the partitions (giving names to the equivalence relations and respective equivalence classes), $\text{GDM}(K)$, $\text{TOG}(K)$ and $\text{TOB}(K)$ can be converted into a "regular" relational table $K'$, which is isomorphic to the given table $K$; there are no mathematical restrictions (except, distinct entities should have distinct names) on how they should be named.

We will use examples to illustrate this proposition. We have explained how $K$, and hence TOG($K$), determines the GDM($K$). We will illustrate the reverse, constructing TOG from GDM. For simplicity, from here on, we will drop the argument $K$ from those canonical models, when the context is clear. Assume we are given a GDM, say a set $V = \{e_1, e_2, \ldots, e_8\}$ and two partitions:

1. $Q_1 = Q^F = \{\{e_1, e_2, e_6, e_7\}, \{e_4\}, \{e_3, e_5, e_8\}\}$.
2. $Q_2 = Q^G = \{\{e_1, e_4, e_6\}, \{e_2, e_7\}, \{e_3, e_5, e_8\}\}$.

The equivalence classes of $Q_1$ and $Q_2$ are called elementary granules (or simply granules); and their intersections are called derived granules. We will show next how TOG can be constructed: We place (1) the granule, $\text{gra}_1 = \{e_1, e_2, e_6, e_7\}$ on $Q_1$-column at 1st, 2nd, 6th and 7th rows (because the granule consists of entities $e_1, e_2, e_6,$ and $e_7$) indexed with ordinals 1st, 2nd, 6th and 7th;

(2) $\text{gra}_2 = \{e_4\}$ on $Q_1$-column at 4th row; and (3) $\text{gra}_3 = \{e_3, e_5, e_8\}$ on $Q_1$-column at 3rd, 5th and 8th rows; these granules fill up $Q_1$-column.

We can do the same for $Q_2$-column. Now we have the first part of the proposition; see the right-handed side of the Table 6 and Table 4. To see the second part, we note that by using $F$ and $G$ to name the partitions $Q^j, j = 1, 2$, we will convert TOG and TOB back to $K$; see the left-handed side of the Table 6 and Table 4.

Previous analysis allows us to term TOB, TOG, and GDM the canonical model. We regard them as different representations of the canonical model: TOB is a bit table representation, TOG is a granular table representation, and GDM is a non-table representation. To be definite, we will focus on GDM; the reasons for such a choice will be clear later. Proposition 4.1 and 2, and (Theorem 3.1.) allow us to summarize the followings:

Theorem 4.4.

1. Isomorphic tables have the same canonical model.
2. It is adequate to do association mining (AM) in granular data model (GDM).

In [14], we have shown the efficiency of association mining in such representations.
5 What are the Patterns?

What are the patterns in data mining? We will not tackle the problem with utmost generality; instead we will analyze what has been accepted by the AM community: Associations (high frequent itemsets) and generalized associations (associations in a table with AOG (Attribute Oriented Generalization [4]) are well accepted notion of patterns. Loosely speaking, an association is a conjunction of attribute values, which has high support. Observe that AOG is giving some disjunctions of attribute values new names. So generalized association is a conjunction of these new names, which has high support. If we ignoring the new names generalized association is merely a conjunction of disjunctions, that has high supports. We will generalize the “conjunction of disjunctions” to a general formula. So a high frequency pattern is any formula that has high support. In next section, we will show that such high frequency pattern can be found by solving linear inequalities.

5.1 Horizontal Generalization – Relation Lattice

Let $K = (V, A)$ be a given relational table and its GDM be $(V, Q)$, where $Q = \{Q^1, Q^2, \ldots, Q^n\}$ is a set of equivalence relations induced by $A = \{A^1, A^2, \ldots, A^n\}$. Tony Lee considers the table $(V, 2^A)$ with the power set $2^A$ as attributes; see Table 7.

<table>
<thead>
<tr>
<th>$V$</th>
<th>$F$</th>
<th>$G$</th>
<th>$(F,G) = F \land G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>30</td>
<td>foo</td>
<td>$(30, \text{foo}) = 30 \land \text{foo}$</td>
</tr>
<tr>
<td>$e_2$</td>
<td>30</td>
<td>bar</td>
<td>$(30, \text{bar}) = 30 \land \text{bar}$</td>
</tr>
<tr>
<td>$e_3$</td>
<td>40</td>
<td>baz</td>
<td>$(40, \text{baz}) = 40 \land \text{baz}$</td>
</tr>
<tr>
<td>$e_4$</td>
<td>30</td>
<td>foo</td>
<td>$(30, \text{foo}) = 30 \land \text{foo}$</td>
</tr>
<tr>
<td>$e_5$</td>
<td>40</td>
<td>baz</td>
<td>$(40, \text{baz}) = 40 \land \text{baz}$</td>
</tr>
<tr>
<td>$e_6$</td>
<td>30</td>
<td>foo</td>
<td>$(30, \text{foo}) = 30 \land \text{foo}$</td>
</tr>
<tr>
<td>$e_7$</td>
<td>30</td>
<td>bar</td>
<td>$(30, \text{bar}) = 30 \land \text{bar}$</td>
</tr>
<tr>
<td>$e_8$</td>
<td>40</td>
<td>baz</td>
<td>$(40, \text{baz}) = 40 \land \text{baz}$</td>
</tr>
</tbody>
</table>

Let $\Delta(V)$, called the partition lattice, be the lattice of all partitions (equivalence relations) on $V$; MEET ($\land$) is the standard intersection of partitions, while JOIN($\lor$) is the smallest partition that is coarser than its components. Lee has observed that [8]:

**Proposition 5.1.** There is a map $\theta : 2^A \rightarrow \Delta(V)$ that respects the meet, but not the join.
Lee called the image, \( Im\theta \), the relation lattice and note that

1. The join in \( Im\theta \) is different from that of \( \Delta(V) \).
2. So \( Im\theta \) is a subset, but not a sublattice, of \( \Delta(V) \).

Lee established many connections between database concepts and lattice theory. However, such an embedding \( \theta \) is an unnatural one, so we have, instead, considered the natural embedding

**Definition 5.2.** The smallest lattice generated by \( Im\theta \), by abuse of language, has been called the (Lin's) relation lattice, denoted by \( L(Q) \) [12].

This definition will not cause confusing, since we will not use Lee’s notion at all. The difference between \( L(Q) \) and \( Im\theta \) is that former contains all the joins of distinct attributes.

The pair \( (V, L(Q)) \) is called the GDM of relation lattice. It should be obvious that \( \theta \) maps a \( q \)-columns of \( (V, Q) \) to 1-column of \( (V, L(Q)) \). For example,

1. \((Q^1, Q^2) \in \text{Table 6} \rightarrow Q^1 \land Q^2 \in \text{Table 8} \).
2. \( \{\{e_1, e_2, e_6, e_7\}, \{e_2, e_7\}\} \rightarrow \{e_1, e_2, e_6, e_7\} \land \{e_2, e_7\} = \{e_2, e_7\} \) in the attribute \( Q^1 \land Q^2 \) of \( (V, L(Q)) \).

Previous discussions allow us to conclude:

**Proposition 5.3.** A \( q \)-subtuple in \( (V, Q) \) corresponds an \( 1 \)-subtuple in \( (V, L(Q)) \), which is an elementary granule. Moreover, the \( q \)-subtuple is an association, if the corresponding elementary granule is large (has adequate supports).

<table>
<thead>
<tr>
<th>( Q^1 )</th>
<th>( F )-granule</th>
<th>( G )-granule</th>
<th>( Q^1 \land Q^2 ) (Meet)</th>
<th>( Q^1 \lor Q^2 ) (Join)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_1 )</td>
<td>{{e_1, e_2, e_6, e_7}}</td>
<td>{e_1, e_2, e_6, e_7}</td>
<td>{e_1, e_2, e_6, e_7} \land {e_1, e_2, e_6, e_7}</td>
<td>{e_1, e_2, e_6, e_7} \lor {e_1, e_2, e_6, e_7}</td>
</tr>
<tr>
<td>( e_2 )</td>
<td>{{e_2, e_7}}</td>
<td>{e_2, e_7}</td>
<td>{e_2, e_7} \land {e_2, e_7}</td>
<td>{e_2, e_7} \lor {e_2, e_7}</td>
</tr>
<tr>
<td>( e_3 )</td>
<td>{{e_3, e_5, e_8}}</td>
<td>{e_3, e_5, e_8}</td>
<td>{e_3, e_5, e_8} \land {e_3, e_5, e_8}</td>
<td>{e_3, e_5, e_8} \lor {e_3, e_5, e_8}</td>
</tr>
<tr>
<td>( e_4 )</td>
<td>{{e_4}}</td>
<td>{e_4}</td>
<td>{e_4} \land {e_4}</td>
<td>{e_4} \lor {e_4}</td>
</tr>
<tr>
<td>( e_5 )</td>
<td>{{e_3, e_5, e_8}}</td>
<td>{e_3, e_5, e_8}</td>
<td>{e_3, e_5, e_8} \land {e_3, e_5, e_8}</td>
<td>{e_3, e_5, e_8} \lor {e_3, e_5, e_8}</td>
</tr>
<tr>
<td>( e_6 )</td>
<td>{{e_1, e_2, e_6, e_7}}</td>
<td>{e_1, e_2, e_6, e_7}</td>
<td>{e_1, e_2, e_6, e_7} \land {e_1, e_2, e_6, e_7}</td>
<td>{e_1, e_2, e_6, e_7} \lor {e_1, e_2, e_6, e_7}</td>
</tr>
<tr>
<td>( e_7 )</td>
<td>{{e_2, e_7}}</td>
<td>{e_2, e_7}</td>
<td>{e_2, e_7} \land {e_2, e_7}</td>
<td>{e_2, e_7} \lor {e_2, e_7}</td>
</tr>
<tr>
<td>( e_8 )</td>
<td>{{e_3, e_5, e_8}}</td>
<td>{e_3, e_5, e_8}</td>
<td>{e_3, e_5, e_8} \land {e_3, e_5, e_8}</td>
<td>{e_3, e_5, e_8} \lor {e_3, e_5, e_8}</td>
</tr>
</tbody>
</table>
Note that this proposition only makes assertions about elementary granules that correspond to some \( q \)-subtuples. There are elementary granules in \((V,L(Q))\) that do not correspond to any \( q \)-subtuples. Here is the first generalization of associations.

**Definition 5.4.** An elementary granule (1-subtuple) in \((V,L(Q))\) is a generalized association, if and only if the granule is large (has adequate support).

To illustrate the proposition, we use \( K \) as well as GDM forms of Table 8 and Table 7: (Threshold is 2 tuples)

1. \( Q^1 \)-association:
   a) \( Q^1_1 = \{e_1, e_2, e_6, e_7\} \) is large \( \iff \) 30 is an association; cardinality = support = 5,
   b) \( Q^1_2 = \{e_3, e_5, e_8\} \) is large \( \iff \) 40 is an association; cardinality = support = 3.

2. \( Q^2 \)-association:
   a) \( Q^2_2 = \{e_1, e_4, e_5\} \) is large \( \iff \) foo is an association; cardinality = support = 3,
   b) \( Q^2_3 = \{e_2, e_7\} \) is large \( \iff \) bar is an association; cardinality = support = 2,
   c) \( Q^2_4 = \{e_3, e_5, e_8\} \) is large \( \iff \) baz is an association; cardinality = support = 3.

3. \( Q^1 \land Q^2 \)-association:
   a) \( c_1 = \{e_1, e_2, e_6, e_7\} \land \{e_1, e_4, e_6\} = \{e_1, e_6\} \) is large \( \iff \) 30 \land foo is an association; cardinality = support = 2,
   b) \( c_2 = \{e_1, e_2, e_6, e_7\} \land \{e_2, e_7\} = \{e_2, e_7\} \) is large \( \iff \) (30 \land bar) is an association; cardinality = support = 2,
   c) \( c_3 = \{e_3, e_5, e_8\} \land \{e_3, e_5, e_8\} = \{e_3, e_5, e_8\} \) is large \( \iff \) 40 \land baz is an association; cardinality = support = 2,
   d) \( c_4 = \{e_4\} \land \{e_1, e_4, e_6\} = \{e_4\} \) is not large \( \iff \) 40 \land foo is not an association (cardinality = support = 1)

4. \( Q^1 \lor Q^2 \)-association: This information can not be considered in \( K \). It is normally considered in AOG on \( K \), in which generalization (the partition) is the whole domain. The partition often named “all.” \{e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8\} is an association; cardinality = support = 8.

Let us write a relational table by \((K,A)\), where \( K \) is the table and \( A \) is the attributes. Using this notation, \((V,L(Q))\) is almost equivalent to consider a table \((K,2^A)\); an attribute of latter table is a subset \( A^{j_1} A^{j_2} \ldots A^{j_q} \) of original table; see any Database text book, such as [7]. A typical attribute value take the form of a \&-conjunction format.

### 5.2 Vertical Generalizations = Attribute Oriented Generalizations

We will recall the most well known generalizations, called Attribute Oriented Generalizations (AOG) or knowledge base [4, 19]. As AOG is more well noted,
we will use it. Traditional AOG is based on a given concept hierarchy, which is
a nested sequence of named partitions on an (active) attribute domain. However,
the essential idea is how to add a named partition as a new attribute into
the given relational table. By a named partition we mean that the partition
and its equivalence classes all have names; these names have no mathematical
consequence. They (for the benefit to humans) can be viewed as summaries
of the informational content or interpretations of the real world phenomena.

Again, we will illustrate by examples: The attribute domain that we will
look at is the set of $F$-attribute values in Table 3. Suppose we are given a new
named partition, \{30, 50, 40\}, together with the name Odd for the first
equivalence class, Even the second equivalence class, and $GF$ the partition.
Such a named partition can be regarded as a new attribute $GF$ (column) to
the given table. Similarly a new attribute $GG$, based on $G$, is also exhibited
in Table 9.

| $V$ | $F$ | $G$ | $GF$ | $GG$
|-----|-----|-----|------|------
| $e_1$ | 30 | $foo$ | $(30 \lor 50) = Odd$ | $(foo) = FO$
| $e_2$ | 30 | $bar$ | $(30 \lor 50) = Odd$ | $(bar \lor baz) = BA$
| $e_3$ | 40 | $baz$ | $(40) = Even$ | $(bar \lor baz) = BA$
| $e_4$ | 50 | $foo$ | $(30 \lor 50) = Odd$ | $(foo) = FO$
| $e_5$ | 40 | $baz$ | $(40) = Even$ | $(bar \lor baz) = BA$
| $e_6$ | 30 | $foo$ | $(30) = Even$ | $(foo) = FO$
| $e_7$ | 30 | $bar$ | $(30 \lor 50) = Odd$ | $(bar \lor baz) = BA$
| $e_8$ | 40 | $baz$ | $(40) = Even$ | $(bar \lor baz) = BA$

A typical new attribute value in the AOGed Table GK is in the form of a
new name or a $\lor$-disjunction. Since GK is an extension, they are exactly the
same on original attributes.

As our primary interest is in applying AOG to canonical models, we should
ignore the names and focus on those algebraic expressions in Table 9. We will
call the associations involving new names symbolic associations. If all the new
names in a symbolic association are replaced by the algebraic expression ($\lor$-
expressions), we will call such “associations” algebraic associations; see the
following examples (support ge 2).

1. $Odd \land FO = (30 \lor 50) \land foo$; supported by \{\textit{e}$_1$, \textit{e}$_4$\}
2. $Odd \land BA = (30 \lor 50) \land (\textit{bar} \lor baz)$; supported by \{\textit{e}$_2$, \textit{e}$_7$\}
3. $Even \land BA = 40 \land (\textit{bar} \lor baz)$; supported by \{\textit{e}$_3$, \textit{e}$_5$, \textit{e}$_8$\}

The purpose of AOG is to get more general patterns. So let us state the
results.

**Proposition 5.5.** A symbolic association, a $\land$-conjunction involving new
names in a new AOGed table is an algebraic association, a $\land$-conjunction
of $\lor$-disjunctions, of symbols from the original table.
Next, we will summarize the previous discussions in GDM theory: Table 9 induces the following GDM: Note that those symbolic names are not part of the formal mathematical structures; they, hopefully, are used to help readers identify the sets.

\[ GDM_{\text{given}} = (V, Q^1, Q^2) \]

1. \( V = \{e_1, e_2, \ldots, e_8\} \)
2. \( Q^1 = Q^F = \{\{e_1, e_2, e_6, e_7\}(= 30), \{e_4\}(= 60), \{e_3, e_5, e_8\}(= 40)\} \)
3. \( Q^2 = Q^G = \{\{e_1, e_4, e_6\}(= \text{foo}), \{e_2, e_7\}(= \text{bar}), \{e_3, e_5, e_8\}(= \text{baz})\} \)

Note that the partition \{\{30, 50\}, \{40\}\} of \(F\)-attribute induces a new partition on \(V\): From Table 4, we can see 30 defines the granule \{\{e_1, e_2, e_6, e_7\}\}, 50 defines \{\{e_4\}\}, and 40 defines \{\{e_3, e_5, e_8\}\}. \(Odd\) defines the granule \{\{e_1, e_2, e_6, e_7\} \cup \{e_4\}\} = \{\{e_1, e_2, e_4, e_6, e_7\}\}, and \(Even\) defines a new granule \{\{e_3, e_5, e_8\}\}. These two new granules define a new partition (equivalence relation). Similarly \(BA\) and \(FO\) define a new partition on \(V\). So \(AOG\) transforms \(GDM_{\text{given}}\) to: Again the symbols are not part of mathematics.

\[ GDM_{\text{extend}} = (V, Q^1, Q^2, Q^3, Q^4) \]

where the two new partitions are:

1. \( Q^3 = \{\{e_1, e_2, e_4, e_6, e_7\}(= \text{odd} = 30 \lor 50), \{e_3, e_5, e_8\}(= \text{even} = 40)\} \) is a coarsening of \(Q^1\)
2. \( Q^4 = \{\{e_1, e_4, e_6\}(= \text{FO} = \text{foo}), \{e_2, e_3, e_5, e_7, e_8\}(= \text{BA} = \text{bar} \lor \text{baz})\} \) is a coarsening of \(Q^3\)

### 5.3 Full Generalization

The essential idea in the final generalizations is to do \(AOG\) on GDM \((V, L(Q))\).

In previous expositions we have used rather intuitive terms to review various notions. Now we are ready to provide a precise mathematical formulation, so we will turn to mathematical terminology, the “attribute” is a mathematical “partition,” a “generalization” of an attribute is a “coarser” partition. Let us set up some notations: \(Q^B = \{Q^{B_1}, Q^{B_2} \ldots Q^{B_r}\}\) be subset of \(Q\), where \(Q\) is a set of partitions on \(V\) induced by attributes. A subset \(Q^B\) of \(Q\) defines a new partition in terms of \(\wedge\).

\[ \wedge(Q^B) = Q^{B_1} \wedge Q^{B_2} \ldots \wedge Q^{B_r}. \]

We write \(G(Q^B)\) for the set of all generalizations, that is, the set of all partitions that are coarser than \(\wedge(Q^B)\):

\[ G(Q^B) = \{P \mid P \succ \wedge(Q^B)\}, \]

where \(\succ\) means “coarser than”. Let \(Q^B_1\) and \(Q^B_2\) be two subsets. Then \((Q^B_1 \cap Q^B_2)\) and \((Q^B_1 \cup Q^B_2)\) are the usual set theoretical intersection and union. Let \(Q^B\) be a typical subset of \(Q\); when the index \(j\) varies the typical subset varies through all non-empty subsets of \(Q\). For each \(Q^B_j\), we set

\[ G(Q^B_j) \]

to be the set of all possible generalization (=partitions that are coarser than \(\wedge(Q^B)\)).
\[ \mathcal{AG}(Q) = \bigcup_j \mathcal{G}(Q^B_j) \] is the set of all possible partitions that are coarser than \( \bigwedge(Q^B) \) for all possible subsets \( Q^B \).

Recall that \( L(Q) \) is the smallest sublattice of \( \Delta(V) \) that contains \( Q \). Now we will apply AOG to \((V, L(Q))\). Formally, we define
\[
L^*(Q) = \{ P \mid \exists X \in L(Q) \text{ such that } P \succ X \}
\]
We will show that \( L^*(Q) \) is the smallest sublattice of \( \Delta(V) \) that contains all coarsening of \( Q \). Formally

**Proposition 5.6.**

1. \( L^*(Q) \) is a lattice.
2. \( L^*(Q) = \{ P \mid P \succ \text{Min}(L(Q)) \} \).

where \( \text{Min}(L(Q)) \) is the smallest element in \( L(Q) \).

**Proof.** Let \( G_1 \) and \( G_2 \) be two elements of \( L^*(Q) \). By definition, there are two subsets \( (Q^B_j) \) of \( Q \) such that
\[
G_j \succ \bigwedge(Q^B_j), j = 1, 2.
\]
\[
G_1 \wedge G_2 \succ (\bigwedge(Q^B_1)) \wedge G_2 \succ (\bigwedge(Q^B_1)) \wedge (\bigwedge(Q^B_2)) = \bigwedge(Q^B_1 \cap Q^B_2).
\]

Obviously, \( (Q^B_1 \cap Q^B_2) \) is a subset of \( Q \). So \( G_1 \wedge G_2 \succ \bigwedge(Q^B_1 \cap Q^B_2) \) implies \( G_1 \wedge G_2 \in L^*(Q) \); This prove that \( L^*(Q) \) is closed under \( \wedge \). For \( \vee \), it is similar:
\[
G_1 \vee G_2 \succ (\bigwedge(Q^B_1)) \vee (\bigwedge(Q^B_2)) \vee (\bigwedge(Q^B_2)) = \bigwedge(Q^B_1 \cup Q^B_2).
\]

So \( L^*(Q) \) is closed under \( \vee \); this proves \( L^*(Q) \) is a lattice, the first item.

For the second item, note that \( \text{Min}(L(Q)) \) is the smallest element in \( L(Q) \). By definition, any \( P \) that is coarser than coarser than \( \text{Min}(L(Q)) \), an attribute in \( L(Q) \), is an element in \( L^*(Q) \); so the second item is proved.

**Definition 5.7.** \((V, L^*(Q))\) is called the Universal Model.

In [12], the universal means all possible attributes (partitions). Here we will include more, basically, it means all possible information is represented by some elementary granule in the model.

### 6 Universal Model

The universal model \((V, L^*(Q))\) is universal in two sense: Its attributes (partitions) contains all possible generalized attributes (features) of the given table and all possible information (outputs of all possible SQL-statements).
6.1 Complete Information in a Relational Table

In association mining, vertical generalizations are done implicitly; association of length \(q\) (= wedge of some attribute values) is horizontal generalizations. The traditional generalized association is constructed as follows: First, do the vertical generalization, namely, AOG, then do the vertical generalization implicitly (by looking at all \(q\)-subtuples). The consequence is that the search of patterns is incomplete. The patterns found in traditional approach are \(\land\)-conjunctions (horizontal generalization implicitly) of \(\lor\)-disjunctions (vertical generalizations, AOG) (Proposition 5.5.). Our approach reverses the order, it does horizontal generalization first, then vertical generalization. The consequence is that we \(L^*(Q)\) produces \(\lor\)-disjunctions (vertical generalization) of \(\land\)-conjunctions (horizontal generalization). Such formulas represent all possible information in a relational table. They consist of all possible outputs of SQL statements. Or equivalently, it contains outputs of all relational algebra.

**Complete Information Theorem 6.1.** Let \((V, L^*(Q))\) be the universal model. Its granule represents \(\lor\)-disjunctions of \(\land\)-conjunctions of all attributes values in the original table \(K\).

6.2 The Complete Set of Attributes/Features

Feature and attribute have been used interchangeably. In the classical data model, an attribute or a feature is a representation of property, characteristic, and etc.; see e.g., [20]. It represents a human perception about the data; each perception is represented by a symbol, and has been called attribute and the set of attributes a schema. Though the symbols are stored in the system, but not their meanings. So each symbol is a notation or name of a column or a partition. These names play no roles in the processing of columns or partitions. The processing can be carried out without these names. Human interpretations of the data structures are unimportant in AM; of course the data structures themselves are very important in classical data processing. We often hear such an informal statement “a new feature (attribute) \(F\) is selected, extracted, or constructed from a subset \(B = \{B^1, B^2, \ldots B^q\}\) of attributes in the table \(K\).” What does such a statement mean? Let us assume the new feature \(F\) is so obtained. We insert this new feature into the table \(K\), and denote the new table by \((K + F)\). The informal statement probably means in the new table, \(F\) should be functionally depends on \(B\). As extraction and construction are informal words, we can use the functional dependency as formal definition of feature selection, extraction and constructions. Formally we define

**Definition 6.1.** \(F\) is a feature derived (selected, extracted and constructed feature) from \(B\), if \(F\) is functional dependent on \(B\) in the new table \((K + F)\).
Let us consider the canonical model $G(K+F)$ in the form of TOG. Then by Lemma, $Q_F$ is coarser than $Q_B$. In the language of last section, $F$ is a generalization over the set $B$. So the notion of generalizations (AOG on a set of attributes) include the notion of new features that are selected, extracted, and constructed from given features.

**Proposition 6.2.** Derived features (selected, extracted and constructed features) are attribute generalizations (AOG on a set of attributes).

**Feature Completion Theorem 6.2.** Universal model $(V,L^*(Q))$ consist of all derived features.

*Proof.* From last proposition, derived features are subset of generalization. On the other hand a generalization should meet the requirement of Definition 6.1., hence the set of derived features is the same as the set of generalizations.

This theorem is rather anti-intuitive. Taking human’s view there are infinitely many features. But the theorem says there are only finitely many features (as $L^*(Q)$ is a finite set). How one can reconcile the contradiction? Where did the finite-ness slip in? Our analysis says it comes in at the representation phase. We represent the universe by finite words; as these words are interpreted by human, infinite variation may be still there. However, in phase two, suddenly these words are reduced to symbols. Thus the infinite world now is encoded by a finite data set. A common confusing often comes from confusing the data mining as “facts” mining.

7 Generalized Associations in GDM

Let the granules (equivalence classes) of $Min(L(Q))$ be $c_1, c_2, \ldots c_m$. Let $g$ be a typical granule in a partition $P \in L^*(Q)$. Since $P$ is a coarsening of $Min(L(Q))$,

$$g = c_{j_1} \cup c_{j_2} \cup \ldots c_{j_k},$$

where $c_{j_1} \cup c_{j_2} \cup \ldots c_{j_k}$, is a subset of $c_1, c_2, \ldots c_m$.

As we will consider many $g$, each is a union of some $c_j$. So we will develop a universal representation. Let us define some notations: We define an operation, denoted by $X^*x$, of a set $X$ and binary number $x$ by the following two equations:

$X^* x = X$, if $x = 1$ and $X \neq \emptyset$

$X^* x = \emptyset$, if $x = 0$ or $X = \emptyset$.

Then, the expression of $g$ given above can be re-written as

$$g = c_1^* x_1 \cup c_2^* x_2 \cup \ldots c_m^* x_m$$

$$= \bigcup (e_i^* x_i)$$

where $x_i = 1$ if $i \in \{j_1, j_2, \ldots j_k\}$, otherwise $x_i = 0$. 
By varying \( x_i = 1, \ldots, m \), we enumerate all possible granules of \( L^\ast(Q) \). Next, we write \( \|g\| \) to represent the cardinality of the set \( g \). Since \( c_1, c_2, \ldots, c_m \) are disjoints (they are equivalence classes), so the \( \cup \) equation induces sumation.

\[
\|g\| = \|c_1\| * x_1 + \|c_2\| * x_2 + \ldots + \|c_m\| * x_m = \sum_i (c_i * x_i).
\]

Now we can state our main theorem

**Main Theorem 7.1.** Let \((V, L^\ast(Q))\) be the universal model,

1. **(Information Generator)** Then every elementary granule, \( g \in P \) for some \( P \in L^\ast(Q) \), can be represented by:

\[
g = c_1 * x_1 \cup c_2 * x_2 \cup \ldots \cup c_m * x_m = \bigcup_i (c_i * x_i),
\]

or equivalently

\[
g = (c_1, c_2, \ldots, c_m) \circ (x_1, x_2, \ldots, x_m) = \bigcup_i (c_i * x_i), \]

where \( \circ \) is dot product of vectors.

2. **(Pattern Generator)** The granule \( g \) is a generalized association if

\[
\sum \|c_i\| * x_i \geq \text{th},
\]

where the notation \( \|\bullet\| \) means the cardinality of the set \( \bullet \) and \( \text{th} \) is the given threshold.

**Complexity Remarks 7.2.**

1. The cardinal number \( \|L^\ast(Q)\| \) is bounded by the Bell number [2] of \( m = \|\text{Min}(L(Q))\| \). In other words, the total number of generalizations (all partitions \( \succ \text{Min}(L(O)) \)) is bounded by \( B_m \).

2. The equation (**) concerns with granules (distinct attribute values), not the partitions (attributes).

3. A solution of the equation (**) is said to be a minimal solution, if no granules in the solution can be dropped. A minimal solution together with any \( c_j \) is another solution. So to find the minimal solution is the essential complexity problem of the equation.

4. The length (cardinality) of minimal solution is bounded by the threshold \( \text{th} \). So the total number of minimal solution is bounded by \( \binom{m}{\text{th}} \) of \( m \). The worst case occurs when \( n = m \). Therefore the complexity of minimal solution is bounded by \( \binom{n}{\text{th}} \).

Some Computation: Suppose the table has 97250 rows, and \( \text{Min}(L(Q)) \) has 28 granules and their cardinalities are: 9500, 9000, 8500, 8000, 7500, 7000, 6500, 6000, 5500, 5000, 4500, 4000, 3500, 3000, 2500, 2000, 1500, 1000, 500, 450, 400, 350, 300, 250, 200, 150, 100, 50.

1. the threshold is 70,000: There are 11,555,001 generalized associations, and 20,406 minimal solution.
2. the threshold is 70,000/2: There are 23,0962,642 generalized associations, and 494,852 minimal solution.
3. the threshold is 70,000/5: There are 267,968,385 generalized associations, and 15,868 minimal solution.
4. the threshold is 70,000/10: There are 268,405,290 generalized associations, and 1,586 minimal solution.
5. the threshold is 70,000/40: There are 268,434,578 generalized associations, and 126 minimal solution.

It is clear if the size of each equivalence class in \( \text{Min}(L(Q)) \) is small then this equation cannot be very useful. But if the size of equivalence classes are large, then the theorem may be very useful. Roughly, if we are looking for short associations, then this theorem may be useful. If we look at the last item, even though there are almost 270 millions associations, the minimal solutions are 126 only.

8 Find Generalized Association Rule by Linear Inequalities – An Example

We will apply this theorem to the relational table given previously: To give a more concise representation, we will suppress the \( e \) from the entities. The universe \( V = \{e_1, e_2, \ldots, e_8\} \) will be represented by the string 12345678, the three components of the GDM of Table 3 are compressed as follows:

1. \( V = \{e_1, e_2, \ldots, e_8\} = 12345678 \),
2. \( Q^1 = Q^F = \{\{e_1, e_2, e_6, e_7\}, \{e_4\}, \{e_3, e_5, e_8\}\} = 1267, 4, 358, \)
3. \( Q^2 = Q^G = \{\{e_1, e_4, e_6\}, \{e_2, e_7\}, \{e_3, e_5, e_8\}\} = 146, 27, 358. \)

So the given GDM is \( (V \text{ is suppressed}). \)

1. \( Q = (Q^1, Q^2) = ((1267, 4, 358), (146, 27, 358)) \);

Its relation lattice is:

2. \( L = (Q^1, Q^2, Q^1 \wedge Q^2, Q^1 \vee Q^2) = ((1267, 4, 358), (146, 27, 358), (16, 27, 358, 4), (12345678)) \)

Its complete relation lattice \( L^* \) is:

3. \( L^* = \text{all coarser partitions of } Q^1 \wedge Q^2 = (358, 16, 27, 4). \)

1. Combine two granules in \( Q^1 \wedge Q^2 \):
   a) Combine of 358 and the rest: (35816, 27, 4), (35827, 16, 4), (3584, 16, 27)
   b) Combine of 16 and the rest: (3581627, 4), (358, 16, 27, 4)
   c) Combine of 27 and the rest: (358, 16, 27, 4)
2. Grouping granules into groups of 3, 1 and 2, 2 members:
   (3581627, 4), (358, 16, 27, 4), (358, 16, 27, 4), (358, 16, 27, 4), (358, 16, 27, 4), (358, 16, 27, 4), (358, 16, 27, 4), (358, 16, 27, 4)
3. Combine all granule into one: (3581627, 4)
4. Total coarsenings is 15, including the trivial coarsening.
4. The list of all distinct granules $g \in P$ for every $P \in L^*(Q)$: $g_1 = 358, g_2 = 16, g_3 = 27, g_4 = 4, g_5 = 35816, g_6 = 35827, g_7 = 3584, g_8 = 1627, g_9 = 164, g_{10} = 274, g_{11} = 3581627, g_{12} = 358164, g_{13} = 358274, g_{14} = 16274, g_{15} = 35816274

5. Among the list of all distinct granules: The only non large granule is $g_4$, so we have 14 generalized associations. In the sequel, we will verify if this solution agrees with the one obtained from the main theorem.

Next we will use Main Theorem 7.1. to generate all granules, that is

$g = (358, 16, 27, 4) \circ (x_1, x_2, x_3, x_4)$

$||g|| = ([358], [16], [27], [4]) \circ (x_1, x_2, x_3, x_4)$

where integer $\circ$ binary is the ordinary product (treat binary number as integer)

1. $(358, 16, 27, 4) \circ (0, 0, 1, X)$
   a) $X = 0 : g_3 = ||27|| \cdot x_3 = 2 \geq 2$
   b) $X = 1 : g_{10} = ||27|| \cdot x_3 + ||4|| \cdot x_4 = 2 + 1 \geq 2$

2. $(358, 16, 27, 4) \circ (0, 1, Y, X)$
   a) $(Y, X) = (0, 0) : g_2 = ||16|| \cdot x_2 = 2 \geq 2$
   b) $(Y, X) = (0, 1) : g_9 = ||16|| \cdot x_2 + ||4|| \cdot x_4 = 2 + 1 \geq 2$
   c) $(Y, X) = (1, 0) : g_8 = ||16|| \cdot x_2 + ||27|| \cdot x_3 = 2 + 2 \geq 2$
   d) $(Y, X) = (1, 1) : g_{14} = ||16|| \cdot x_2 + ||27|| \cdot x_3 + ||4|| \cdot x_4 = 2 + 2 + 1 \geq 2$

3. $(358, 16, 27, 4) \circ (1, Z, Y, X)$
   a) $(Z, Y, X) = (0, 0, 0) : g_1 = ||358|| \cdot x_1 = 3 \geq 2$
   b) $(Z, Y, X) = (0, 0, 1) : g_7 = ||358|| \cdot x_1 + ||4|| \cdot x_4 = 3 + 1 \geq 2$
   c) $(Z, Y, X) = (0, 1, 0) : g_6 = ||358|| \cdot x_1 + ||27|| \cdot x_3 = 3 + 2 \geq 2$
   d) $(Z, Y, X) = (0, 1, 1) : g_{13} = ||358|| \cdot x_1 + ||27|| \cdot x_3 + ||4|| \cdot x_4 = 3 + 2 + 1 \geq 2$
   e) $(Z, Y, X) = (1, 0, 0) : g_5 = ||358|| \cdot x_1 + ||16|| \cdot x_2 = 3 + 2 \geq 2$
   f) $(Z, Y, X) = (1, 0, 1) : g_{12} = ||358|| \cdot x_1 + ||16|| \cdot x_2 + ||4|| \cdot x_4 = 3 + 3 + 1 \geq 2$
   g) $(Z, Y, X) = (1, 1, 0) : g_{11} = ||358|| \cdot x_1 + ||16|| \cdot x_2 + ||27|| \cdot x_3 = 3 + 3 + 2 \geq 2$
   h) $(Z, Y, X) = (1, 1, 1) : g_{15} = ||358|| \cdot x_1 + ||16|| \cdot x_2 + ||27|| \cdot x_3 + ||4|| \cdot x_4 = 3 + 3 + 2 + 1 \geq 2$

In this analysis, we are able to produces all granule by main theorem.  The three solutions (first level numbered items) are the minimal solution; they are the “generators” and can be found in $\binom{m}{th}$ ($m = 4, th = 2$). For this example, Bell number is $B_4 = 15$, that is the number of partitions. While large granules are 14. We will conclude this section with symbolic expressions of each granule:

1. Gramules generated by horizontal generalizations
   $g_1 = 358 = 40 \wedge baz$
   $g_2 = 16 = 30 \wedge foo$
   $g_3 = 27 = 30 \wedge bar$
   $g_4 = 4 = 50 \wedge foo$ – non large granule
9 Conclusions

Data, patterns, method of derivations, and usefulness are key ingredients in data mining. In this paper, we formalize the current state of Association Mining: Data are a table of symbols. The patterns are the formulas of input symbols that has high repetitions. The method of derivations is the most conservative and reliable one, namely, mathematical deductions. The results are somewhat surprising:

1. Patterns are properties of the isomorphic class, not individual relations
2. Un-interpreted attributes (features) are partitions; they can be enumerated.
3. Generalized associations can be found by solving integral linear inequalities. Unfortunately, the number of generalized associations is enormous. This, together with first item, signifies that the current notion of data and patterns (implied by the algorithms) may be too primitive, not mature yet. This also explains why there are so many associations.
4. Real world modeling may be needed to create a much more meaningful notion of patterns. In the current state of Association Mining a pattern is simply repeated data that may have no real world meaning. So we may need to introduce some semantics into the data model; see some initial works in [13, 15, 16].
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Summary. The process of finding interesting, novel, and useful patterns from data is now commonly known as Knowledge Discovery and Data mining (KDD). In this paper, we examine closely the problem of mining sequential patterns and propose a general evaluation method to assess the quality of the mined results. We propose four evaluation criteria, namely (1) recoverability, (2) the number of spurious patterns, (3) the number of redundant patterns, and (4) the degree of extraneous items in the patterns, to quantitatively assess the quality of the mined results from a wide variety of synthetic datasets with varying randomness and noise levels. Recoverability, a new metric, measures how much of the underlying trend has been detected. Such an evaluation method provides a basis for comparing different models for sequential pattern mining. Furthermore, such evaluation is essential in understanding the performance of approximate solutions. In this paper, the method is employed to conduct a detailed comparison of the traditional frequent sequential pattern model with an alternative approximate pattern model based on sequence alignment. We demonstrate that the alternative approach is able to better recover the underlying patterns with little confounding information under all circumstances we examined, including those where the frequent sequential pattern model fails.

1 Introduction

The process of finding interesting, novel, and useful patterns from data is now commonly known as KDD (Knowledge Discovery and Data mining). In any given KDD problem, the foremost task is to define patterns operationally. The chosen pattern definition will have two impacts: First, it will determine the nature of the algorithms designed to detect the defined patterns, and, second, it will determine how useful the detected patterns are to the data analyst. Thus, the pattern definition must lend itself to the development of efficient algorithms as well as produce patterns of real interest to the end user. The computational efficiency of most KDD definitions/algorithms are usually well documented, however, the efficacy of various definitions in producing useful results has received less attention. Our purpose here is to introduce a general
evaluation method to assess the quality of the mined results from sequential pattern mining models, and then to compare the results.

In particular we will focus on the problem of mining sequential patterns. For example, supermarkets often collect customer purchase records in sequence databases in which a sequential pattern would indicate a customer’s buying habit. Mining sequential patterns has become an important data mining task with broad applications in business analysis, career analysis, policy analysis, and security.

One common pattern definition in sequential pattern mining is provided by the support model [1]: the task is to find the complete set of frequent subsequences in a set of sequences. Much research has been done to efficiently find the patterns defined by the support model, but to the best of our knowledge, no research has examined in detail the usefulness of the patterns actually generated. In this paper, we examined closely the results of the support model to evaluate whether it in fact generates interesting patterns.

To this end, we propose a general evaluation method that can quantitatively assess how well the models can find known patterns in the data. Integral to the evaluation method is a synthetic dataset with known embedded patterns against which we can compare the mined results. For this purpose we have used the well known IBM synthetic data generator [1], which has become a benchmark for evaluating performance in association rule mining and sequential pattern mining. We propose to extend this benchmark to evaluate the quality of the mined results. By mapping the mined patterns back to the base patterns that generated the data, we are able to measure how well the mining models find the real underlying patterns. We can also determine whether or not a model (particular pattern definition) generates any spurious or confounding patterns. All of these aspects of quality can be evaluated under a variety of situations with varying randomness and noise levels.

In addition to the support model, we evaluated an entirely different model for analyzing sequential data, the multiple alignment sequential pattern mining model. This model was developed in response to several perceived weaknesses in the support model. For example, the support model fails to efficiently detect trends in sequences if the pattern, as expressed in real data, is subject to noise. As a simple extension from association rule mining (mining patterns in sets), the support model does not efficiently detect trends in sequences.

However, detecting common underlying patterns (called consensus strings or motifs) in simple sequences (strings) has been well studied in computational biology. Current research employs the multiple alignment model to detect consensus strings [6]. Multiple alignment sequential pattern mining extends the work done in string multiple alignment to find the major groups of similar sequences in the database and then uncovers the underlying trend in each group.

Multiple alignment is extended from the simple edit distance problem, where one tries to find an alignment of two sequences such that the edit distance is minimal. In string multiple alignment, the purpose is to find an
Table 1. Multiple alignment of 5 typos of the word *pattern*

<table>
<thead>
<tr>
<th>seqi</th>
<th>P A T T T E R N</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq2</td>
<td>P A { } { } T E R M</td>
</tr>
<tr>
<td>seq3</td>
<td>P { } { } T T { } R N</td>
</tr>
<tr>
<td>seq4</td>
<td>O A { } T T E R B</td>
</tr>
<tr>
<td>seq5</td>
<td>P { } S Y Y R T N</td>
</tr>
<tr>
<td>Underlying pattern</td>
<td>P A { } T T E R N</td>
</tr>
</tbody>
</table>

alignment over \( N \) strings such that the total pairwise edit distance for all \( N \) strings is minimal. A good alignment is one in which similar characters are lined up in the same column. In such an alignment, the concatenation of the common characters in each column would represent the underlying pattern. Table 1 demonstrates how the original word “pattern” was recovered from five typos.

Although our main focus is on developing criteria for evaluating the quality of various sequential pattern mining models, some space will be devoted to describing the two competing models – the support model and the multiple alignment model. We will review how the less well known multiple alignment model is extended to sequences of sets. In summary, we make the following contributions.

- We design an effective evaluation method to assess the quality of the mined results in sequential data.
- We propose a novel model for sequential pattern mining, multiple alignment sequential pattern mining.
- We employ the evaluation method for a comparative study of the support model and the alignment model. This paper is the first to examine systematically the results from the support model.
- We derive the expected support for a sequence under the null hypothesis of no patterns in the data. Such analysis allows us to better understand the behavior and limitations of a parameter, \( \text{min}_\text{sup} \), which is integral to the support model.

The remainder of the paper is organized as follows. Sections 2 and 3 provide an overview of the support model and the alignment model respectively. Section 2 includes the analysis of the expected support in random data. Section 4 demonstrates both models through an example. Section 5 details the evaluation method and Sect. 6 reports the results of the comparative study. Section 7 provides an overview of related works. Section 8 concludes with a summary and a discussion of the future works.
Table 2. Notations: a Sequence, an itemset, and the set \( \mathcal{I} \) of all items

<table>
<thead>
<tr>
<th>Items ( \mathcal{I} )</th>
<th>Itemset ( s_{22} )</th>
<th>Sequence ( seq_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{ A, B, C, ⋮, X, Y, Z }</td>
<td>(BCX)</td>
<td>\langle (A)(BCX)(D) \rangle</td>
</tr>
</tbody>
</table>

2 Support Model

2.1 Definitions

Let items be a finite set of literals \( \mathcal{I} = \{ I_1, \ldots, I_p \} \) \((1 \leq p)\). Then an itemset is a set of items from \( \mathcal{I} \) and a sequence is an ordered list of itemsets. A database \( \mathcal{D} \) is a set of such sequences. We denote a sequence \( seq_i \) as \( \langle s_{i1} \ldots s_{in} \rangle \) (concatenation of itemsets) and an itemset \( s_{ij} \) as \( \{ x_1, \ldots, x_k \} \) where items \( x_k \) are from \( \mathcal{I} \). Conventionally, the itemset \( s_{ij} = \{ x_1, \ldots, x_k \} \) in sequence \( seq_i \) is also written as \( s_{ij} = (x_1 \cdots x_k) \). The subscript \( i \) refers to the \( i^{th} \) sequence, the subscript \( j \) refers to the \( j^{th} \) itemset in \( seq_i \), and the subscript \( k \) refers to the \( k^{th} \) item in the \( j^{th} \) itemset of \( seq_i \) (Table 2).

A sequence \( seq_i = \langle X_1 \cdots X_n \rangle \) is called a subsequence of another sequence \( seq_j = \langle Y_1 \cdots Y_m \rangle \), and \( seq_j \) a supersequence of \( seq_i \), if \( n \leq m \) and there exist integers \( 1 \leq a_1 < \cdots < a_n \leq m \) such that \( X_b \subseteq Y_{a_b} \) \((1 \leq b \leq n)\). That is, \( seq_j \) is a supersequence of \( seq_i \) and \( seq_i \) is a subsequence of \( seq_j \), if and only if \( seq_i \) is derived by deleting some items or whole itemsets from \( seq_j \).

Given a sequence database \( \mathcal{D} \), the support of a sequence \( seq_p \), denoted as \( sup(seq_p) \), is the number of sequences in \( \mathcal{D} \) that are supersequences of \( seq_p \). Sometimes, \( sup(seq_p) \) is expressed as the percentage of sequences in \( \mathcal{D} \) that are supersequences of \( seq_p \).

2.2 Problem Statement

Given \( N \) sequences of sets and a support threshold, \( min\_sup \), find all patterns \( P \) such that \( sup(P) \geq min\_sup \).

2.3 Methods

The bottleneck in applying the support model occurs when counting the support of all possible frequent subsequences in \( \mathcal{D} \). Two classes of algorithms have been developed to efficiently count the support of potential patterns. The apriori based breadth-first algorithms \([1, 15]\) pursue level-by-level candidate-generation-and-test pruning by following the Apriori property: any superpattern of an infrequent pattern cannot be frequent. In contrast, the projection based depth-first algorithms \([2, 13, 19]\) avoid the costly candidate-generation-and-test process by growing long patterns from short ones. The depth first methods generally do better than the breadth first methods when the data can fit in memory. The advantage becomes more evident when the patterns are long \([18]\).
2.4 Limitations

Although the support model based sequential pattern mining has been extensively studied and many methods have been proposed (e.g., GSP [15], SPAM [2], PrefixSpan [13], and SPADE [19]), three difficulties inherent to the conventional problem definition remain.

First, support alone cannot distinguish between statistically significant patterns and random occurrences. Application of the evaluation method (discussed in Sect. 5) to the support model reveals that for long sequences the model generates a huge number of redundant and spurious patterns. These confounding patterns bury the true patterns in the mined result. Our theoretical analysis of the expected support for short patterns in long sequences confirms that many short patterns can occur frequently simply by chance. To combat a similar problem in association rule mining, Brin has used correlation to find statistically significant associations [4]. Unfortunately, the concept of correlation does not extend easily to sequences of sets.

Second, these methods mine sequential patterns with exact matching. The exact match based model is vulnerable to noise in the data. A sequence in the database supports a pattern if, and only if, the pattern is fully contained in the sequence. However, the exact matching approach may miss general trends in the sequence database. Many customers share similar buying habits, but few follow exactly the same buying pattern. Consider a baby product retail store. Expecting parents who will need a certain number of products over a year constitute a considerable group of customers. Most of them will have similar sequential patterns, but almost none will be exactly the same patterns. Understanding the general trend in the sequential data for expecting parents would be much more useful than finding all frequent subsequences in the group. Thus, to find non-trivial interesting long patterns, we must consider mining approximate sequential patterns.

Third, most methods mine the complete set of sequential patterns. When long patterns exist, mining the complete set of patterns is ineffective and inefficient because every sub-pattern of a long pattern is also a pattern [17]. For example, if \( \langle a_1 \cdots a_{20} \rangle \) is a sequential pattern, then each of its subsequence is also a sequential pattern. There are \( 2^{20} - 1 \) patterns in total! Not only is it very hard for users to understand and manage a huge number of patterns, but computing and storing a huge number of patterns is very expensive – or even computationally prohibitive. In many situations, a user may just want the long patterns that cover many short ones.

Mining compact expressions for frequent patterns, such as max-patterns [3] and frequent closed patterns [12], has been recently proposed and studied in the context of frequent itemset mining. However, mining max-sequential patterns or closed sequential patterns is far from trivial. Most of the techniques developed for frequent itemset mining “cannot work for frequent subsequence mining because subsequence testing requires ordered matching which is more difficult than simple subset testing” [17].
Recently, Yan published the first method for mining frequent closed subsequences using several efficient search space pruning methods [17]. Much more work is needed in this area. Nonetheless, in a noisy sequence database, the number of max- or closed sequential patterns can still be huge, and many of them are trivial for users.

2.5 Analysis of Expected Support on Random Data

Implicit in the use of a minimum support for identifying frequent sequential patterns is the desire to distinguish true patterns from those that appear by chance. Yet many subsequences will occur frequently by chance, particularly if (1) the subsequence is short, (2) the data sequence is long, and (3) the items appear frequently in the database. When \( \min_{sup} \) is set low, the support of those sequences that are frequent by chance can exceed \( \min_{sup} \) simply by chance. Conversely, an arbitrarily large \( \min_{sup} \) may miss rare but statistically significant patterns.

We can derive the expected support, \( E\{ \sup(\seq) \} \), for a subsequence under the null hypothesis that the probability of an item appearing at a particular position in the sequence is independent of both its position in the sequence and the appearance of other items in the sequence. We will first consider simple sequences of items rather than sequences of itemsets. The analysis is then extended to sequences of itemsets.

The expected support (measured as a percentage) for a subsequence under the null hypothesis is equivalent to the probability that the subsequence appears at least once in an observed sequence. We use the probability of the sequence appearing at least once because an observed sequence in the database can increment the support of a subsequence only once, regardless of the number of times the subsequence appears in it.

\[
E\{ \sup(\seq_i) \} = Pr\{ \text{seq}_i \text{ appears at least once} \} = 1 - Pr\{ \text{seq}_i \text{ never appears} \}
\]  

(1)

The appendix details the derivation of the expected support for a sequence of length two:

\[
E\{ \sup(AB) \} = 1 - Pr\{ \sim (A..B) \}
\]

\[
= 1 - \left( p(A) \sum_{j=1}^{L} \left\{ [1 - p(B)]^{L-j}[1 - p(A)]^{j-1} \right\} + [1 - p(A)]^L \right)
\]

(2)

where \( A \) and \( B \) represent arbitrary items, not necessarily distinct from each other. \( Pr\{ (A..B) \} \) denotes the probability that item \( A \) will be followed by item \( B \) at least one time in a sequence, and \( p(A) \) is the probability of item \( A \) appearing in the sequence at any particular position.

As illustrated in the appendix, the probability of observing longer subsequences is calculated recursively. To determine \( Pr\{A..B..C\} \) we again calculate \( Pr\{ \sim (A..B..C) \} \) whose calculation is facilitated by knowing the probability of the shorter sequence \( B..C \):
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\[
Pr\{\sim (A..B..C)} = [1 - p(A)]^L + p(A) \cdot [1 - p(A)]^{L-1} \\
\cdot \sum_{j=1}^L \left( p(B) \sum_{k=1}^{L-j} \left( [1 - p(C)]^{L-j-k} \cdot [1 - p(B)]^{k-1} \right) + [1 - p(B)]^{L-j} \right) \tag{3}
\]

from which \( Pr\{A..B..C} \) can be found by subtraction:

\[
E\{sup(ABC)\} = Pr\{(A..B..C) \text{ appears at least once}} = 1 - Pr\{\sim (A..B..C}\} \tag{4}
\]

The analytical expression for the expected support quickly becomes cumbersome as the length of the subsequence increases, but may be computed for a specific subsequence through recursion.

Now consider a sequence of itemsets. Under some models for how an itemset is constructed the probability of seeing a set of \( n \) arbitrary items in the same itemset is simply

\[
p(i_1) \cdot p(i_2) \cdots p(i_n).
\]

Then, by substituting the probability of an arbitrary element, \( p(i_k) \), with \( p(i_1) \cdot p(i_2) \cdots p(i_n) \), in any of the equations above we can derive the expected support of sequence of itemsets. For example, the expected support of a simple two itemset pattern, \( (i_1..i_n)(i_1..i_m) \), can easily be derived from (2) by replacing \( p(A) \) with \( p(i_1) \cdot p(i_2) \cdots p(i_n) \) and \( p(B) \) with \( p(i_1) \cdot p(i_2) \cdots p(i_m) \).

The quantities \( p(A), p(B), \) etc., are not known, but must be estimated from the observed database and will necessarily exhibit some sampling error. Consequently, the expression for the expected support of a subsequence, \( E\{sup(seq_i)\} \), will also exhibit sampling error. It is, however, beyond the scope of this current work to evaluate its distribution. We merely propose as a first step that both the choice of \( \min sup \) and the interpretation of the results be guided by an estimate of \( E\{sup(seq_i)\} \). In Table 3, we calculated the expected support of \( E\{sup(seq = (A)(B))\} \) with respect to \( L \) for two items with varying probabilities and for different lengths. As shown in Fig. 1, the expected support grows linearly with respect to \( L \).

### 3 Multiple Alignment Model

In this section, we present a new model for finding useful patterns in sequences of sets. The power of the model hinges on the following insight: The probability

<table>
<thead>
<tr>
<th>P(A)</th>
<th>P(B)</th>
<th>L=10</th>
<th>L=25</th>
<th>L=50</th>
<th>L=100</th>
<th>L=150</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.01</td>
<td>0.4266%</td>
<td>2.58%</td>
<td>8.94%</td>
<td>26.42%</td>
<td>44.36%</td>
</tr>
<tr>
<td>0.001</td>
<td>0.01</td>
<td>0.0437%</td>
<td>0.28%</td>
<td>1.03%</td>
<td>3.54%</td>
<td>6.83%</td>
</tr>
<tr>
<td>0.01</td>
<td>0.001</td>
<td>0.0437%</td>
<td>0.28%</td>
<td>1.03%</td>
<td>3.54%</td>
<td>6.83%</td>
</tr>
<tr>
<td>0.001</td>
<td>0.001</td>
<td>0.0045%</td>
<td>0.03%</td>
<td>0.12%</td>
<td>0.46%</td>
<td>1.01%</td>
</tr>
</tbody>
</table>
that any two long data sequences are the same purely by chance is very low. Thus, if a number of long sequences can be aligned with respect to particular items that occur frequently in certain positions, we will have implicitly found sequential patterns that are statistically significant.

3.1 Definitions

This section uses many forward references to the example in Sect. 4, which is used to demonstrate the two sequential mining models. For those unfamiliar with the multiple alignment model, we strongly recommend reading the example section in conjunction with this definition section. Appropriate tables from the example are forward referenced after each definition is given.

The database, $D$, is defined in the same way as in the support framework.

The global multiple alignment of a set of sequences is obtained by inserting a null itemset, (), either into or at the ends of the sequences such that each itemset in a sequence is lined up against a unique itemset or () in all other sequences. In the rest of the paper, alignment will always refer to a global multiple alignment. The upper sections of Tables 7 and 8 show the global multiple alignment of two different group of sequences.

Given two aligned sequences and a distance function for itemsets, the pairwise score (PS) between the two sequences is the sum over all positions of the distance between an itemset in one sequence and the corresponding itemset in the other sequence. Given a multiple alignment of $N$ sequences, the multiple alignment score (MS) is the sum of all pairwise scores. Then the optimum multiple alignment is one in which the multiple alignment score is minimal.
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\[ PS(seq_i, seq_j) = \sum distance(s_{ik}(x), s_{jk}(x)) \quad (\text{for all aligned positions } x) \]
\[ MS(N) = \sum PS(seq_i, seq_j) \quad (\text{over all } 1 \leq i \leq N \land 1 \leq j \leq N) \quad (5) \]

where \( s_{ik}(x) \) refers to the \( k^{th} \) itemset for sequence \( i \) which has been aligned to position \( x \).

**Weighted sequences** are an effective method to compress a set of aligned sequences into one sequence. A *weighted itemset*, denoted in (6), is defined as an itemset that has a weight associated with each item in the itemset as well as the itemset itself. Then a weighted sequence, denoted in (6), is a sequence of weighted itemsets paired with a separate weight for the whole sequence. The weight associated with the weighted sequence, \( n \), is the total number of sequences in the set. The weight associated with the itemset \( ws_j, v_j \), represents how many sequences have a nonempty itemset in position \( j \). And the weight associated with each item \( i_{jk} \) in itemset \( ws_j \), \( w_{jk} \), represents the total number of the item \( i_{jk} \) present in all itemsets in the aligned position \( j \). Tables 7 and 8 give the weighted sequence for each group of aligned sequences.

\[
\text{weighted itemset } ws_j = (i_{j1}: w_{j1}, \cdots, i_{jm}: w_{jm}): v_j
\]
\[
\text{weighted seq } wseq_i = ((i_{t1}: w_{t1}, \cdots, i_{ts}: w_{ts}): v_1 \cdots (i_{tl}: w_{tl}, \cdots, i_{lt}: w_{lt}): v_l): n
\]

The *strength* of an item, \( i_{jk} \), in an alignment is defined as the percentage of sequences in the alignment that have item \( i_{jk} \) present in the aligned position \( j \) (7). Clearly, larger strength value indicates that more sequences share the item in the same aligned position.

\[
\text{strength}(i_{jk}) = \frac{w_{jk}}{n} \times 100\% \quad (7)
\]

Given a threshold, \( \text{min}\_\text{strength} \), and a multiple alignment of \( N \) sequences, the *consensus itemset* for position \( j \) in the alignment is an itemset of all items that occur in at least \( \text{min}\_\text{strength} \) sequences in position \( j \). Then a *consensus sequence* is simply a concatenation of the consensus itemsets for all positions excluding any null consensus itemsets. When weights are included it is called a *weighted consensus sequence*.

Consensus itemset \( (j) = \{ x_{jk} | \forall x_{jk} \in ws_j \land \text{strength}(x_{jk}) \geq \text{min}\_\text{strength} \} \quad (8) \)

Based on item strengths, items in an alignment are divided into three groups: rare items, common items, and frequent items. The rare items may represent noise and are in most cases not of any interest to the user. The frequent items occur in enough of the sequences to constitute the underlying pattern in the group. The common items do not occur frequently enough to be part of the underlying pattern but occur in enough sequences to be of interest. The common items constitute variations on the general pattern. That is, they are the items most likely to occur regularly in a subgroup of the sequences. Using this categorization we make the final results more understandable by
defining two types of consensus sequences corresponding to two thresholds: (1) The *pattern consensus sequence*, which is composed solely of frequent items and (2) the *variation consensus sequence*, an expansion of the pattern consensus sequence to include common items (Table 9). This method presents both the frequent underlying patterns and their variations while ignoring the noise. It is an effective method to summarize the alignment because the user can clearly understand what information is being dropped. Furthermore, the user can control the level of summarization by defining the two thresholds for frequent ($\theta$) and rare ($\delta$) items as desired.

### 3.2 Problem Statement

Given (1) $N$ sequences, (2) a distance function for itemsets, and (3) strength cutoff points for frequent and rare items (users can specify different cutoff points for each partition), the problem of *multiple alignment sequential pattern mining* is (1) to partition the $N$ sequences into $K$ sets of sequences such that the sum of the $K$ multiple alignment scores is minimum, (2) to find the optimal multiple alignment for each partition, and (3) to find the pattern consensus sequence and the variation consensus sequence for each partition.

### 3.3 Methods

The exact solution to multiple alignment pattern mining is NP-hard, and therefore too expensive to be practical. An efficient approximation algorithm, ApproxMAP (for APPROXimate Multiple Alignment Pattern mining), was introduced in [7]. ApproxMAP has three steps. First, $k$ nearest neighbor clustering is used to approximately partition the database. Second, for each partition, the optimal multiple alignment is approximated by the following greedy approach: in each partition, two sequences are aligned first, and then a sequence is added incrementally to the current alignment of $p - 1$ sequences until all sequences have been aligned. At each step, the goal is to find the best alignment of the added sequence to the existing alignment of $p - 1$ sequences. Third, based on user defined thresholds the weighted sequence of each partition is used to generate two consensus sequences per partition, the pattern and the variation consensus sequences. To further reduce the data presented to the user, a simple gamma-corrected color coding scheme is used to represent the item strengths in the patterns. Table 9 illustrates the color-coding scheme.

The definition of the distance function for itemsets, $REPL$, is given in Table 4. $REPL$ is mathematically equivalent to the Sorensen coefficient, an index similar to the Jaccard coefficient except that it gives more weight to the common elements [10]. Thus, it is more appropriate if the commonalities are more important than the differences.
Table 4. Inter itemset distance metric

<table>
<thead>
<tr>
<th>Distance Metric</th>
<th>Formula</th>
<th>Condition</th>
</tr>
</thead>
</table>
| REPL \((X, Y)\)  | \[
\|\{(X-Y)\cup(Y-X)\}\| = \|X\|+\|Y\| - 2\|X\cap Y\|/ \|X\|+\|Y\| \]
| INDEL \((X)\)    | REPL \((X, (\_))\) = 1 |

3.4 Discussion

Multiple alignment pattern mining has many practical applications. It is a versatile exploratory data analysis tool for sequential data, because it organizes and summarizes the high dimensional data into something that can be viewed by people. Multiple alignment pattern mining summarizes interesting aspects of the data as follows: (1) The partitioning through \(k\) nearest neighbor clustering and subsequent multiple alignment within a cluster organizes the sequences, (2) the weighted sequences provide a compressed expression of the full database, and (3) the weighted consensus sequences provides a summary of each cluster’s pattern at a user specified level. In addition, given the appropriate threshold, consensus sequences are patterns that are approximately similar to many sequences in the database. Note that once users have found interesting patterns, they can use the more efficient pattern search methods to do confirmatory data analysis.

Multiple alignment pattern mining is also an effective method for clustering similar sequences. This has the following benefits. First, it enables multiple alignment on a group of necessarily similar sequences to find the underlying pattern (consensus sequence). Second, once sequences are grouped the user can specify the threshold, \(\text{min\_strength}\), specific to each group. This is in contrast to the support model in which \(\text{min\_sup}\) is specified against the whole database. Frequent uninteresting patterns, which are usually grouped into large partitions, will have a higher threshold than infrequent interesting patterns, which tend to be grouped into small partitions. Thus, frequent uninteresting patterns will not flood the results as they do in the support model.

4 Example

Table 5 is a sequence database \(\mathcal{D}\). Although the data is lexically sorted it is difficult to gather much information from the raw data even in this tiny example.

Table 6 displays the results from the support model. For readability, we manually found the the maximal sequential patterns and show them in bold. Note that finding the maximal patterns automatically in sequential data is a non-trivial task.

The ability to view Table 5 is immensely improved by using the alignment model – grouping similar sequences, then lining them up (multiple alignment), and coloring the consensus sequences as in Tables 7 through 9. Note that the
Table 5. Sequence database $D$ lexically sorted

<table>
<thead>
<tr>
<th>ID</th>
<th>Sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq4</td>
<td>⟨(A) (B) (DE)⟩</td>
</tr>
<tr>
<td>seq2</td>
<td>⟨(A) (BCX) (D)⟩</td>
</tr>
<tr>
<td>seq8</td>
<td>⟨(AE) (B) (BC) (D)⟩</td>
</tr>
<tr>
<td>seq7</td>
<td>⟨(AJ) (P) (K) (LM)⟩</td>
</tr>
<tr>
<td>seq1</td>
<td>⟨(AX) (B) (BC) (Z) (AE)⟩</td>
</tr>
<tr>
<td>seq9</td>
<td>⟨(AY) (BD) (B) (EY)⟩</td>
</tr>
<tr>
<td>seq1</td>
<td>⟨(BC) (DE)⟩</td>
</tr>
<tr>
<td>seq5</td>
<td>⟨(IJ) (KQ) (M)⟩</td>
</tr>
<tr>
<td>seq6</td>
<td>⟨(V) (PW) (E)⟩</td>
</tr>
</tbody>
</table>

Table 6. Results from the support model given $D$ ($\minsup = 20\% = 2$ seq)

<table>
<thead>
<tr>
<th>id</th>
<th>Pattern</th>
<th>Support</th>
<th>id</th>
<th>Pattern</th>
<th>Support</th>
<th>id</th>
<th>Pattern</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>⟨(A)⟨(B)⟩)</td>
<td>5</td>
<td>11</td>
<td>⟨(B)(DE)⟩</td>
<td>2</td>
<td>21</td>
<td>⟨(A)⟨(B)⟩)(C)⟩</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>⟨(A)⟨(C)⟩)</td>
<td>3</td>
<td>12</td>
<td>⟨(C)(D)⟩</td>
<td>3</td>
<td>22</td>
<td>⟨(A)⟨(B)⟩)(D)⟩</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>⟨(A)⟨(D)⟩)</td>
<td>4</td>
<td>13</td>
<td>⟨(E)⟩</td>
<td>2</td>
<td>23</td>
<td>⟨(A)⟨(B)⟩)(E)⟩</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>⟨(A)⟨(E)⟩)</td>
<td>3</td>
<td>14</td>
<td>⟨(I)⟨(M)⟩)</td>
<td>2</td>
<td>24</td>
<td>⟨(A)⟨(B)⟩)(BC)⟩</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>⟨(A)⟨(BC)⟩)</td>
<td>3</td>
<td>15</td>
<td>⟨(J)(K)⟩</td>
<td>2</td>
<td>25</td>
<td>⟨(A)⟨(C)⟩)(D)⟩</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>⟨(B)⟨(B)⟩)</td>
<td>3</td>
<td>16</td>
<td>⟨(J)(M)⟩</td>
<td>2</td>
<td>26</td>
<td>⟨(A)⟨(B)⟩)(BC)⟩</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>⟨(B)⟨(C)⟩)</td>
<td>2</td>
<td>17</td>
<td>⟨(K)(M)⟩</td>
<td>2</td>
<td>27</td>
<td>⟨(B)⟨(B)⟩)(E)⟩</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>⟨(B)⟨(D)⟩)</td>
<td>4</td>
<td>18</td>
<td>⟨(BC)(D)⟩</td>
<td>3</td>
<td>28</td>
<td>⟨(J)(K)(M)⟩</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>⟨(B)⟨(E)⟩)</td>
<td>4</td>
<td>19</td>
<td>⟨(BC)(E)⟩</td>
<td>2</td>
<td>29</td>
<td>⟨(A)⟨(B)⟩)(B)⟩</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>⟨(B)⟨(BC)⟩)</td>
<td>2</td>
<td>20</td>
<td>⟨(A)(B)(B)⟩</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

patterns ⟨(A)(BC)(DE)⟩ and ⟨(IJ)(K)(LM)⟩ do not match any sequence exactly. Therefore, these patterns are not detected in the support model.

Given the input data shown in Table 5 ($N = 10$ sequences), ApproxMAP (1) calculates the $N * N$ sequence to sequence distance matrix from the data, (2) partitions the data into two clusters ($k = 2$), (3) aligns the sequences in each cluster (Tables 7 and 8) – the alignment compresses all the sequences in each cluster into one weighted sequence per cluster, and (4) summarizes the weighted sequences (Tables 7 and 8) into weighted consensus sequences (Table 9).

5 Evaluation Method

In this section, we present a method that objectively evaluates the quality of the results produced by any sequential pattern mining method when applied to the output of a well-known IBM synthetic data generator [1]. The evaluation method is a matrix of four experiments – (1) random data, (2) pattern data, and pattern data with (3) varying degrees of noise, and (4) varying numbers of random sequences – assessed on four criteria: (1) recoverability, (2) the
Table 7. Cluster 1 ($\theta = 50\% \land w \geq 4$)

<table>
<thead>
<tr>
<th>seq2</th>
<th>(A)</th>
<th>(BCX)</th>
<th>(D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq3</td>
<td>(AE)</td>
<td>(B)</td>
<td>(BC)</td>
</tr>
<tr>
<td>seq4</td>
<td>(A)</td>
<td>(B)</td>
<td>()</td>
</tr>
<tr>
<td>seq5</td>
<td>()</td>
<td>(B)</td>
<td>(BC)</td>
</tr>
<tr>
<td>seq6</td>
<td>(AX)</td>
<td>(B)</td>
<td>(BC)</td>
</tr>
<tr>
<td>seq7</td>
<td>(AY)</td>
<td>(BD)</td>
<td>(B)</td>
</tr>
<tr>
<td>seq8</td>
<td>(V)</td>
<td>()</td>
<td>()</td>
</tr>
</tbody>
</table>

Table 8. Cluster 2 ($\theta = 50\% \land w \geq 2$)

<table>
<thead>
<tr>
<th>seq8</th>
<th>(IJ)</th>
<th>()</th>
<th>(KQ)</th>
<th>(M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq9</td>
<td>(AJ)</td>
<td>(P)</td>
<td>(K)</td>
<td>(LM)</td>
</tr>
<tr>
<td>seq10</td>
<td>(I)</td>
<td>()</td>
<td>()</td>
<td>(LM)</td>
</tr>
</tbody>
</table>

Table 9. Results from the alignment model: Consensus Seqs ($\theta = 50\%, \delta = 20\%$)

<table>
<thead>
<tr>
<th>100%: 85%: 70%: 50%: 35%: 20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern Consensus Seq1 strength = 50% = 3.5 &gt; 3 seqs</td>
</tr>
<tr>
<td>Variation Consensus Seq1 strength = 20% = 1.4 &gt; 1 seqs</td>
</tr>
<tr>
<td>Pattern Consensus Seq2 strength = 50% = 1.5 &gt; 1 seqs</td>
</tr>
<tr>
<td>Variation Consensus Seq2 Not appropriate in this small set</td>
</tr>
</tbody>
</table>

number of spurious patterns, (3) the number of redundant patterns, and (4) the level of extraneous items in the result. Recoverability, defined in Sect. 5.2, provides a good estimate of how well the underlying trends in the data are detected. This evaluation method will enable researchers not only to use the data generator to benchmark performance but also to quantify the quality of the results. Quality benchmarking will become increasingly important as more data mining methods focus on approximate solutions.

Using this method, we compare the quality of the results from the support model and the alignment model. Note that all methods generate the same results for the support model. In contrast, the exact solution to the multiple alignment pattern mining is NP-hard, and in practice all solutions are approximate. Consequently the results of the alignment model are method dependent. We use the results of ApproxMAP to represent the alignment model.
5.1 Synthetic Data

Given several parameters (Table 10), the IBM data generator given in [1] produces the database and reports the base patterns used to generate it. The data is generated in two steps. First, it generates $N_{pat}$ potentially frequent sequential patterns, called base patterns, according to $L_{pat}$ and $I_{pat}$. Second, each sequence in the database is built by combining base patterns until the size required, determined by $L_{seq}$ and $I_{seq}$, is met. Along with each base pattern, the data generator reports the expected frequency, $E(F_B)$, and the expected length (total number of items), $E(L_B)$, of the base pattern in the database. The $E(F_B)$ is given as a percentage of the size of the database and the $E(L_B)$ is given as a percentage of the number of items in the base pattern.

Random data is generated by assuming independence between items both within and across itemsets.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
<th>Default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{seq}$</td>
<td># of data sequences</td>
<td>1000</td>
</tr>
<tr>
<td>$L_{seq}$</td>
<td>Avg. # of itemsets per data sequence</td>
<td>10</td>
</tr>
<tr>
<td>$I_{seq}$</td>
<td>Avg. # of items per itemset in the database</td>
<td>2.5</td>
</tr>
<tr>
<td>$N_{pat}$</td>
<td># of base pattern sequences</td>
<td>10</td>
</tr>
<tr>
<td>$L_{pat}$</td>
<td>Avg. # of itemsets per base pattern</td>
<td>7</td>
</tr>
<tr>
<td>$I_{pat}$</td>
<td>Avg. # of items per itemset in base patterns</td>
<td>2</td>
</tr>
<tr>
<td>$</td>
<td>I</td>
<td>$</td>
</tr>
</tbody>
</table>

5.2 Evaluation Criteria

The effectiveness of a model can be evaluated in terms of how well it finds the real underlying patterns in the database (the base patterns), and whether or not it generates any confounding information. To the best of our knowledge, no previous study has measured how well the various methods recover the known base patterns in the data generator in [1]. In this section, we propose a new measure, recoverability, to evaluate the match between the base patterns and the result patterns. Expanding it, we propose a vector of four criteria – (1) recoverability, (2) the number of spurious patterns, (3) the number of redundant patterns, and (4) the level of extraneous items in the result patterns – which can comprehensively depict the quality of the result patterns.

The quality of the results from a pattern mining algorithm is determined by examining each of the result patterns output from a method closely. We only consider result patterns with more than one itemset in the sequence as a valid pattern because one-itemset patterns are obviously not meaningful sequential patterns and can be dismissed easily. Furthermore, in the multiple alignment model, only the pattern consensus sequences are considered.
Table 11. Evaluation Criteria

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_{item}</td>
<td>Total number of items in all the result patterns</td>
</tr>
<tr>
<td>N_{extra}</td>
<td>Total number of extraneous items in all the result patterns</td>
</tr>
<tr>
<td>N_{level}</td>
<td>Level of extraneous items: % of incorrect predictions in the result</td>
</tr>
<tr>
<td>N_{total}</td>
<td>Total number of result patterns = N_{max} + N_{spur} + N_{redun}</td>
</tr>
<tr>
<td>N_{max}</td>
<td>Total number of max patterns = number base patterns detected</td>
</tr>
<tr>
<td>N_{spur}</td>
<td>Total number of spurious patterns</td>
</tr>
<tr>
<td>N_{redun}</td>
<td>Total number of redundant patterns</td>
</tr>
</tbody>
</table>

In order to measure these four criteria, we match the resulting patterns from each method to the most similar base pattern. That is, the result pattern, $P_j$, is matched with the base pattern, $B_i$, if the longest common subsequence between $P_j$ and $B_i$, denoted as $B_i \otimes P_j$, is the maximum over all base patterns. The items shared by $P_j$ and $B_i$, $B_i \otimes P_j$, are defined as pattern items. The remaining items in $P_j$ are defined as extraneous items. The overall level of extraneous items in the set of result patterns is the total number of extraneous items over the total number of all items in the full set of result patterns.

Depending on the mix of pattern and extraneous items, each result pattern is categorized as either a spurious, max, or redundant pattern. **Spurious patterns** are result patterns with more extraneous items than pattern items. Of the remaining, **max patterns** are result patterns whose $\|B_i \otimes P_j\|^1$ is the longest over all result patterns mapped to a given base pattern $B_i$. Note that the number of max patterns is equal to the number of base patterns detected. The rest of the result patterns, $P_a$, are **redundant patterns** as there exists a max pattern, $P_{max}$, that matches with the same base pattern but better.

Next we measure how well a model detects the underlying base pattern by evaluating the quality of the max patterns. The number of base patterns found or missed is not alone an accurate measure of how well the base patterns were detected because it can not take into account which items in the base pattern were detected or how strong (frequent) the patterns are in the data. The base patterns are only potentially frequent sequential patterns. The actual occurrence of a base pattern in the data, which is controlled by $E(F_B)$ and $E(L_B)$, varies widely. $E(F_B)$ is exponentially distributed then normalized to sum to 1. Thus, some base patterns with tiny $E(F_B)$ will not exist in the data or occur very rarely. Recovering these patterns are not as crucial as recovering the more frequent base patterns. $E(L_B)$ controls how many items in the base patterns, on average, are injected into one occurrence of the base pattern in a sequence. $E(L_B)$ is normally distributed.

For example, for each base pattern given in Table 13 the $E(F_B)$ and $E(L_B)$ is given in parenthesis. The table is sorted by $E(F_B)$ of the base patterns. Here

$^1 \|seq_i\|=\text{length of } seq_i$, denotes the total number of items in $seq_i$. 
we see that for 10 base patterns the most frequent pattern occurs in 21% of
the data (E(F_B)=21% for BaseP_1). On the other hand the weakest pattern
in the data occurs in only 0.8% of the data (E(F_B)=0.8% for BaseP_10).

We designed a weighted measure, recoverability, which can more accurately
evaluate how well the base patterns have been recovered. Specifically, given
a set of base patterns, B_i, the expected frequency E(F_B) and the expected
length E(L_B) of each base pattern in the data, and a set of result patterns,
\( P_j \), we define the recoverability as,

\[
\text{Recoverability} \ R = \sum_{\text{base pat } \{B_i\}} E(F_{B_i}) \cdot \min \left( \frac{1}{E(L_{B_i}) \cdot \|B_i\|}, \frac{\max \|B_i \otimes P_j\|}{E(L_{B_i}) \cdot \|B_i\|} \right)
\]

(9)

\( \max \|B_i \otimes P_j\| \) is the number of items in the max pattern, \( P_j \), shared with
the base pattern \( B_i \). Since \( E(L_B) \) is an expected value, sometimes the actual
observed value, \( \max \|B_i \otimes P_j\| \) is greater than \( E(L_B) \cdot \|B_i\| \). In such cases, we
truncate the value of \( \max \|B_i \otimes P_j\| \) to 1 so that recoverability stays between 0
and 1. When recoverability of the mining is high, major portions of the base
patterns have been found.

In summary, a good model would produce high recoverability with small
numbers of spurious and redundant patterns and a low level of extraneous
items. Table 11 summarizes the evaluation criteria and the notations.

6 Results

6.1 Spurious Patterns in Random Datasets

We generated random datasets with parameters \( N_{seq} \), \( I_{seq} \), and \( \|I\| \) as given
in Table 10 and varied \( L_{seq} \) to test empirically how many spurious patterns
are generated from random data.

The support model has no mechanism to eliminate patterns that occur sim-
ply by chance. As seen in the theoretical analysis (Sect. 2.5), when sequences
are long, short patterns can occur frequently simply by chance. Consequently,
support alone cannot distinguish between statistically significant patterns and
random sequences.

Consistent with the theoretical analysis, the support model generates huge
number of spurious patterns given random data (Fig. 2(a)). The number of
spurious patterns increase exponentially with respect to \( L_{seq} \). This follows
naturally from Fig. 1 which show that \( E(\text{sup}) \) of sequences with two item-
sets increase linearly with respect to \( L_{seq} \). Thus, the total of all patterns,
1 \( \leq L_{\text{pat}} \leq \max L \), should increase exponentially. When \( \text{min sup}=5\% \) and
\( L_{seq} = 30 \), there are already 53,471 spurious patterns. In real applications,
since \( \text{min sup} << 5\% \), and \( N_{seq} > 30 \), there will be many spurious patterns
mixed in with true patterns.
In contrast, the probability of a group of random sequences aligning well enough to generate a consensus sequence is negligible. Thus, using default settings \((k = 5 \text{ and } \theta = 50\%\)), the multiple alignment model found no spurious patterns in any datasets \(L_{seq} = 10..50\) (Fig. 2(b)). In Fig. 2(b), we also report the number of spurious patterns that occur at the default cutoff point for variation consensus sequences, \(\delta = 20\%\). We see that when sequences are longer, there are a few negligible number of spurious patterns (1, 6, and 5 when \(L_{seq} = 30, 40, \) and 50 respectively) generated at this low cutoff point.

6.2 Baseline Study of Patterned Database

This experiment serves several purposes. First, it evaluates how well the models detect the underlying patterns in a simple patterned dataset. Second, it illustrates how readily the results may be understood. Third, it establishes a baseline for the remaining experiments. We generate 1000 sequences from 10 base patterns as specified in Table 10. We tuned both models to the optimal parameters.

The recoverability for both models was good at over 90\% (Table 12). However, in the support model it is difficult to extract the 10 base patterns from results that include 253,714 redundant patterns and 58 spurious patterns.

<table>
<thead>
<tr>
<th>Table 12. Results from patterned data</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Multiple Alignment Model</th>
<th>Support Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(k = 6 \text{ &amp; } \theta = 30%)</td>
<td>(\text{min}_\text{sup} = 5%)</td>
</tr>
<tr>
<td>Recoverability</td>
<td>91.16%</td>
<td>91.59%</td>
</tr>
<tr>
<td>(N_{extra}/N_{item})</td>
<td>3/106 = 2.83%</td>
<td>66,058/1,782,582 = 3.71%</td>
</tr>
<tr>
<td>(N_{total})</td>
<td>8</td>
<td>253,782</td>
</tr>
<tr>
<td>(N_{max})</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>(N_{spur})</td>
<td>0</td>
<td>58</td>
</tr>
<tr>
<td>(N_{redun})</td>
<td>1</td>
<td>253,714</td>
</tr>
</tbody>
</table>
Furthermore, there were 66,058 extraneous items in total, which constituted 3.71% of all items in the result patterns.

In comparison, the alignment model returned a very succinct but accurate summary of the base patterns. There was in total only 8 patterns, only one of which was a redundant pattern. Furthermore, there were no spurious patterns and only 3 extraneous items (Table 12). The full result from the multiple alignment model is very small and manageable. The full result fits on one page and is given in Table 13. It shows the pattern consensus sequences, \( \text{PatConSeq}_i \), the variation consensus sequences, \( \text{VarConSeq}_i \), with the matching base patterns, \( \text{BaseP}_i \). The three weakest base patterns missed are at the bottom. In this small dataset, manual inspection clearly shows how well the consensus sequences match the base patterns used to generate the data. Each consensus pattern found was a subsequence of considerable length of a base pattern. The 17 consensus sequences together provide a good overview of the 1000 data sequences. Note that we have 9 clusters but only 8 pattern consensus sequence because one cluster had no items with strength greater than \( \theta = 30\% \) – i.e. the pattern consensus sequence \( \text{PatConSeq}_9 \) was a null sequence.

Many of the redundant patterns in the support model are either subsequences of a longer pattern or a small variation on it. They hold little additional information and instead make it difficult to see the real base patterns. Although, finding max or closed patterns has been researched in the context of frequent itemset mining [3, 9], extending these methods to sequential patterns is not trivial.

In contrast, the one redundant pattern in the alignment model has useful information. Sequences in the partition that generated \( \text{PatConSeq}_3 \) (Table 13) were separated out from the partition that generated \( \text{PatConSeq}_2 \) because they were missing most of the seven items at the end of \( \text{PatConSeq}_3 \). Thus, when the redundant patterns in the alignment model are subsequences of a longer pattern, it alerts the user that there is a significant group of sequences that do not contain the items in the longer pattern.

### 6.3 Robustness with Respect to Noise

We evaluate the robustness of the models with respect to varying degrees of noise in the data. Noise is introduced into the patterned data (as discussed in Sect. 5.1) using a corruption probability \( \alpha \). Items in the database are randomly changed into another item or deleted with probability \( \alpha \). This implies that \( 1 - \alpha \) is the probability of any item remaining constant. Hence, when \( \alpha = 0 \) no items are changed, and higher values of \( \alpha \) imply a higher level of noise [18].

The results show that the support model is vulnerable to random noise injected into the data. As seen in Table 14 and Fig. 3, as the corruption factor, \( \alpha \), increases, the support model detects less of the base patterns and incorporates more extraneous items in the patterns. When the corruption factor is 20%, the recoverability degrades significantly to 54.94%. Such results are expected since the model is based on exact match. Note that even when
Table 13. Consensus seqs & the matching base patterns $(k = 6, \theta = 30\%, \delta = 20\%)$

| BaseP, $(E(F_{3})E(L_{0})$ | || P || Pattern$\leq 100$: 85:70:50:35:20$ |
|-----------------------------|----------------|--------------------------------------------------|
| BaseP$_{1}$ (0.21:0.66)    | 14             | $(15\ 16\ 17\ 66)(15\ 58\ 99)(2\ 74)(31\ 76)(66\ 62\ 93)$ |
| PatConSeq$_{1}$            | 13             | $(15\ 16\ 17\ 66)(15\ 58\ 99)(2\ 74)(31\ 76)(66\ 62)$ |
| VarConSeq$_{1}$            | 18             | $(15\ 16\ 17\ 66)(15\ 22\ 58\ 99)(2\ 74\ 31\ 76\ 66\ 62\ 93)$ |
| BaseP$_{2}$ (0.161:0.83)   | 22             | $(22\ 50\ 66)(16\ 29\ 99\ 94)(45\ 67)(12\ 28\ 36\ 50\ 96\ 61\ 60\ 62\ 22\ 58\ 63\ 74\ 99)$ |
| PatConSeq$_{2}$            | 19             | $(22\ 50\ 66)(16\ 29\ 99\ 94)(45\ 67)(12\ 28\ 36\ 50\ 96\ 61\ 60\ 62\ 22\ 58\ 63\ 74\ 99)$ |
| VarConSeq$_{2}$            | 25             | $(22\ 50\ 66)(16\ 29\ 99\ 94)(45\ 67)(12\ 28\ 36\ 50\ 96\ 61\ 60\ 62\ 22\ 58\ 63\ 74\ 99)$ |
| BaseP$_{3}$ (0.141:0.82)   | 14             | $(22\ 23\ 58\ 52\ 50\ 16\ 24\ 63\ 24\ 65\ 93\ 22\ 11\ 15\ 74)$ |
| PatConSeq$_{3}$            | 11             | $(22\ 23\ 58\ 52\ 50\ 16\ 24\ 63\ 24\ 65\ 93\ 22\ 11\ 15\ 74)$ |
| VarConSeq$_{3}$            | 13             | $(22\ 23\ 58\ 52\ 50\ 16\ 24\ 63\ 24\ 65\ 93\ 22\ 11\ 15\ 74)$ |
| BaseP$_{4}$ (0.131:0.90)   | 15             | $(31\ 76\ 58\ 66\ 16\ 22\ 30\ 16\ 50\ 62\ 66\ 2\ 16\ 24\ 63)$ |
| PatConSeq$_{4}$            | 11             | $(31\ 76\ 58\ 66\ 16\ 22\ 30\ 16\ 50\ 62\ 66)$ |
| VarConSeq$_{4}$            | 11             | $(31\ 76\ 58\ 66\ 16\ 22\ 30\ 16\ 50\ 62\ 66)$ |
| BaseP$_{5}$ (0.123:0.81)   | 14             | $(43\ 28\ 73\ 96\ 2\ 74\ 5\ 24\ 63\ 20\ 93)$ |
| PatConSeq$_{5}$            | 13             | $(43\ 28\ 73\ 96\ 2\ 74\ 5\ 24\ 63\ 20\ 93)$ |
| VarConSeq$_{5}$            | 16             | $(43\ 28\ 73\ 96\ 2\ 74\ 5\ 24\ 63\ 20\ 93)$ |
| BaseP$_{6}$ (0.121:0.77)   | 9              | $(63\ 16\ 22\ 24\ 22\ 50\ 66\ 50)$ |
| PatConSeq$_{6}$            | 8              | $(63\ 16\ 22\ 24\ 22\ 50\ 66)$ |
| VarConSeq$_{6}$            | 9              | $(63\ 16\ 22\ 24\ 22\ 50\ 66)$ |
| BaseP$_{7}$ (0.054:0.80)   | 13             | $(70\ 58\ 66\ 22\ 74\ 24\ 41\ 2\ 74\ 31\ 76\ 74)$ |
| PatConSeq$_{7}$            | 16             | $(70\ 58\ 66\ 22\ 74\ 24\ 41\ 2\ 74\ 31\ 76\ 74)$ |
| VarConSeq$_{7}$            | 18             | $(70\ 58\ 66\ 22\ 74\ 24\ 41\ 2\ 74\ 31\ 76\ 74)$ |
| BaseP$_{8}$ (0.014:0.91)   | 17             | $(20\ 22\ 23\ 96\ 50\ 51\ 63\ 58\ 16\ 22\ 50\ 23\ 26\ 36\ 10\ 74)$ |
| BaseP$_{9}$ (0.038:0.78)   | 7              | $(88\ 24\ 58\ 78\ 22\ 58\ 96)$ |
| BaseP$_{10}$ (0.008:0.66)  | 17             | $(16\ 22\ 23\ 74\ 88\ 24\ 63\ 20\ 96\ 91\ 40\ 62\ 15\ 40\ 29\ 40\ 99)$ |
recoverability is only 54.94%, the model returns 10,670 patterns of which 10,656 are redundant patterns and 9.82% of the items are extraneous items.

In comparison, the alignment model is robust to noise in the data. Despite the presence of noise, it is still able to detect a considerable number of the base patterns. The results show that recoverability is still 88.21% with no extraneous items when corruption factor is 40% (Table 15 and Fig. 3).

### Table 14. Effects of noise ($\minsup = 5\%$)

<table>
<thead>
<tr>
<th>$1 − \alpha$</th>
<th>Recoverability</th>
<th>$\frac{N_{\text{extra}}}{N_{\text{item}}}$</th>
<th>$N_{\text{total}}$</th>
<th>$N_{\text{max}}$</th>
<th>$N_{\text{spur}}$</th>
<th>$N_{\text{redu}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>91.59%</td>
<td>1.058</td>
<td>253,782</td>
<td>10</td>
<td>58</td>
<td>253,714</td>
</tr>
<tr>
<td>10%</td>
<td>76.06%</td>
<td>0.742</td>
<td>46,278</td>
<td>10</td>
<td>9</td>
<td>46,259</td>
</tr>
<tr>
<td>20%</td>
<td>54.94%</td>
<td>0.150</td>
<td>10,670</td>
<td>9</td>
<td>5</td>
<td>10,656</td>
</tr>
<tr>
<td>30%</td>
<td>41.83%</td>
<td>0.016</td>
<td>3,646</td>
<td>10</td>
<td>1</td>
<td>3,635</td>
</tr>
<tr>
<td>40%</td>
<td>32.25%</td>
<td>0.013</td>
<td>1,477</td>
<td>8</td>
<td>0</td>
<td>1,469</td>
</tr>
<tr>
<td>50%</td>
<td>28.35%</td>
<td>0.006</td>
<td>701</td>
<td>9</td>
<td>0</td>
<td>692</td>
</tr>
</tbody>
</table>

### Table 15. Effects of noise ($k = 6, \theta = 30\%$)

<table>
<thead>
<tr>
<th>$1 − \alpha$</th>
<th>Recoverability</th>
<th>$\frac{N_{\text{extra}}}{N_{\text{item}}}$</th>
<th>$N_{\text{total}}$</th>
<th>$N_{\text{max}}$</th>
<th>$N_{\text{spur}}$</th>
<th>$N_{\text{redu}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>91.16%</td>
<td>0.016</td>
<td>8</td>
<td>7</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10%</td>
<td>91.16%</td>
<td>0.014</td>
<td>9</td>
<td>7</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>20%</td>
<td>91.16%</td>
<td>0.013</td>
<td>12</td>
<td>7</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>30%</td>
<td>90.95%</td>
<td>0.012</td>
<td>9</td>
<td>7</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>40%</td>
<td>88.21%</td>
<td>0.011</td>
<td>9</td>
<td>7</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>50%</td>
<td>64.03%</td>
<td>0.010</td>
<td>8</td>
<td>5</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

![Fig. 3. Effects of noise ($k = 6, \theta = 30\%$)](image_url)
6.4 Robustness w.r.t. Random Sequences

This experiment is designed to test the effect of random sequences added to patterned data. We generated random data as in the first experiment with the same parameters as the patterned data in the second experiment and added them together. The main effect of the random sequences are the weakening of the patterns as a percentage of the database.

Consequently, in the support model all the criteria (recoverability, the number of spurious and redundant patterns, and the level of extraneous items) are reduced when \( \minsup \) is maintained at 5% (Table 16). On the other hand, if we maintain \( \minsup = 50 \) sequences, obviously the recoverability can be maintained at 91.59%. The tradeoff is that all other evaluation criteria (number of spurious and redundant patterns and the level of extraneous items) increase somewhat (Table 17).

In ApproxMAP, the parameter that controls which patterns are detected is \( k \) in the kNN clustering step. In this experiment, when \( k \) is maintained at 6, the added random sequences had no effect on the clusters formed or how the patterned sequences were aligned. Each cluster just picks up various amounts of the random sequences which are aligned after all the patterned sequences are aligned. In effect, the random sequences are ignored when it cannot be aligned with the patterned sequences in the cluster. The rest of the random sequences formed separate clusters that generated no patterns, as in the first experiment on random data. Nonetheless, when \( \theta \) is maintained at 30%, the consensus sequences were shorter, reducing recoverability, because the random sequences increased the cluster size, and thus weakened the signature in the cluster as a percentage of the cluster size (Table 18).

However, as seen in Table 19, we can easily find the longer underlying patterns by adjusting \( \theta \) to compensate for the random sequences in the data. \( \theta \) can be lowered to pick up more patterned items. The tradeoff would be that more extraneous items could be picked up as well. Yet, in this experiment we found that ApproxMAP was robust to random sequences in the data. When \( \theta \) was lowered to the point at which recoverability is maintained at 91.16%, the number of spurious and redundant patterns remained the same even when all 800 random sequences were added to 1000 patterned sequences. The number of extraneous items increase slightly from 3 to 11 giving slightly higher levels of extraneous items in the results.

6.5 Scalability

Methods based on the support model has to build patterns, either in depth first or breath first manner, one at a time. Thus, the lower bound on the time complexity with respect to the patterns is exponential. In contrast, the methods based on the alignment model find the patterns directly through multiple alignment. Thus, the time complexity does not depend on the number of patterns. Instead, computation time is dominated by the clustering step,
which has to calculate the distance matrix and build the $k$ nearest neighbor list. This inherently makes the time complexity $O(N_{seq}^2 L_{seq}^2 I_{seq})$ where $N_{seq}$ is the total number of sequences, $L_{seq}$ is the average number of itemsets in the sequence, and $I_{seq}$ is the average number of items per itemset. However, unlike the support model there is potential for improving on the time complexity by using a sampling based iterative clustering algorithm and stopping

### Table 16. Effects of Random Sequences ($min_sup = 5\%$)

<table>
<thead>
<tr>
<th>$N_{RandSeq}$</th>
<th>$N_{PatSeq}$</th>
<th>Recoverability</th>
<th>$\frac{N_{total}}{N_{item}}$</th>
<th>$N_{total}$</th>
<th>$N_{spur}$</th>
<th>$N_{reduce}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>91.59%</td>
<td>66.058</td>
<td>253,782</td>
<td>58</td>
<td>253,714</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>91.52%</td>
<td>66.712</td>
<td>129,061</td>
<td>16</td>
<td>129,035</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>87.67%</td>
<td>64.404</td>
<td>82,837</td>
<td>7</td>
<td>82,828</td>
</tr>
<tr>
<td>600</td>
<td>100</td>
<td>83.76%</td>
<td>66.311</td>
<td>47,730</td>
<td>4</td>
<td>47,716</td>
</tr>
<tr>
<td>800</td>
<td>100</td>
<td>80.38%</td>
<td>66.421</td>
<td>28,519</td>
<td>4</td>
<td>28,505</td>
</tr>
</tbody>
</table>

### Table 17. Effects of Random Sequences ($min_sup = 50$ sequences)

<table>
<thead>
<tr>
<th>$N_{RandSeq}$</th>
<th>$N_{PatSeq}$</th>
<th>$min_sup$</th>
<th>Recoverability</th>
<th>$\frac{N_{total}}{N_{item}}$</th>
<th>$N_{total}$</th>
<th>$N_{spur}$</th>
<th>$N_{reduce}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>5%</td>
<td>91.59%</td>
<td>66.058</td>
<td>253,782</td>
<td>58</td>
<td>253,714</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>4.2%</td>
<td>91.59%</td>
<td>66.105</td>
<td>253,939</td>
<td>59</td>
<td>253,870</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>3.6%</td>
<td>91.59%</td>
<td>66.442</td>
<td>254,200</td>
<td>59</td>
<td>254,131</td>
</tr>
<tr>
<td>600</td>
<td>100</td>
<td>3.1%</td>
<td>91.59%</td>
<td>66.371</td>
<td>254,341</td>
<td>59</td>
<td>254,272</td>
</tr>
<tr>
<td>800</td>
<td>100</td>
<td>2.8%</td>
<td>91.59%</td>
<td>66.716</td>
<td>254,505</td>
<td>61</td>
<td>254,434</td>
</tr>
</tbody>
</table>

### Table 18. Effect of Random Sequences ($k = 6, \theta = 30\%$)

<table>
<thead>
<tr>
<th>$N_{RandSeq}$</th>
<th>$N_{PatSeq}$</th>
<th>Recoverability</th>
<th>$\frac{N_{total}}{N_{item}}$</th>
<th>$N_{total}$</th>
<th>$N_{spur}$</th>
<th>$N_{reduce}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>91.16%</td>
<td>14%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>91.16%</td>
<td>17%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>88.33%</td>
<td>0%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>600</td>
<td>100</td>
<td>82.87%</td>
<td>0%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>800</td>
<td>100</td>
<td>72.88%</td>
<td>0%</td>
<td>7</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 19. Effect of Random Sequences ($k = 6$)

<table>
<thead>
<tr>
<th>$N_{RandSeq}$</th>
<th>$N_{PatSeq}$</th>
<th>$\theta$</th>
<th>Recoverability</th>
<th>$\frac{N_{total}}{N_{item}}$</th>
<th>$N_{total}$</th>
<th>$N_{spur}$</th>
<th>$N_{reduce}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>30%</td>
<td>91.16%</td>
<td>3%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>25%</td>
<td>91.16%</td>
<td>3%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>22%</td>
<td>91.16%</td>
<td>5.5%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>600</td>
<td>100</td>
<td>18%</td>
<td>91.16%</td>
<td>8.85%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>800</td>
<td>100</td>
<td>17%</td>
<td>91.16%</td>
<td>9.65%</td>
<td>8</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
the sequence to sequence distance calculation as soon as it is clear that the two sequences are not neighbors. Thus, not surprisingly when the patterns are relatively long, the multiple alignment algorithms tend to be faster than support based algorithms that are exponential in nature to the size of the pattern.

7 Related Work

Many papers have proposed methods for finding frequent subsequences to uncover patterns in sequential data [1, 3, 13, 15, 19]. There are three works in particular, that examine the support model and extend the problem statement to find more interesting and useful patterns. Spiliopoulou extend the model to find rules of the form ”if A then B” using the confidence model [14]. Recently, Liang at al. examine ways to detect infrequent dependent event patterns for temporal data [8, 11]. Both these works try to find a particular type of sequential pattern in the data which are different from the focus of this paper. Yang at al. presents a probabilistic model to handle noise in mining strings [18]. However, Yang et al’s work cannot be easily generalized to apply to the sequential data, sequences of sets, targeted in this paper. Furthermore, it does not address the issue of generating huge number of patterns that share significant redundancy.

There is a rich body of literature on string (simple ordered lists) analysis in computer science as well as computational biology that can be extended for this problem domain. In particular, multiple alignment has been studied extensively in computational biology [5, 6, 16] to find common patterns in a group of strings. In this paper, we have generalized string multiple alignment to find patterns in ordered lists of sets.

8 Conclusion and Future Works

Designing good operational definitions for patterns is the first step in mining useful and interesting patterns. Sequential patterns are commonly defined as frequent subsequences based on exact match. Noting some inherent problems in the frequent sequential pattern model, we present an entirely different model, multiple alignment sequential pattern mining. We performed a comparative study of the two models using a novel evaluation method utilizing the well-known IBM synthetic data generator [1]. The evaluation method comprehensively describes the quality of the patterns that emerge from certain definitions empirically.

When the evaluation method was applied to the support model for sequential pattern mining, it revealed that the model generates a huge number of redundant and spurious patterns in long sequences. These confounding patterns bury the true patterns in the mined result. Our theoretical analysis of the
expected support of short patterns in long sequences confirm that many short patterns can occur frequently simply by chance. Hence, support alone cannot distinguish between statistically significant patterns and random occurrences. Furthermore, in the presence of noise in the data, the support model cannot detect the underlying patterns well because a sequence supports a pattern if, and only if, the pattern is fully contained in the sequence. Hence, noise in the data can cause the exact matching approach to miss general trends in the sequence database. This becomes especially problematic in real applications. Many customers may share similar buying habits, but few of them follow exactly the same buying patterns.

In contrast, the evaluation results demonstrate that, under all the circumstances we examined — including those where the support model fails, the alignment model is able to better recover the underlying patterns with little confounding information. ApproxMAP returns a succinct but accurate summary of the base patterns with few redundant or spurious patterns.

The evaluation method can be used in general to compare different sequential pattern definitions and mining models. This admittedly empirical method is crucial in understanding the quality of the mined results because often the models are too complicated for theoretical analysis. An empirical evaluation method is especially important for understanding the performance of approximate solutions.

Our initial work has clearly shown much promise in the alignment model. There are some interesting work remaining in optimizing the performance of ApproxMAP as well as fine tuning the evaluation method.
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A Appendix

A.1 Derivation of Expected Support on Random Data

The expression for the expected support of a subsequence of arbitrary length will be cumbersome. Instead, we present the derivation of the recursive procedure which can be used to calculate the expected support under the null hypothesis of complete independence. We provide explicit expressions for the expected support for subsequences of length one, two, and three only; however, the logic used to calculate the expected support for a subsequence of length three from that of length two can also be used to calculate successively
longer subsequences. This should be implemented in a computer program, where a numerical value (rather than an analytical expression) is desired for the expected support of a particular subsequence.

Recall that the expected support (measured as a percentage) for a subsequence under our null hypothesis is equivalent to the probability that the subsequence appears at least once in an observed sequence. We consider first the expected support for a subsequence of length one. Let \( p(A) \) be the probability of item \( A \) appearing in the sequence at any particular position. Then the expected support of \( A \), i.e. the probability that \( A \) will appear at least one time in a sequence of length \( L \), is

\[
E\{\sup(A)\} = Pr\{A \text{ appears at least once}\} = 1 - Pr\{A \text{ never appears}\} = 1 - [1 - p(A)]^L \tag{10}
\]

Now consider the calculation of \( Pr\{\text{seq}_i\} \) where the subsequence length is two. Let \( A \) and \( B \) arbitrarily represent two items, which need not be distinct. Rather than directly calculate \( Pr\{A..B\} \), the probability that item \( A \) will be followed by item \( B \) at least one time in a sequence of length \( L \), it is easier to instead calculate \( Pr\{\sim (A..B)\} \), i.e. the probability of never seeing an \( A \) followed by a \( B \). Then, \( Pr\{A..B\} \) – the quantity of interest – is found by subtracting \( Pr\{\sim (A..B)\} \) from one.

The probability of \( \sim (A..B) \) can be systematically calculated by dividing all the possible outcomes into the \( L + 1 \) mutually exclusive sets, which will be denoted for convenience by “\( \text{first}(A,i) \)”:

\[
\begin{align*}
\text{A first appears in position 1} &= \text{first}(A,1) \\
\cdots \\
\text{A first appears in position } j &= \text{first}(A,j) \\
\cdots \\
\text{A first appears in position } L &= \text{first}(A,L) \\
\text{A never appears}
\end{align*}
\]

The probability of each possible outcome is

\[
Pr\{\text{first}(A,j)\} = [1 - p(A)]^{j-1}p(A) \tag{11}
\]

for \( j = 1..L \). The probability that \( A \) never appears is:

\[
Pr\{A \text{ never appears}\} = [1 - p(A)]^L \tag{12}
\]

Next, we condition \( Pr\{\sim (A..B)\} \) upon the mutually exclusive event sets listed above:

\[
Pr\{\sim (A..B)\} = \sum_{j=1}^{L} Pr\{\sim (A..B)|\text{first}(A,j)\} \cdot Pr\{\text{first}(A,j)\} + Pr\{\sim (A..B)|A \text{ never appears}\} \cdot Pr\{A \text{ never appears}\} \tag{13}
\]
Where in general,
\[ Pr\{ \sim (\text{A..B})|first(\text{A}, j)\} = Pr\{ \text{B never appears in a sequence of length } L - j \} = [1 - p(B)]^{L-j} \]  
(14)
By substituting equations 12, 11, and 14 into 13 and recognizing that we are certain not to observe A..B if A never appears, i.e.:
\[ Pr\{ \sim (\text{A..B})|A \text{ never appears} \} = 1 \]
we have
\[ Pr\{ \sim (\text{A..B})\} = p(A) \sum_{j=1}^{L} \left\{ [1 - p(B)]^{L-j} [1 - p(A)]^{j-1} \right\} + [1 - p(A)]^{L} \]  
(15)
Then the expected support from a sequence of length \( L \) for A..B is
\[ E\{sup(AB)\} = Pr\{[A..B]\} = 1 - Pr\{ \sim (A..B)\} = 1 - \left( p(A) \sum_{j=1}^{L} \left\{ [1 - p(B)]^{L-j} [1 - p(A)]^{j-1} \right\} + [1 - p(A)]^{L} \right) \]  
(16)
The probability of observing longer subsequences can now be calculated recursively. To determine \( Pr\{A..B..C\} \) we again first calculate \( Pr\{ \sim (A..B..C)\} \) and condition on \( A \) appearing first in either the \( j^{th} \) position or not at all:
\[ Pr\{ \sim (A..B..C)\} = \sum_{j=1}^{L} Pr\{ \sim (A..B..C)|first(\text{A}, j)\} \cdot Pr\{first(\text{A}, j)\} + Pr\{ \sim (A..B..C)|A \text{ never appears} \} \cdot Pr\{A \text{ never appears}\} \]  
(17)
Note that the conditional probability
\[ Pr\{ \sim (A..B..C)|first(\text{A}, j)\} = Pr\{ \sim (B..C)\} \text{ in a sequence of length } L - j \} \]  
(18)
Applying (15) to a sequence of length \( L - j \) we find that:
\[ Pr\{ \sim (B..C) \text{ in a sequence of length } L - j \} = p(B) \sum_{k=1}^{L-j} \left\{ [1 - p(C)]^{L-j-k} [1 - p(B)]^{k-1} \right\} + [1 - p(B)]^{L-j} \]  
(19)
Again we recognize that the probability of not seeing A..B..C given that A does not appear in the sequence must equal 1. Then substituting equations 18, 11, and 12 into 17 produces an expression for \( Pr\{ \sim (A..B..C)\} \):
\[ Pr\{ \sim (A..B..C)\} = [1 - p(A)]^{L} + p(A) \cdot [1 - p(A)]^{l-1} \cdot \sum_{j=1}^{L} \left\{ p(B) \sum_{k=1}^{L-j} \left\{ [1 - p(C)]^{L-j-k} [1 - p(B)]^{k-1} \right\} + [1 - p(B)]^{L-j} \right\} \]  
(20)
from which \( Pr\{A..B..C\} \) can be found by subtraction:
\[ E\{sup(ABC)\} = Pr\{\overline{(A..B..C)}\} = 1 - Pr\{\overline{(A..B..C)}\} \]  

(21)

The analytical expression for the probability of observing a subsequence at least once in a longer sequence quickly becomes cumbersome as the length of the subsequence increases, but may be readily computed in a recursive manner as illustrated above.
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1 Introduction

In this study we focus on the preference among competing models from a family of polynomial regressors. Classical statistics offers a number of well-known techniques for the selection of models in polynomial regression, namely, Finite Prediction Error (FPE) [1], Akaike’s Information Criterion (AIC) [2], Schwartz’s criterion (SCH) [10] and Generalized Cross Validation (GCV) [4]. Wallace’s Minimum Message Length (MML) principle [16, 17, 18] and also Vapnik’s Structural Risk Minimization (SRM) [11, 12] – based on the classical theory of VC-dimensionality – are plausible additions to this family of model-selection principles. SRM and MML are generic in the sense that they can be applied to any family of models, and similar in their attempt to define a trade-off between the complexity of a given model and its goodness of fit to the data under observation – although they do use different trade-offs, with MML’s being Bayesian and SRM’s being non-Bayesian in principle. Recent empirical evaluations [14, 15] comparing the performance of several methods for polynomial degree selection provide strong evidence in support of the MML and SRM methods over the other techniques.

We consider a simple domain where the $x$ data are randomly selected from the interval $[-1, 1]$ and the $y$ values are derived from a univariate function, $y = t(x)$, corrupted with Gaussian noise having a zero mean. Least-squares approximations of polynomials of degree up to 20 are derived from the data generated. These univariate polynomials of varying orders are then offered to the five model selection methods and the performance of the preferred polynomials are evaluated by their predictive accuracy on test data, similarly generated. This work supplements the recent studies by Wallace and Viswanathan [14, 15] by including an extensive empirical evaluation of five polynomial selection methods – FPE [1], SCH [10], GCV [4], MML and SRM. (In unreported results, we have found that AIC [2] performs almost identically to FPE.) We aim to analyze the behaviour of these five methods with respect...
2 Background

As mentioned in Sect. 1, the target problem is the selection of a univariate polynomial regression function. In this section we aim to summarize the two major approaches based on the minimum message length (MML) and structural risk minimization (SRM) principles. Let us assume that we have a finite number $N$ of observations of a function $t(x)$ corrupted with additive noise $\varepsilon$, $y_i = t(x_i) + \varepsilon_i$ for $i = 1, \ldots, N$.

Our approximation of the target function is based on the training set of $N$ observations, where the values, $x_i$, of the independent variable $x$ are independently and uniformly distributed in the interval $[-1, 1]$ and the noise values $\varepsilon_i = y_i - t(x_i)$, are independently and identically distributed by a Normal density with zero mean and unknown variance. The framework of the problem follows Wallace [15] and Viswanathan et al. [14]. The values, $x_i$, of the independent variable $x$ are randomly selected from the uniform distribution on the interval $[-1, 1]$.

The task then is to find some polynomial function, $f(x) = \hat{t}(x)$, of degree $d$ that may be used to predict the value of $t(x)$ in the interval, $-1 \leq x \leq 1$. In our evaluation we only consider polynomials $f(\cdot)$ of degrees up to 20 and for any given degree $d$, we select the polynomial $f(d, x)$ that minimizes the squared error $SE$ on the training data,

$$SE(f(d, x)) = \sum_{i=1}^{N} (y_i - f(d, x_i))^2$$

The performance or prediction risk is the expected performance of the chosen polynomial for new (future) samples. This is measured by its Squared Prediction Error $SPE$, which is estimated using a simple Monte Carlo method:

$$SPE(f(d, x)) = \frac{1}{m} \sum_{i=1}^{m} (f(d, x_i) - t(x_i))^2$$

where $t(x)$ is the target function and $m$ is $\max(N, 50)$ and the test data ($i = 1$ to $m$) are randomly selected from a uniform distribution in $[-1,1]$.

2.1 Classical Methods for Model Selection

Among the classical methods compared in this paper two general approaches can be observed. While Generalized Cross-Validation (GCV) [4] is based on
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Data re-sampling, Finite Prediction Error (FPE) [1] and Schwartz’s Criterion (SCH) [10] attempt to penalize model complexity. The use of FPE as opposed to the Akaike Information Criterion (AIC) [2] is justified since FPE is specially derived under the assumption that the distributions of the predictors used in learning and prediction, is identical. Furthermore, FPE and AIC give almost the same inference for this class of problem [9, Sect. 8.4], as borne out by some unreported results of our own. As described in Wallace [15], the selection process for these classical methods is to choose the polynomial which minimizes

\[ g(p, N) \ast SE(f(d, x)) \]

where \( p = (d + 1)/N \), and \( g(\cdot, \cdot) \) is a function characteristic of the given method of inference. The function \( g(\cdot, \cdot) \) is known as a penalty function since it inflates the training error (average residual sum of squares). The following characteristic penalty functions are derived from the classical approaches:

1. Finite Prediction Error (FPE), \( g(p, N) = (1 + p)/(1 - p) \)
2. Schwartz’s Criterion (SCH), \( g(p, N) = 1 + 0.5 \log(n) * p/(1 - p) \)
3. Generalized Cross Validation (GCV), \( g(p, N) = 1/(1 - p)^2 \)

### 2.2 VC Dimension and Structural Risk Minimization

As defined earlier in Sect. 2, the prediction risk is the expected performance of an estimator on new samples. The Vapnik-Chervonenkis theory [11, 12] provides non-asymptotic “guaranteed” bounds for the prediction risk of a model based on the concept of the VC-dimension. Generally speaking, the VC-dimension [11, 12] is a measure of model complexity. For a given set of functions the VC-dimension is the number of instances that can be “shattered” — i.e., all possible subsets of the instances being partitioned from their complement subset by functions from this set. For example, in the binary classification case, the VC-dimension is the maximum number of instances \( m \) which can be separated into two classes in all possible \( 2^m \) ways by using functions from the hypothesis space. The VC-dimension for the set of polynomial functions of degree \( d \) can be shown [12] to be equal to \( (d + 1) \).

The Structural Risk Minimization (SRM) principle [12, 13] is based on the well-known assumption that, in order to infer models with high generalization ability, we need to define a trade-off between the model complexity and goodness of fit to the data. Employing the VC-dimension as the measure of model complexity the SRM principle attempts to achieve this trade-off and avoid over-fitting.

According to Vapnik [12], in order to choose the polynomial \( f(d, x) \) of the best degree \( d \), one can minimize the following function based on the Structural Risk Minimization principle:

\[
R(a, d) \leq \frac{1}{N} \sum (y_i - f(d, x_i))^2 \frac{1}{(1 - c\sqrt{\xi N})} \quad (3)
\]
where
\[ \xi_N = \frac{V (\log N + 1) - \log \eta}{N} \]

In the expression above, \( R(\mathbf{a}, d) \) is the estimate of the prediction risk of a polynomial of degree \( d \) and coefficients \( \mathbf{a} \). The numerator of the Right Hand Side of (3) is the average squared error, namely \( \frac{1}{N} \sum_{i=1}^{N} (y_i - f(d, x_i))^2 \), achieved by a polynomial of degree \( d \) and set of coefficients \( \mathbf{a} = [a_0, \ldots, a_d] \) on \( N \) training examples, and the denominator is \( 1 - c \sqrt{\xi_N} \). \( \xi_N \) is the error term where \( N \) is the number of examples, \( c \) is a constant that reflects the tails of the training error distribution and \( V \) is the VC dimension for \( f(d, x) \).

This approach also takes into account the confidence interval for the prediction. Specifically, it provides an upper bound for the estimate, \( R(\mathbf{a}, d) \), of the prediction risk. The inequality in (3) then holds with probability \( (1 - \eta) \), where \( \eta \) represents a confidence interval for the prediction [12]. In our empirical evaluation we have used \( V = (d + 1) \), since the VC dimension for a polynomial of degree \( d \) is \( (d + 1) \) and, as suggested in [13], we have elected to use \( c = 1 \). In this evaluation we employ the error term \( \xi_N \) as described in (3) with \( \eta = 0.125 \) (this value of \( \eta \) was derived from Vapnik's book [12]). An older error term was investigated in empirical comparisons done by Wallace [15] where the confidence interval \( \eta \) was implemented as a function of the sample size \( (\eta = \frac{1}{\sqrt{N}}) \). The recent version [13] from (3) employs a fixed user-defined value. This application of a fixed confidence interval improves the predictive performance of the older approach [12, 14, 15] at least in specific cases.

### 2.3 Minimum Message Length Principle

Minimal Length Encoding techniques like the Minimum Message Length (MML) [16, 17, 18] and Minimum Description Length (MDL) [6, 7, 8] principles have been popular due to their successful application in model selection. MML is an invariant Bayesian principle based on the information-theoretic assertion that the best model for a given set of data is one that allows the shortest joint encoding of the model and the data, given the model. MML seeks to minimize the length of a “message” which encodes the data (in this problem the training \( y \)-values) by first stating a probabilistic model for the data, and then encoding the data using a code which would be optimal were the stated model true. MML has been shown to provide robust and highly competitive model selection in comparison to various classical model selection criteria (including AIC) within the polynomial degree selection framework [3], although we improve this even further here in Sect. 2.3 by our use of an orthonormal basis.

In our case, since the model is assumed to be a polynomial function with Gaussian noise, the model description need only specify the degree of the polynomial, the co-efficients of the polynomial, and the estimated variance (or, equivalently, SD) of the noise. In the general case, the best MML polynomial
for any degree is the one that has the shortest two-part message length, of which the first part describes the polynomial in terms of its degree \(d\), coefficients \(a\) and estimated variance \(v\), while the second part describes the data (via the \(\varepsilon_i\)) using the given polynomial. An important point to note is that our encoding system uses the degree of the polynomial rather than the number of non-zero coefficients. One reason for this is that the number of non-zero coefficients will depend upon whether we choose the basis \(1, x, x^2, x^3, \ldots\), the orthonormal basis for integration over the region \([-1, 1]\) or another basis. However, the degree of the polynomial will remain the same regardless of this choice of basis.

In the current experiment, the coefficients are estimated using the maximum likelihood technique, since the difference from MML estimation is small for this problem and the other methods all advocate using the maximum likelihood estimate. (For examples of problems where MML and maximum likelihood estimation are substantially different, see, e.g., Wallace and Freedman, 1992 and Wallace, 1995.) The following sections provide details of the actual MML encoding scheme.

**Encoding the Model with Prior Beliefs**

MML is a Bayesian principle and thus requires the formal specification of prior beliefs. We start by considering the degree of our polynomial models. All degrees from 0 to 20 are considered equally likely a priori, so each degree is coded with a code word of length \(\log_2 21\) nits, or natural bits. The coding of the model degree has no influence on the choice of model as all degrees have the same code length.

In coding estimates of the noise variance \(v\), and the polynomial coefficients \(a\), some scale of magnitude may be assumed. Here, we use the second order sample moment of the given \(y\)-values to determine such a scale by defining

\[
\vartheta = \frac{1}{N} \sum_{i=1}^{N} (y_i)^2
\]

In encoding a polynomial model of degree \(d\), we suppose that the noise and each of the \((d + 1)\) degrees of freedom of the polynomial may be expected a priori to contribute equally (in very rough terms) to the observed variance \(\vartheta\) of the \(y\)-values. Defining

\[
u = \sqrt{\left(\frac{\vartheta}{d + 2}\right)} = \sqrt{\frac{\sum_{i=1}^{N} y_i^2}{N(d + 2)}}
\]

we assume the Standard Deviation \(s\), of the "noise" \(v\), where \(s = \sqrt{\nu}\), has a Negative Exponential prior density with mean \(u\), and that each of the coefficients \((a_0, \ldots, a_j, \ldots, a_d)\) of the polynomial has independently a \(N(0, u^2)\)
prior density. If the coefficients were the usual coefficients of the successive
powers of $x$, the latter assumption would be unreasonable, and highly infor-
mative. Instead, we represent a $d$-degree polynomial as

$$f(d, x) = \sum_{j=0}^{d} (a_j Q_j(x))$$

(6)

where the set $Q_j(\cdot) : j = 0 \ldots d$ is a set of polynomials, $Q_j(\cdot)$ being of degree
$j$, which are orthonormal under integration on the interval $[-1, 1]$. The or-
thonormal polynomials represent effectively independent modes of contributing
to the variance of $f(d, \cdot)$, and therefore it seems reasonable to assume inde-
pendent prior densities for the co-efficients $\{a_j : j = 0, \ldots, d\}$. With these
assumptions, the overall prior density for the unknown parameters $\{s, \{a_j\}\}$ is

$$h(s, a) = \frac{1}{u} (-s/u)^{d} \prod_{j=0}^{d} \left( \frac{1}{\sqrt{2\pi u}} \right) e^{-a_j^2/(2u^2)}$$

(7)

The amount of information needed to encode the estimates $s$ and $a$ depends
on the precision to which these are stated in the “message”. Specifying the
estimates with high precision leads to an increase in the model part of the
message length while lower precision leads to lengthening of the data part.
The optimum precision, as described in [18], is inversely proportional to the
square root of the Fisher information $F(s, a)$, which in this case is given by

$$F(s, a) = 2 \left( \frac{N}{s^2} \right)^{(d+2)} |M|$$

(8)

where $M$ is the co-variance matrix of the orthonormal polynomials evaluated
at the given x-values:

$$M[j, k] = (1/N) \sum_{i=1}^{N} Q_j(x_i) Q_k(x_i)$$

(9)

**Encoding the Data**

Once the model polynomial $f(d, \cdot)$ and the noise standard deviation $s$ have
been stated, the given y-values can be coded simply by their differences from
$f(d, \cdot)$, these differences being coded as random values from the Normal den-
sity $N(0, v)$. The message length required for this is then given by

$$DataMessLen = \left( \frac{N}{2} \right) \log(2\pi v) + (1/2v) \cdot SE(f(d, \cdot))$$

(10)
The Total Message Length

The total message length is approximately given by

\[
\text{MessLen} = -\log h(s, a) + 0.5 \log F(s, a) + \text{DataMessLen} - \frac{(d + 2)/2}{\pi} \log(2\pi) + 0.5 \log((d + 2)\pi)
\]  

(11)

where the last two terms arise from the geometry of an optimum quantizing lattice in \((d + 2)\)-space. The noise variance \(v = s^2\) is estimated as

\[
\hat{v}_{\text{MML}} = \frac{1}{(N - d - 1)} \sum_{i=1}^{N} (f(d, x_i) - y_i)^2
\]  

(12)

and the co-efficients of \(a\) are estimated by conventional least-squares fit. These estimates do not exactly minimize the message length \(\text{MessLen}\), but, as in Sect. 2.3, for this problem the difference is small. The MML method selects that degree \(d\) which minimizes \(\text{MessLen}\) as calculated above in (11). Recent theory [5] suggests that the MML estimator will closely approximate the estimator minimizing the expected Kullback-Leibler distance.

3 Experimental Evaluation

The following discussion outlines the experimental procedure used in this empirical evaluation also employed in Wallace [15] and Viswanathan et al. [14]. For each experiment a target function is selected in the required interval \([-1,1]\). The noise is defined in terms of the “signal-to-noise ratio” (SNR), where SNR is defined as the second moment of the target function, \(t(x)\), about zero, divided by the noise variance \(v\). The number of training data points \(N\) and the number of evaluations (training and test runs) are specified.

An experiment consists of (averaging over) 10000 evaluations. In each evaluation or “case”, \(N\) training examples and \(m = \max(N, 50)\) test examples are generated. For each “case”, all least-squares polynomial approximations of degrees up to 20 are found by standard techniques, and the training error, \(SE(d)\), computed for each of the 21 polynomials. These training error values are then given to each of the model selection methods being compared and each method selects its preferred choice among the polynomials.

The prediction risk for a method in the current case is then the average squared prediction error (SPE) achieved by the polynomial chosen by the method on the test data. Note again that all selection methods must choose from the same set of 21 polynomials, and their choices are evaluated on the same set of test data. Thus if two selection methods choose the same degree
in some case, they are choosing the same polynomial and will incur the same SPE for this case.

After the 10000 cases of an experiment have been completed, we obtain for each selection method:

- its Squared Prediction Error (SPE), averaged over all cases (10000); and,
- the Standard Deviation of its SPE.

The five selection methods – namely, MML, SRM, FPE, SCH and GCV – were evaluated on six target functions \( f(x) \) in the interval \([-1,1]\). The methods were tested under different scenarios. First, the noise level was kept constant with varying numbers of training points and, then the noise levels were varied with a fixed number of training points. For each method evaluated under a particular scenario, comparisons were made on the basis of squared prediction error (SPE) and standard deviation of the SPE. As an artificial yardstick, we also include a method called “BEST”. The “BEST” polynomial is obtained by selecting from the 21 candidate least-square fit polynomials (from Sect.1) the polynomial which would give the smallest SPE as calculated on the test data. Thus, BEST shows the best performance which could possibly be obtained in principle, but these results are of course unrealizable, as they are based on knowledge of the noise-free values of the target function at the test \( x_i \)'s.

3.1 Target Functions

In evaluating the five polynomial selection methods we consider the following two polynomial and four non-polynomial target functions.

1. **Higher-order Polynomial**: \( y = 0.623x^{18} - 0.72x^{15} - 0.801x^{14} + 9.4x^{11} - 5.72x^9 + 1.873x^6 - 0.923x^4 + 1.826x - 21.45; \)
2. **Lower-order Polynomial**: \( y = 9.72x^5 + 0.801x^3 + 9.4x^2 - 5.72x - 136.45; \)

Non-polynomial Target Functions

It is interesting to observe the performance of the different methods when the target function are not polynomials. The task here is challenging as we seek the best polynomial approximation. The following target functions were utilized in the comparison, with \(-1 \leq x \leq 1\).

1. **SIN**: \( y = (\sin(\pi(x + 1)))^2; \)
2. **LOG**: \( y = \log(x + 1.01); \)
3. **FABS**: \( y = |x + 0.3| - 0.3; \) and,
4. **DISC**: if \( x < 0.0 \) \( y = 0.1 \); else \( y = 2x - 1.0. \)
4 Analysis of Results

In the experimental evaluation we consider two sets of target functions. In the former the target functions belong to the family of polynomials of maximum degrees of 20, while the latter set consists of non-polynomials. Figs. 1–6 include plots of results from experiments with six target functions. Each figure presents two scenarios. In the first case the sample size is increased and the standard deviation of the noise is kept constant, and vice versa in the second case. Some of the prediction methods can be seen to have a squared prediction error typically of the order of 100 times that of MML. Due to this

Fig. 1. Comparing methods on Squared Prediction Error (SPE)
relatively poor performance of those estimation techniques, squared prediction error is plotted on a logarithmic scale. As mentioned in Sect. 3, we also plot the standard deviations from some of these simulation runs with sample size fixed at $N = 40$ and noise varying. Of the six target functions considered (see Sect. 3.1), when $N = 40$, we found the ratio of FPE squared error to MML squared error to be the smallest for the smooth SIN function, closely followed by the discontinuous function. We found the ratio to be largest for the low order polynomial. In Fig. 7, we plot results comparing the standard deviation of SPE of all methods on the SIN function and the low-order polynomial.

Fig. 2. Comparing Methods on Squared Prediction Error
In general, from the examples included in this paper and other tests it can be observed that MML and SRM give lower errors than other methods in most cases. The results clearly show that none of the methods FPE, SCH, or GCV is competitive with SRM or MML, except under conditions of low noise and large N, when all methods give similar results. An interesting observation is that the SRM method is based on theory which does not assume that the target function belongs to the model family from which the approximation is drawn (in this case, the polynomials). MML, however, is in part motivated by theory which does make this assumption. It is curious that the only target/test conditions under which SRM performs comparably with MML are
ones where this assumption is largely valid. Furthermore, an examination of the percentiles of the error distribution suggests that the MML and SRM-based methods usually have similar median errors. The high SPE of the SRM method seems to be the result of occasional very large errors using the selected model. Evidence of this is given in Fig. 8.

Finally, we find that, in its application to the current model selection framework, the SRM principle is not paying any attention to the variance of the selected model. On an examination of the cases where the performance of the SRM-based models is worse than usual we find that the estimated variance of the approximating polynomial is orders of magnitude larger than the second moment of the training samples. Thus the SRM principle is accepting some
clearly unreasonable models. As an example, the plots in Fig. 8 present a comparison of the variance of the worst model (in terms of SPE) selected by the SRM and MML methods over the 10,000 runs with their average training errors. The model selection methods were evaluated on the sine function from Sect. 3.1 with a fixed SNR ratio and variable sample size.

5 Conclusions

In this paper we present a detailed technique for modeling noisy data with univariate polynomials. The Minimum Message Length methodology is used to develop a coding scheme to encode these univariate polynomials which are estimated using a maximum likelihood technique. The model that minimizes this MML-based encoding scheme is preferred. We compared our approach to several well-known techniques by a detailed experimental evaluation involving
Comparison of Methods on a Discontinuous Function (DISC).

Fig. 6. Comparing Methods on Squared Prediction Error

Comparison of Methods on a Low Order Polynomial.

Fig. 7. Standard Deviation of Squared Prediction Error
several model selection methods (SRM, FPE, SCH and GCV) on both continuous and discontinuous target functions. The empirical evaluation consisted of averaging errors from 10000 cases of an experiment with a specific sample size and noise level. In general models based on the MML methodology provided excellent predictive accuracy in the presence of noise with improved quality of prediction. One of our research efforts in progress is to extend the current univariate regression problem to a multivariate design, thus enabling direct comparisons with classical multivariate techniques. In future we also aim to analyse the performance of our approach on other target functions.

Fig. 8. A Comparison of the SPE (test data) and SE (training data) of the Worst Models Selected by SRM and MML.
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In order to further improve the KDD process in terms of both the degree of automation achieved and types of knowledge discovered, we argue that a formal logical foundation is needed and suggest that Bacchus’ probability logic is a good choice. By completely staying within the expressiveness of Bacchus’ probability logic language, we give formal definitions of “pattern” as well as its determiners, which are “previously unknown” and “potentially useful”. These definitions provide a sound foundation to overcome several deficiencies of current KDD systems with respect to novelty and usefulness judgment. Furthermore, based on this logic, we propose a logic induction operator that defines a standard process through which all the potentially useful patterns embedded in the given data can be discovered. Hence, general knowledge discovery (independent of any application) is defined to be any process functionally equivalent to the process specified by this logic induction operator with respect to the given data. By customizing the parameters and providing more constraints, users can guide the knowledge discovery process to obtain a specific subset of all previously unknown and potentially useful patterns, in order to satisfy their current needs.

1 Introduction

The knowledge Discovery in Databases (KDD) process is defined to be the non-trivial extraction of implicit, previously unknown and potentially useful patterns from data [3]. This concise definition implies the basic capabilities that a KDD system should have. In reality, however, the user of current KDD systems is only provided limited automation: on the one hand, he is required to specify in advance exactly which type of knowledge is considered potentially useful and thus need to be discovered; on the other hand, often, he has to make the novelty judgment from a glut of patterns generated by KDD systems.
In other words, the KDD system can neither support in the specification of knowledge types that are potentially useful nor that a specific piece of discovered knowledge is previously unknown. Thus, it cannot guarantee what it discovers is previously unknown and potentially useful. This deficiency offers big room for the improvement of KDD process in terms of both the degree of automation and ability to discover a variety of knowledge types. In the following subsections, we will show in detail that in order to achieve such improvement, a formal theoretical framework of KDD is needed, and suggest that Bacchus’ probabilistic logic provides a good foundation for us to start from.

1.1 On “Previously Unknown Pattern”

One can imagine that without a specification of what is “already known”, there is no way for KDD systems to judge what is “previously unknown”. Nevertheless, the view of a “real world” of current KDD systems is just a set of facts or data, so that any discovered pattern with parameters higher than thresholds will be deemed novel by the KDD systems, though they may not be so to human users. This is one of the major reasons why identifying and eliminating uninteresting discovered patterns is always a hot topic in the practice of data mining. In other words, the lack of the ability to model “already known patterns” burdens the user with the task of novelty judgment. In order to improve the degree of automation of the knowledge discovery process, we need a comprehensive model of the “real world”, which requires a unified formalism to represent both facts and patterns.

However, the formalization of the representation alone is not enough to solve the novelty judgment problem. The inference ability among patterns is also required. For example, assume that we only have the following two “already known patterns”: 1) More than 80% of the students didn’t get A in the test; 2) Every student living on campus got A. Now suppose we obtain another pattern through some KDD process: more than 80% of the students didn’t live on campus. Does it belong to “previously unknown pattern” or not? Most of us may agree that it does not, because this pattern can be easily deduced from the other two. Therefore, in order to effectively identify “previously unknown pattern”, the deductive ability of the formalism that helps in recognizing relationships among patterns (statistical assertions) is also a necessity.

1.2 On “Potentially Useful Pattern”

In almost all previous literature, “potential usefulness” was viewed as a user-dependent measure. This popular opinion implies that the user has already known or currently has the ability to know which type of pattern will be potentially useful. If we cannot say that there exists, to some degree, a paradox in the way the terms of “previously unknown” and “potentially
In practice, a pattern with conditional probability (or, confidence) of 30% will be thought to be uninteresting. However, consider the following situation: the conditional probability of $A$ given $B$ is 1% or 80% (that is, either it is too low or too high) and the conditional probability of $A$ given $B \land C$ is 30%, where $A$ is some kind certain type of disease; $B$ denotes some population and $B \land C$ is a subpopulation of $B$. Now one will feel the latter pattern is potentially useful. Conversely, a pattern with conditional probability 90% will be always thought useful. However, consider the scenario: the conditional probability of $A$ given $B \land C$ is 90%, and the conditional probability of $A$ given $B$ equals to 91.5%. For this case, obviously, it is not $B \land C$ that implies $A$.

Therefore, on the one hand, what we can get, with current practices, is just a subset of all potentially useful patterns; on the other hand, what we really get may include those that are not potentially useful. In order to solve this problem, we need a more sophisticated formulation of the criteria for the notion of “potential usefulness”.

One of the major purposes of KDD is to utilize the statistical knowledge extracted from given data to help one’s decision making. In decision theory, propositional probability, whose statements represent assertions about the subjective state of one’s beliefs, is always employed as the guide to action in the face of uncertainty [1]. However, the subjective state of one’s belief is always coming from or affected by the objective statistical state of the world, which is described by statistical probability. For verification, one can think about some examples: recommender system, classification system, actuarial reasoning, medical expert system and so on. Therefore, direct inference, which deals with the inference of propositional probability from statistical assertion in AI, provides us the clue of how to define “potential usefulness”. Roughly speaking, the statistical pattern that can affect one’s propositional assertion, when one faces some particular situation, will be potentially useful.

1.3 Bacchus’ Probabilistic Logic

Given that the scope of our discussion is limited to statistical knowledge discovery, which is one of the most active themes in KDD, we found that Bacchus’s probabilistic logic [1], which is an augmentation of the first order logic and provides a unified formalism to represent and reason with both the statistical probability and propositional probability, provides a good foundation for formalizing the KDD process. For example, its first order logic part can be applied to model facts and relational structures, while the statistical probability part of its language can be used to represent and reason with patterns. Moreover, it integrates an elegant direct inference mechanism, based on which we
can give a formal definition of “potential usefulness”. Furthermore, the logic itself is sound.

1.4 Contributions and Outline of this Paper

Based upon Bacchus’s probabilistic logic, this paper proposes a theoretical framework for (statistical) knowledge discovery in databases: first, a logical definition of “previously unknown, potentially useful pattern” are given by completely remaining within the framework of Bacchus’s logic language, which provides a sound foundation to solve several deficiencies of current KDD systems with respect to novelty and usefulness judgment. Secondly, we propose a logic induction operator that defines a standard process through which all the potentially useful patterns embedded in the given data can be discovered. This logic induction operator formally characterizes the discovery process. Therefore, general knowledge discovery (independent of any application) is defined to be any process functionally equivalent to the process determined by this logic induction operator for a given data. Finally, by showing that the following knowledge types: association rule, negative association rule and exception rule are all special cases of our potentially useful patterns, user-guided knowledge discovery is defined to be discovery of a subset of all previously unknown and potentially useful patterns, discoverable via general knowledge discovery, in order to satisfy a particular user’s current needs.

The rest of this paper will be organized as follows: A brief review of Bacchus’ probability logic will be presented in Sect. 2. In Sect. 3, we will provide the logical model of a “real world” including both the data (facts) and “already known knowledge”. Based on this model, in Sect. 4, formal definitions of pattern as well as its determiners “previously unknown” and “potentially useful” will be given. Then, in Sect. 5, the logical induction operator will be introduced based on these definitions, and several existing knowledge types will be analyzed within the theoretical framework that we propose for KDD. Finally, we will provide our conclusions in Sect. 6.

2 Review of Bacchus’ Probability Logic

In this section, we briefly review the syntax, semantics and direct inference mechanism provided by Bacchus’ probability logic. For a detailed discussion of its axiom system, the analysis of soundness and completeness, please refer to [1].

2.1 Syntax

The syntax defines the allowed symbols and specifies the strings of symbols that are well-formed formulas.
Allowed Symbols

- A set of n-ary function symbols ($f, g, h, \ldots$), including two types: object function symbols and numeric function symbols;
- A set of n-ary predicate symbols ($P, Q, R, \ldots$), including two types: object predicate symbols and numeric predicate symbols;
- The binary object predicate symbol $=$;
- The binary numeric predicate symbol $<$ and $= (\leq, \geq$ and can be derived from them); the binary numeric function symbols $+$ and $\times$; The numeric constants $-1, 1, 0$;
- A set of numeric variables and a set of object variables;
- The connectives $\land$, $\neg$; the qualifier $\forall$;
- The propositional probability operator $\text{prob}$;
- The statistical probability operator $[\text{and}]$.

Formulas and Terms

- T0: A single object variable or constant is an $o$-term; a single numeric variable or constant is an $f$-term;
- T1: If $f$ is an n-ary object function symbol and $t_1, \ldots, t_n$ are o-terms, then $f(t_1, \ldots, t_n)$ is an o-term; if $f$ is an n-ary numeric function symbol and $t_1, \ldots, t_n$ are f-terms, then $f(t_1, \ldots, t_n)$ is an f-term;
- F1: If $P$ is an n-ary object predicate symbol and $t_1, \ldots, t_n$ are o-terms, then $P(t_1, \ldots, t_n)$ is a formula;
- F2: If $P$ is an n-ary numeric predicate symbol and $t_1, \ldots, t_n$ are f-terms, then $P(t_1, \ldots, t_n)$ is a formula;
- F3: If $\alpha$ is a formula, so is $\neg \alpha$;
- F4: If $\alpha, \beta$ are formulas, so is $\alpha \land \beta$;
- F5: If $\alpha$ is a formula, and $x$ is variable, then $\forall x. \alpha$ is a formula;
- T2a: If $\alpha$ is a formula, then $\text{prob}(\alpha)$ is an f-term;
- T2b: If $\alpha$ is a formula and $\mathbf{x}$ is a vector of $n$ object variables $\langle x_1, \ldots, x_n \rangle$, then $[\alpha]_\mathbf{x}$ is an f-term.

Definition Extentions

- Propositional Conditional Probability:
  $\text{prob}(\beta) \neq 0 \rightarrow \text{prob}(\alpha|\beta) \times \text{prob}(\beta) = \text{prob}(\alpha \land \beta) \land$  
  $\text{prob}(\beta) = 0 \rightarrow \text{prob}(\alpha|\beta) = 0$
- Statistical Conditional Probability:
  $[\beta]_\mathbf{x} \neq 0 \rightarrow [\alpha|\beta]_\mathbf{x} \times [\beta]_\mathbf{x} = [\alpha \land \beta]_\mathbf{x} \land$  
  $[\beta]_\mathbf{x} = 0 \rightarrow [\alpha|\beta]_\mathbf{x} = 0$
2.2 Semantics

The logic semantic structure \( M = (\mathcal{O}, \mathcal{S}, \mathcal{V}, \mu_\mathcal{O}, \mu_\mathcal{S}) \) is provided to interpret the symbols and formulas of Bacchus’ probability logic, where

- \( \mathcal{O} \) is a set of objects of the domain of interest;
- \( \mathcal{S} \) is the set of possible worlds;
- \( \mathcal{V} \) is a function that associates an interpretation of the language with each world; For every \( s \in \mathcal{S} \), \( \mathcal{V}(s) \) assigns to every \( n \)-ary object predicate symbol a subset of \( \mathcal{O}^n \), to every \( n \)-ary object function symbol a function from \( \mathcal{O}^n \) to \( \mathcal{O} \), to every \( n \)-ary numeric predicate symbol a subset of \( \mathbb{R}^n \), and to every \( n \)-ary numeric function symbol a function from \( \mathbb{R}^n \) to \( \mathbb{R} \).
- \( \mu_\mathcal{O} \) is a discrete probability function over \( \mathcal{O} \); for \( A \subseteq \mathcal{O} \), \( \mu_\mathcal{O}(A) = \sum_{o \in A} \mu_\mathcal{O}(o) \) and \( \mu_\mathcal{O}(\mathcal{O}) = 1 \).
- \( \mu_\mathcal{S} \) is a discrete probability function over \( \mathcal{S} \); for \( B \subseteq \mathcal{S} \), \( \mu_\mathcal{S}(B) = \sum_{s \in B} \mu_\mathcal{S}(s) \) and \( \mu_\mathcal{S}(\mathcal{S}) = 1 \).

In addition, a variable assignment function \( v \) is needed to map each variable to a particular individual from the proper domain. Hence, the truth assignment of a formula and the interpretation of a term will depend on three factors: the logic semantic structure \( M \), the current world \( s \), and variable assignment function \( v \). If a formula \( \alpha \) is assigned true by the triple \((M, s, v)\), it is denoted as \((M, s, v) \models \alpha\); while the interpretation of term \( t \) is denoted as \( t^{(M, s, v)} \). In details:

- **T0:** If \( x \) is a variable, then \( x^{(M, s, v)} = v(x) \), which is independent of current world \( s \).
- **T1:** If \( f \) is an \( n \)-ary function symbol (of either type) and \( t_1, \ldots, t_2 \) are terms of the same type, then
  \[
  (f(t_1, \ldots, t_n))^{(M, s, v)} = f^{\mathcal{V}(s)}(t_1^{(M, s, v)}, \ldots, t_1^{(M, s, v)})
  \]
- **F1:** If \( P \) is an \( n \)-ary predicate symbol (of either type) and \( t_1, \ldots, t_2 \) are terms of the same type, then
  \[
  (M, s, v) \models P(t_1, \ldots, t_n) \iff t_1^{(M, s, v)}, \ldots, t_1^{(M, s, v)} > \in P^{\mathcal{V}(s)}
  \]
- **F1=:** If \( s \) and \( t \) are terms of the same type, then
  \[
  (M, s, v) \models (s = t) \iff s^{(M, s, v)} = t^{(M, s, v)}
  \]
- **F2:** For every formula \( \alpha \), \((M, s, v) \models \neg \alpha \iff (M, s, v) \not\models \alpha\)
- **F3:** For every formulas \( \alpha, \beta \), \((M, s, v) \models (\alpha \land \beta) \iff (M, s, v) \models \alpha \land (M, s, v) \models \beta\).
- **F4a:** For every formula \( \alpha \) and object variable \( x \),
  \[
  (M, s, v) \models \forall x. \alpha \iff (M, s, v[x/o]) \models \alpha \text{ for all } o \in \mathcal{O},
  \]
  where \( v[x/o] \) is identical to \( v \) except that it maps \( x \) to the individual \( o \).
- **F4b:** For every formula \( \alpha \) and numeric variable \( x \),
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\[(M, s, v) \models \forall x. \alpha \iff (M, s, v[x/r]) \models \alpha \text{ for all } r \in R,\]

where \(v[x/r]\) is identical to \(v\) except that it maps \(x\) to the individual \(r\).

- \(T2a\): For every formula \(\alpha\), \((\text{prob}(\alpha))(M, s, v) = \mu_S\{s' \in S : (M, s', v) \models \alpha\}\).
- \(T2b\): For every unary formula \(\alpha\), \((\alpha|x)(M, s, v) = \mu_O\{o \in O : (M, s, v[x/o]) \models \alpha\}\).

2.3 Direct Inference

Direct inference deals with the inference of a propositional probability from a statistical probability. In terms of knowledge discovery, as discussed before, it provides a mechanism to formalize the decision making process based on discovered statistical knowledge. In the next section, we will define the notion of “potential usefulness” of a discovered pattern based on this mechanism. Generally speaking, direct inference always adopts the reference class principle that says the probability of an individual having a property should be equal to the relative frequency of that property among the proper reference class to which that individual belonged. Intuitively, the mechanism of choosing proper reference class used by Bacchus’ logic can be described as follows: Unless we have knowledge that the statistics over a narrower reference class differ from the wider reference class, the wider reference class will be chosen as the proper one. Please refer to [1] for the formal description.

3 Logical Model of a “Real World”

Due to the advantages of Bacchus’ probability logic in knowledge representation and reasoning, in this section, we will utilize it to model a “real world” consisting of an information table (database) and the background knowledge (previously known knowledge). Based on this model, in Sect. 4, formal definitions of “pattern” and its determiners “previously unknown” and “potentially useful” are provided. In Sect. 5, a logic induction operator is introduced in order to formalize the knowledge discovery process.

In this paper, a “real world” \(W\) is a tuple \((I, KB_0)\), where \(I\) denotes an information table transformed from a database, while \(KB_0\) is the background knowledge base. Therefore, logically modeling a “real world” includes building the logic semantic structure from the information table and representing the background knowledge base with logic formulas. In this subsection, we mainly talk about the first task.

Because all the facts in the “real world” should remain true across all the possible worlds, the logic semantic structure \(M = \langle O, S, V, \mu_O, \mu_S \rangle\) of the “real world” will reduce to a triple \(\langle O, V, \mu = \mu_O \rangle\), and the truth assignment of a formula and the interpretation of a term will only depend on \(M\) and the variable assignment function \(v\).

Now, given an information table \(I = (U, A, V_a|a \in A, I_a|a \in A)\), where \(U\) is a set of objects of the interesting domain; \(A\) is the set of attributes; \(V_a\) is
called the value set of attribute $a \in A$ and $I_a : U \rightarrow V_a$ is an information function, we will build the logic semantic structure $M = (O, V, \mu)$ through the following steps:

- $O = U$;
- For each $v_a \in V_a$, $v_a$ is a unary object predicate symbol, and interpretation function $V$ assigns to $v_a$ the set of objects $\{ o \in O | I_a(o) = v_a \}$, i.e., $v_a^V = \{ o \in O | I_a(o) = v_a \}$;
- Two specific object predicate symbols are defined, $\emptyset$ and $F$, such that $\emptyset^V = \emptyset$, $F^V = O$;
- $\mu$ is a discrete probability function, such that for any object $o \in O$, $\mu(o) = 1/|O|$ and for any subset $A \subseteq O$, $\mu(A) = \Sigma_{o \in A} \mu(o)$ and $\mu(O) = 1$;
- Interpretation function $V$ assigns to every n-ary numeric predicate symbol a subset of $\mathbb{R}^n$, for example, 2-ary predicate symbol “=” will be assigned the set $\{(1/8, 1/8), (2/8, 2/8), \ldots \}$; and $V$ assigns to every n-ary numeric function symbol a function from $\mathbb{R}^n$ to $\mathbb{R}$, which gives the proper meanings to symbols $+, -, \times$, min, max and so on.

**Example 1.** The student information table (shown in Table 1) is given by $I = (U, A, \{ V_a | a \in A \}, \{ I_a | a \in A \})$, where

- $U = \{ S_1, S_2, \ldots, S_8 \}$;
- $A = \{ \text{Grad./Under., Major, GPA} \}$;
- $V_{\text{Grad./Under.}} = \{ \text{Gr, Un} \}$, $V_{\text{Major}} = \{ \text{Sc, En, Bu} \}$, $V_{\text{GPA}} = \{ \text{Ex, Gd, Fa} \}$;
- $I_{\text{Grad./Under.}} = U \rightarrow V_{\text{Grad./Under.}}$, $I_{\text{Major}} = U \rightarrow V_{\text{Major}}$, $I_{\text{GPA}} = U \rightarrow V_{\text{GPA}}$.

Hence, the corresponding semantic structure for this information table is $M = (O, V, \mu)$, where

- $O = U = \{ S_1, S_2, \ldots, S_8 \}$;
- The set of unary object predicate symbols is $\{ \text{Gr, Un, Sc, En, Bu, Ex, Gd, Fa} \}$; and by interpretation function $V$, $\text{Gr}^V = \{ S_1, S_2, S_3 \}$; $\text{Un}^V = \{ S_4, S_5, S_6, S_7, S_8 \}$; $\text{Sc}^V = \{ S_1, S_3, S_5 \}$ and so on;
- By discrete probability function $\mu$, for every student $S_i \in O$, $\mu(S_i) = 1/8$; and for any subset $A \subseteq O$, $\mu(A) = \Sigma_{S_i \in A} \mu(S_i)$ and $\mu(O) = 1$;
- By interpretation function $V$, numeric predicate symbols such as $>, =, <$, and numeric function symbols such as $+, -, \times$, min, max get the proper meaning.

Now, based on the semantic structure $M$ we build, some truth assignments of formulas and interpretations of terms will be shown as follow:

- $(M, v) = \text{Gr}(S_1)$, because $S_1 \in \text{Gr}^V$;
- $(M, v) \neq \text{En}(S_1)$, because $S_1 \notin \text{En}^V$;
Table 1. Student Information Table

<table>
<thead>
<tr>
<th>Student</th>
<th>Grad./Under.</th>
<th>Major</th>
<th>GPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Gr</td>
<td>Sc</td>
<td>Ex</td>
</tr>
<tr>
<td>S2</td>
<td>Gr</td>
<td>En</td>
<td>Ex</td>
</tr>
<tr>
<td>S3</td>
<td>Gr</td>
<td>Sc</td>
<td>Gd</td>
</tr>
<tr>
<td>S4</td>
<td>Un</td>
<td>Bu</td>
<td>Ex</td>
</tr>
<tr>
<td>S5</td>
<td>Un</td>
<td>Sc</td>
<td>Gd</td>
</tr>
<tr>
<td>S6</td>
<td>Un</td>
<td>Bu</td>
<td>Fa</td>
</tr>
<tr>
<td>S7</td>
<td>Un</td>
<td>En</td>
<td>Fa</td>
</tr>
<tr>
<td>S8</td>
<td>Un</td>
<td>En</td>
<td>Gd</td>
</tr>
</tbody>
</table>

- $(M, v) \not\models \emptyset(S_i)$, for any $S_i \in \mathcal{O}$;
- $(M, v) \models F(S_i)$, for any $S_i \in \mathcal{O}$;
- $\left[\text{Gr}\right]_x = \mu\{S_i : (M, v[x/S_i]) \models \text{Gr}(S_i)\} = \mu\{S_1, S_2, S_3\} = 3/8$;
- $(M, v) \models \left[\text{Gr}\right]_x = 3/8$.

In this paper, we will not discuss the detail of how to represent background knowledge using probabilistic logic formula. However, it should be mentioned that if two object predicate symbols $P$ and $Q$ (e.g. $\text{Gr}$ and $\text{Un}$ in Table 1) are coming from the same domain, we need put the following formulas into $\mathcal{KB}_0$:

- $[P|Q]_x = 0$;
- $[Q|P]_x = 0$.

4 Previously Unknown and Potentially Useful Pattern

Based on the logical representation of a “real world”, in this section, a logical definition of “previously unknown, potentially useful pattern” is provided by completely remaining within the framework of Bacchus’s logic language.

In terms of statistical knowledge, a pattern can be viewed as the quantitative description of concepts and the relationships between concepts. Therefore, a logic definition of pattern will be based on the logic definition of concept.

**Definition 1. Concept:** If $P$ is an object predicate symbol, $P$ is a concept; it is also called atomic concept, if $P \not= F$ and $P \not= \emptyset$. both $\emptyset$ and $F$ are called special concepts; If $P, Q$ are concepts, $P \land Q$ is also a concept, where binary operator $\land$ is defined as follows:

- $(P \land Q)^\mathcal{V} = P^\mathcal{V} \cap Q^\mathcal{V}$;
- $P \land P = P$;
- $P \land Q = Q \land P$;
- $P \land (Q \land R) = (P \land Q) \land R$;
- $P \land F = P$;
- $P \land \emptyset = \emptyset$;
If a concept $P$ is neither atomic concept nor special concept, it is called composite concept.

Now, let $C = P_1, P_2, \ldots, P_n, F, \emptyset$ denote all the atomic concepts and special concepts defined on $O$. The $\land$-closure $C^*$ is defined to be the minimum set containing all the concepts in $C$ and is closed under $\land$. Now we define the binary relation $\leq$ on $C^*$, such that for any pair of concepts $Q_i, Q_j \in C^*$, we have:

$$Q_i \leq Q_j \Leftrightarrow Q_i = Q_j \land P,$$

(1)

where $P$ can be any concept. The tuple $(C^*, \leq)$ is a complete lattice that we call concept lattice.

Example 2. Let’s continue with the logic representation built in example 1. The set of all the atomic concepts is: $C = \{Gr, Un, Sc, En, Bu, Ex, Gd, Fa\}$. And we have the following concept lattice $(C^*, \leq)$ (Fig. 1), each node of which represents a concept.

![Fig. 1. Concept Lattice](image)

Now, we define inside-attribute for each concept as follows: For concept $F$, every atomic concept is called inside-attribute of $F$; For concept $\emptyset$, inside-attribute has no definition; For any other concept $\land_{i=1}^k Q_i$, where $k \geq 1$, each atomic concept $Q_i (1 \leq i \leq k)$ is called defining-attribute of this concept; any other atomic concept is called inside-attribute of this concept.

Example 3. For the concept lattice shown in Fig. 1,

- Concept $F$’s inside-attribute includes: $Gr, Un, Sc, En, Bu, Ex, Gd, Fa$;
- Concept $Gr$’s inside-attribute includes: $Un, Sc, En, Bu, Ex, Gd, Fa$;
- Concept $Gr \land Sc$’s inside-attribute includes: $Un, En, Bu, Ex, Gd, Fa$;
- Concept $Gr \land Sc \land Ex$’s inside-attribute includes:$Un, En, Bu, Gd, Fa$. 
Definition 2. Pattern: Let $P$ and $Q$ be two concepts, and $r \in \mathbb{R}$. We call formula $[P|Q]_x = r$ a pattern, iff $P = \land a_k$ and $[Q]_x > n$, where $k \geq 1$, each $a_k$ is an inside attribute of $Q$, and parameter $n$ is called noise controller.

Definition 3. Validity, Implicitness of pattern: A pattern $P$ is valid by $M$ iff $(M, v) \models P$. If formula $[P|Q]_x = r$ is a pattern, it is called implicit Pattern by $M$ iff it is valid by $M$ and $Q \neq F$.

Intuitively, an implicit pattern cannot be obtained by just querying the database using only one standard SQL statement.

As mentioned in Sect. 1, if a pattern can be easily deduced from the previously known ones, it should not be called previously unknown pattern. The fact that the previously known knowledge base can be represented formally using Bacchus’ logic formula, not only makes it possible to give a formal definition of what is previously unknown pattern, but also provides a mechanism by which the KDD system can judge the novelty of a pattern to a greater degree of precision.

Definition 4. Previously Unknown pattern: Assume $Pr$ is an efficient enough deductive program based on Bacchus’s probability logic. For any implicit pattern $[P|Q]_x = r$, if no formula like $[P|Q]_x = r_1 \land (r - e < r_1) \land (r_1 < r + e)$, where $r_1$ can be any number that belongs to $\mathbb{R}$, can be deduced from $KB_0$ by $Pr$ within $c$ steps, this implicit pattern is called previously unknown pattern, which is denoted as $KB_0 \not\models_{Pr(c)} [P|Q]_x = r$. Parameter $c$ is called complexity controller, which is utilized to balance the use of deduction and induction processes. Parameter $e$ is called error controller, which is utilized to identify similar or nearly identical knowledge.

Now, it is time for us to formalize the notion of usefulness of patterns. Intuitively, our idea of “potential usefulness”, which is based on the direct inference mechanism of Bacchus’s probability logic, can be described as follows: if a narrower reference class provides much more knowledge than any of the wider reference about a property, the statistical information of this narrower reference class will be potentially useful in deciding the probability of any individual, which belongs to these reference classes, having that property.

Definition 5. Potentially Useful Pattern: Let $Q$ be any concept except $F$ and $\emptyset$ on the concept lattice, and let concepts $P_1, P_2, \ldots, P_j$ be all the parent concepts of $Q$. Let $A = \land a_k$, where $a_k$ is an inside attribute of $Q$, (of course $a_k$ is also inside attribute of all $Q$’s parent concepts). Now a valid pattern $[A|Q]_x = r$ is called positive pattern by $M$, if $(M, v) \models r - \max_{1 \leq i \leq j}[A|P_i]_x > s$; and it is called negative pattern by $M$, if $(M, v) \models \min_{1 \leq i \leq j}[A|P_i]_x - r > s$, where $(M, v) \models (0 < s) \land (s \leq 1)$. Both positive and negative patterns are potentially useful patterns. Parameter $s$ is called significance controller.
In order to formalize the knowledge discovering process using Bacchus' logic language, we define a logic induction operator \(\models\) that allows to formally characterize a discovery process, based on the concept lattice, through which all the potentially useful patterns can be found.

**Definition 6. Logic Induction Operator** \(\models\): Given the logic semantic structure \(M\), assume that \(\langle C^*, \leq \rangle\) is the concept lattice decided by \(M\). Let \(n\) be the noise controller. The Logic Induction Operator, \(\models\), determines the following inductive process to get a set of potentially useful patterns, which is denoted as \(PUP\): traverse the concept lattice from \(F\) to \(\emptyset\), for each concept node \(P\) (except \(F\) and \(\emptyset\)), if \(\left[\gamma\right]_x > n\), check all its offspring nodes with the form \(P \land \gamma\), where \(\gamma\) can be either atomic concept or composite concept. If \(\left[\gamma\right]_x = r\) is a potentially useful pattern, put it into \(PUP\). This process is denoted as \((M, v) \models PUP\).

**Theorem 1. Completeness of Logic Induction Operator** \(\models\): Given \((M, v) \models PUP\), a pattern \(P\) is a potentially useful pattern by \(M\) iff \(P \in PUP\).

Proof: Given \((M, v) \models PUP\) and \(n\) is the noise controller, 1) according to the definition of logic induction operator \(\models\), all patterns put into \(PUP\) are potentially useful patterns; 2) if \(P\) is a potentially useful pattern by \(M\), \(P\) must have the form \(\left[Q\right]_x = r\), where \(\left[P\right]_x > n\). Therefore, concept \(P\) must be checked by operator \(\models\). When checking \(P\), operator \(\models\) will examine all its offspring concepts including \(P \land Q\). Thus, if \(\left[Q\right]_x = r\) is potentially useful pattern, it will be put into \(PUP\).

**Definition 7. General Knowledge Discovery**: Given a information Table \(I\) and \(KB_0\), a general knowledge discovery is any efficient inductive process that extracts a set of patterns \(P\), such that \(P \in PUP\) and \(KB_0 \not\models \forall_{Pr(c)} P\), where \(M\) is the logic semantic structure built from \(I\).

Developing such an efficient inductive process will be the topic of our future work. Users can guide the knowledge discovery process by providing more constrains to get a subset of \(PUP\) that satisfies their current needs. Several existing statistical knowledge discovery types can be viewed as user-guided knowledge discovery.

**Definition 8. User-guided Knowledge Discovery**: Given a information Table \(I\) and \(KB_0\), a user-guided knowledge discovery is any efficient inductive process that extracts a set of patterns \(P\), such that \(P \subset PUP\), and for any \(P \in P\), \(KB_0 \not\models _{Pr(c)} P\), where \(M\) is the logic semantic structure built from \(I\) and \((M, v) \models PUP\).

The following existing statistical knowledge types can be viewed as special subsets of \(PUP\):
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- Association rule \( P \Rightarrow Q \) \[8\]: \([Q|P]_x = r\) is a positive pattern; extra constrains: \( r > \text{threshold} \);
- Negative association rule \( P \Rightarrow \neg Q \) \[9\]: \([Q|P]_x = r\) is a negative pattern; extra constrains: \( r < \text{threshold} \);
- Exception rule \( P \Rightarrow Q, P \land P^* \Rightarrow \neg Q \) \[10\]: \([Q|P]_x = r_1\) is a positive pattern and \([Q|P \land P^*]_x = r_2\) is a negative pattern; extra constrains: \( r_1 > \text{threshold1} \) and \( r_2 < \text{threshold2} \);

6 Conclusions

In order to further improve the KDD process in terms of both the degree of automation achieved and types of knowledge discovered, we propose a theoretical framework for (statistical) knowledge discovery in database based on Bacchus’s probability logic. Within this framework, formal definitions of “previously unknown, potentially useful pattern” are proposed, which provide a sound solution to overcome several deficiencies of current KDD systems with respect to novelty and usefulness judgment. Furthermore, a logic induction operator that describes a standard knowledge discovering process is proposed, through which all potentially useful pattern can be discovered. This logic induction operator provides a formal characterization of the “discovery” process itself. Based on this logical foundation, general knowledge discovery (independent of any application) is defined to be any efficient process functionally equivalent to the process determined by this logic induction operator for given data. Due to the fact that several existing knowledge types are special cases of our potentially useful patterns, users can, by customizing the parameters and providing more constraints, guide the knowledge discovery process to obtain a specific subset of the general previously unknown and potentially useful patterns in order to satisfy their current needs. Our future work will focus on designing scalable algorithm that is functionally equivalent to the process determined by this logic induction operator for the given data.
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Summary. Knowledge discovery in databases (KDD) is an inherently statistical activity, with a considerable literature drawing upon statistical science. However, the usage has typically been vague and informal at best, and at worst of a seriously misleading nature. In addition, much of the classical statistical methodology was designed for goals which can be very different from those of KDD. The present paper seeks to take a first step in remedying this problem by pairing precise mathematical descriptions of some of the concepts in KDD with practical interpretations and implications for specific KDD issues.

1 Introduction

The field of KDD has made extensive use of statistical methodology. Such methodology is clearly of great potential, but is also fraught with a myriad of pitfalls. A lack of insight into how the methods actually work may result in unnecessarily weak KDD machinery. Moreover, naive “transplantation” of many statistical methods to KDD arenas for which the methods were not designed may result in poor or even misleading analyses.

The remedy is for KDD practitioners to on the one hand to gain a better, more precise mathematical understanding of the statistical methodology, and on the other hand to develop a better intuitive understanding of what the methodology does.

In this paper, we will encourage KDD practitioners to

• devise simple mathematical models which will facilitate precise statements of the problems at hand and deepen intuitive insight into possible solutions
• take a close look at the goals of the statistical methodology they use, assessing how well those methods fit the given KDD application

We will present a simple framework, consisting of some simple mathematical constructs motivated by intuitive notions tied to the actual practice of
KDD. It is important to note that the latter, i.e. the intuitive “philosophical” issues, will play an integral role here.

It is assumed here that the reader has at least a first-level knowledge of standard statistical methods, e.g. hypothesis testing, confidence intervals and regression, and a basic background in probabilistic constructs such as random variables, expected value and so on. We first develop some simple infrastructure, some of which will be at least somewhat familiar to many readers, and then move to detailed worked-out examples which illustrate the issues.

2 Statistical Sampling

As is common in theoretical treatments, we will phrase the issues in terms of a statistical prediction problem. This is not to say we consider KDD to be limited to prediction settings, but rather that such settings are among the most common KDD applications. We depart from tradition, though, by engaging in an explicit discussion of the practical interpretation of what we mean by “statistical.”

2.1 Notation

Denote our attribute set by $X^{(1)}, \ldots, X^{(d)}$. It is assumed that our database constitutes a statistical sample of $n$ observations on these attributes; the $i^{th}$ observation on the $j^{th}$ attribute from this sample is denoted by $X_{i}^{(j)}$, $i = 1, \ldots, n, j = 1, \ldots, d$. We need to spend some time here on the question of what this really means.

To make things concrete—again, this is one of our principle aims—let’s consider the well-known KDD “market basket” example. Each row in the database corresponds to some individual consumer. The $j^{th}$ attribute might record whether the consumer bought a given item (1 for yes, 0 for no).\footnote{In other KDD contexts, some of the attributes may be characteristics of a consumer, say age, income or gender (say 1 for male, 0 for female), and so on.} We wish to predict the event $X_{i}^{(j)} = 1$ from several other simultaneous events $X^{(j)} = 1$. In other words, we wish to know whether a consumer’s purchase of one item is related to his/her possible interest in buying a related item. For example, in an online book sales site, if a consumer purchases a certain book, the site may then suggest to the customer that he/she consider buying other related books. Note that this is unlike typical statistical contexts, in which we would be interested in predicting from events of the form $X^{(j)} = 0$ as well.

The vector $(X_{i}^{(1)}, \ldots, X_{i}^{(d)})$, representing the values of all our attributes in the $i^{th}$ observation will be denoted by $X_{i}$. In relational database terms, this vector is the $i^{th}$ row in our relation.
2.2 Sampling from Populations, Real or Conceptual

In considering our database to be a “statistical sample,” we mean that it is a sample from some “population.” This interpretation is, in our view, key.

The population may be tangible, as in the “basket” example, where we are sampling from the population of all customers of this business. Or, the population may be more conceptual in nature. A database consisting of students in a new curriculum in a university could be considered as a sample from the conceptual population of all students at this university who might be in this major. If for example we imagine the university overall enrollment had been 20 percent larger this year, with no change in demographic or other makeup of the enrollment, then some of the increased overall enrollment would have been students choosing this major. This population is then conceptual. Similar remarks hold when considering potential future students in the major.

Here is an example of a “population” which is even more conceptual in nature. Consider the subject of quadratic equations, studied in school algebra classes:

$$ax^2 + bx + c = 0$$  

The students learn that this equation has a real root if and only if the discriminant $b^2 - 4ac$ is nonnegative. Suppose one did not know this rule, and tried to find it using KDD.

This sounds like an inherently non-statistical problem. Yet one could convert it to a statistical problem in the following way. One could sample randomly from the space of $a/b/c$, according to a distribution of one’s choice, and for each sample triplet from this space, determine somehow (say by graphing the quadratic polynomial) whether a real root exists. One could then apply various statistical regression models (see below), trying to predict the 0–1 variable $w$ from $a$, $b$ and $c$, where $w$ is 1 if there are real roots and 0 otherwise. In this manner, we might possibly stumble onto the discriminant rule.

2.3 Relation to Probability Distributions

It is important to relate the abstract mathematical variables to the population being studied. When we speak of the distribution of the random variable $X^{(1)}$, what we really mean is the distribution of that attribute in the population. Say $X^{(1)}$ is age of the customer. When we say, for instance, that $P(X^{(1)} > 32) = 0.22$, we mean that 22 percent of all customers in this population are older than 32.

A similar point holds for expected value. Some KDD practitioners with an engineering or physical science background might be accustomed to interpreting $E(X^{(1)})$ in terms of the physics metaphor of center of gravity. Yet for statistical applications such as KDD, the relevant interpretation of this quantity is as the mean age of all customers in this population. This interpretation
is especially important when considering sample-distribution issues such as bias and variance, as we will see.

3 Prediction

As we have noted, our focus in the statistical nature of KDD is on prediction. For notational convenience, in the remainder of this paper, let us suppose that we are using \( X^{(1)}, \ldots, X^{(d-1)} \) to predict \( X^{(d)} \), and rename the latter attribute \( Y \).

Our focus here will largely be on predicting \textit{dichotomous}, i.e. 0/1-valued, attributes \( Y \). (We do not make this restriction on the attributes \( X^{(j)} \).) However, as will be seen, most of the issues which arise also occur in the case of continuous-valued \( Y \).

3.1 Statement of the Problem

Suppose for the moment that we know the population distributions of the attributes, and we wish to minimize the overall probability of misclassification.\(^2\) Suppose that we observe \( X^{(j)} \) to have the value \( v_j, j = 1, \ldots, d-1 \). Then we would guess \( Y \) to be either 0 or 1, according to whether the quantity

\[
r(v) = r(v_1, \ldots, v_{d-1})
\]

\[
= P(Y = 1|X^{(1)} = v_1, \ldots, X^{(d-1)} = v_{d-1}) \quad (2)
\]

is less than 0.5 or greater than 0.5, respectively, where \( v = (v_1, \ldots, v_{d-1}) \).\(^3\) Let us then denote this guess as \( g[r(v)] \), where \( g(u) = \text{floor}(2u) \) for \( u \) in \([0,1]\).

Note that in theory \( r(v) \) should converge to 1 or 0 (depending on \( v \)) as \( d \to \infty \). In other words, if you know enough about the situation, you can always predict correctly! This of course is a very big “if”, but it puts in perspective notions such as that of \textit{unexpected rules} in \([10]\). Nothing is “unexpected,” strictly speaking; we simply lack data. This issue will become relevant in our discussion of the bias/variance tradeoff and Simpson’s Paradox later.

3.2 Classification Vs. Regression

Some authors, e.g. Han \([5]\) consider the case of dichotomous \( Y \) to be a conceptually separate case from that of continuous \( Y \), and refer to it as classification.

\(^2\) The latter would not be the case if we assigned different costs to different types of errors. It may be more costly to falsely guess \( Y \) to be 1 than to falsely guess it to be 0, for example.

\(^3\) Here and below, will write this function simply as \( r() \), suppressing the dependence on \( d \), i.e. not writing it as \( r_{d-1} \). The dependence will be clear from the number of arguments.
instead of prediction. However, mathematically it is the same problem, in the following sense.

Classically, the problem of predicting a general attribute \( Y \) from a vector of attributes \( X = (X^{(1)}, \ldots, X^{(d-1)}) \) is posed as finding a function \( h() \) that minimizes

\[
E[(Y - h(X))^2]
\]

One can easily show that the minimizing solution is the regression function,

\[
h(t) = E(Y|X = t)
\]

Now, if \( Y \) is dichotomous, i.e. \( Y \) takes on the values 0 and 1, then

\[
E(Y|X = t) = w \cdot 1 + (1 - w) \cdot 0 = r(t)
\]

where \( w = P(Y = 1|X = t) \).

In other words, the general formulation of the prediction problem yields the regression function \( r() \) anyway.

Thus the classification and regression problems are the same. This is not just a semantic issue. There are indeed some aspects of the classification problem which differ from the regression setting, but there is a great amount of commonality. A vast literature exists on the general regression problem, with much material relevant to the dichotomous case, and it would be a loss not to draw upon it.

### 3.3 The Function \( r() \) Must Be Estimated from Sample Data

The situation is complicated by the fact that we do not know the population distributions of the attributes, as assumed in the previous few paragraphs. We thus do not know the function \( r() \) above, and need to estimate it from the observations in our database.

The estimated function, \( \hat{r}(v) \), is obtained either by parametric or nonparametric means. A common parametric approach, for instance, uses the logistic regression model, which postulates that \( r(v) \) has the form

\[
r(v_1, \ldots, v_{d-1}) = \frac{1}{1 + \exp[-(\beta_0 + \beta_1v_1 + \ldots + \beta_{d-1}v_{d-1})]}
\]

The parameters \( \beta_j \) are estimated from our sample data \( X^{(j)}_i \), yielding the estimated parameters \( \hat{\beta}_j \) and the estimated \( r(v) \): 6

---

4 A large separate literature on the classification problem has also been developed, but much of it draws upon the material on regression.

5 By the way, some of these points are also noted (albeit rather abstractly) in [3].

6 See for example the \texttt{lrm} procedure in the R statistical package [11].
Many nonparametric methods have been used in KDD for estimating $r(v)$, such as CART [1].

4 Over/underfitting

There is a lot of talk about “noise mining,” “overfitting” and the like in the KDD literature, but again this is rarely precisely defined.

4.1 Bias and Variance

In some theoretical papers, the literature does at least point out that the “average” discrepancy between $\hat{r}(v)$ and $r(v)$ can be shown to consist of two components—(the square of) a bias component,

$$E[\hat{r}(v) - r(v)]$$

and a variance component,

$$E[(\hat{r}(v) - E[\hat{r}(v)])^2]$$

Note that $v$ is fixed here, not random. Instead, the randomness involves the fact that these expected values are averages over all possible $n$-observation samples from the given population. This interpretation is very important when one is assessing various competing types of prediction methodology, and especially important in understanding the bias/variance problem.

A large bias is due to using too simple a model in the parametric case, or to using too coarse a granularity in the nonparametric case (e.g. leaf nodes too large in CART). In both cases, one common source of the problem is that we are using too few predictor attributes.

However, any efforts to reduce the bias will increase the variance, i.e. increase the amount of “noise.” This is due to having an insufficient sample size $n$ for the given model. In CART, for example, if we use smaller hyper-rectangles in order to reduce bias, a given hyper-rectangle might contain very few observations, thus causing $\hat{r}(v)$ to have a large variance within the rectangle. The same rectangle, applied to a larger sample from the same population, might work fine. In the case of a logistic model, if we add more predictor variables in order to reduce bias, then for each fixed $j$, $Var(\hat{\beta}_j)$ will tend to increase.

---

7 We could also make $v$ random, i.e. replace it by $X$ in the expressions above, so that the averaging is being done both over all possible $n$-observation samples and over all values of $v$.

8 See [14] for an analytical proof of this in the linear regression setting.
These phenomena arise in the “market basket” setting as well. If confidence and support levels (see Sect. 6.1) are set too low, a bias problem occurs in much the same way as it does if we have too large a rectangle in CART. If the confidence and support levels are set too high, it becomes a variance problem.

4.2 Illustrative Model

Recall that our theme here has been that empirical research work in KDD should include a mathematically precise statement of the problem, and should present mathematical treatment of at least a small but illustrative model of the effects being studied. In that light, we now present such a model of the “noise fitting” problem. We ask the reader to keep in mind our specific goal here in devising this model—we desire to devise a simple but precise model in which the roles of both \( d \) and \( n \) in the bias/variance tradeoff are explicitly visible in the model’s results.\(^9\) It is our hope that KDD practitioners will often engage in setting up such simple models in order to gain insight into specific applications.

Continue to assume the setting described at the beginning of Sect. 3, but with the additional specialization that all the predictor attributes \( X^{(j)} \), \( j = 1, \ldots, d - 1 \) are dichotomous.

Suppose that \( X^{(j)} \), \( j = 1, \ldots, d - 1 \) are all “coin tosses,” i.e. have probability 0.5 of taking on the value 1 and are statistically independent. Suppose in addition that \( P(Y = 1|X^{(1)} = v) \) is equal to 0.6 for \( v = 1 \) and equal to 0.4 for \( v = 0 \), and that \( X^{(j)} \), \( j = 2, \ldots, d - 1 \) have no predictive power for \( Y \) at all, i.e.

\[
r(v_1, v_2, \ldots, v_{d-1}) = P(Y = 1|X^{(1)} = v_1)
\]

independent of \( v_2, \ldots, v_{d-1} \).

But we would not have this information, since we would not have the population data. We would have only sample estimates of \( r(v) \) to work with, \( \hat{r}(v) \). The point then is that that estimate will be subject to bias/variance issues. We discuss the variance issue first, and focus our attention on the estimation of \( r(1, 1, \ldots, 1) \).

One decision we would need to make is which of the attributes \( X^{(j)} \) to use as predictors. Let us compare the effects of using just \( X^{(1)} \) alone to predict \( Y \), versus using \( X^{(1)}, X^{(2)}, \ldots, X^{(d-1)} \) for that prediction. In the former situation, note again that we would be modeling \( r(v) \) to be a function which does not depend on \( X^{(2)}, \ldots, X^{(d-1)} \) (see (8)). Again, this modeling assumption would be correct, but we would not know this.

Suppose we are not using a parametric model, and instead are simply using straight sample proportions to estimate \( r() \). Then if we use only \( X^{(1)} \) as our predictor, our estimate of \( r(1, 1, \ldots, 1) \) would be the proportion of records in our database for which \( Y = 1 \), among those for which \( X^{(1)} = 1 \), i.e.

\(^9\) A number of much more complex examples of this tradeoff for various kinds of estimators are presented (without derivation) in [6].
\[ \hat{r}(1,1,\ldots,1) = \frac{\sum_i X_i^{(1)} X_i^{(d)}}{\sum_i X_i^{(1)}} = \frac{T_1}{U_1} \] (9)

Recalling that \( r(1,1,\ldots,1) = 0.6 \), the question at hand is, “What is the probability that \( \hat{r}(1,1,\ldots,1) \) will make the right decision for us in this situation, which is to guess that \( Y = 1 \)?”

Well, this is

\[ P(\hat{r}(1,1,\ldots,1) > 0.5) = P(T_1 > 0.5U_1) \] (10)

To evaluate this probability, note first that \( T_1 \) and \( U_1 \) are binomially distributed.\(^{11}\) Thus they have approximate normal distributions. But in addition, their bivariate distribution approximates that of a bivariate normal.\(^{12}\) The means and variances of \( T_1 \) and \( U_1 \) are then \( np, nq \) and \( np(1-p) \) and \( nq(1-q) \), where \( p = P(X^{(1)} = X^{(d)} = 1) = 0.3 \) and \( q = P(X^{(1)} = 1) = 0.5 \). Their covariance is

\[
\text{Cov}(T_1, U_1) = \mathbb{E}[X^{(1)} X^{(d)}] - \mathbb{E}[X^{(1)}] \mathbb{E}[X^{(d)}] = np(1-q) \] (11)

Any linear combination of \( T_1 \) and \( U_1 \), say \( aT_1 + bU_1 \), then has an approximate normal distribution with mean \( n(ap+bq) \), and variance

\[
n[a^2 \text{Var}(T_1) + b^2 \text{Var}(U_1) + 2ab \text{Cov}(T_1, U_1)] \] (12)

In our case here, \( a = 1 \) and \( b = -0.5 \). After doing the calculations we find that \( E(T_1 - 0.5U_1) = 0.05n \) and \( \text{Var}(T_1 - 0.5U_1) = 0.1225n \), and thus

\[ P(T_1 > 0.5U_1) \approx 1 - \Phi(-0.14\sqrt{n}) \] (13)

where \( \Phi \) is cumulative distribution function of a standard \( N(0,1) \) variate.

So, (13) is the probability that we make the right decision if we predict \( Y \) from only \( X^{(1)} \). Let’s see how that probability changes if we predict \( Y \) from \( X^{(1)}, \ldots, X^{(d-1)} \).

In this setting, (2) again reverts to (8), and (9) becomes

\[
\hat{r}(1,1,\ldots,1) = \frac{\sum_i X_i^{(1)} X_i^{(2)} \ldots X_i^{(d-1)} X_i^{(d)}}{\sum_i X_i^{(1)} X_i^{(2)} \ldots X_i^{(d-1)}} = \frac{T_{d-1}}{U_{d-1}} \] (14)

The analog of (13) is then (after a bit of algebraic approximation)

\(^{10}\) Note that the term “the right decision” means the decision we would make if we had full knowledge of the population distributions, rather than just sample estimates. It does not mean that our guess for \( Y \) is guaranteed to be correct.

\(^{11}\) The variable \( B = X^{(1)} X^{(d)} \) is 0-1 valued, and the terms are independent, so the sum \( T_1 \) is binomial.

\(^{12}\) This stems from the fact the vector form of the Central Limit Theorem.
\begin{equation}
P(T_{d-1} > 0.5U_{d-1}) \approx 1 - \Phi \left( -0.28 \cdot \sqrt{\frac{n}{2d}} \right) \tag{15}
\end{equation}

Compare (13) and (15), focusing on the roles of \(d\) and \(n\). They are both of the form \(P(Z > c)\) for a negative \(c\), and the algebraically smaller (i.e. more negative) \(c\) is, the better. So, for fixed \(n\), the larger \(d\) is, the worse is our predictive ability for \(Y\), if we use all \(d - 1\) predictors.

Now, remember the context: We devised a model here in which \(X_i^{(2)} \ldots X_i^{(d-1)}\) had no predictive ability at all for \(Y\) in the population distribution, though the analyst would not know this. In other words, not only will the analyst not gain predictive ability by using these attributes, he/she would actually lose predictive power by using them, i.e. “overfit.”

So, this is the variance side of the bias/variance tradeoff. The number of records in our sample which have \(X_i^{(1)} = 1, X_i^{(2)} = 1, \ldots, X_i^{(d-1)} = 1\) will be very small for large \(d\) (similar to having a small leaf node in CART), leading to a high variance for \(\hat{r}(1, 1, \ldots, 1)\).

Equation (15) also shows the role of \(n\) in the overfitting issue: For fixed \(d\), as \(n\) increases the harmful effect of overfitting will diminish.

Now, what about the bias side of the bias/variance tradeoff? Suppose we are considering using \(X^{(1)}, X^{(2)}, \ldots, X^{(k)}\) as our predictor attributes. Due to the nature of the model here, i.e. the fact that \(X^{(2)} \ldots, X^{(k)}\) have no predictive power, the bias in using any \(k\) in the range \(1 \leq k < d - 1\) is 0.14 So, if we use \(k\) greater than 1, we are incurring the problem of increasing variance without reducing bias, a pure loss.

On the other hand, using \(k = 0\) would produce a bias, since \(X^{(1)}\) does have some predictive value for \(Y\): If \(k\) were taken to be 0, then the population value of \(\hat{r}(1, 1, \ldots, 1)\) would reduce to the unconditional probability \(P(Y = 1) = 0.5\), rather than the achievable value 0.6.

Again, our point in devising this model here is to illustrate our theme that even empirical KDD research should anchor its presentation with (a) a precise mathematical statement of the problem being studied, and (b) a simple mathematical model which explicitly illustrates the issues.

The word explicitly in (b) should be emphasized. Equation (15) explicitly shows the roles of \(d\) and \(n\). One sees that for a fixed value of \(n\), use of a larger \(d\) increases the variance. As \(d\) increases, at some point our predictive ability based on sample data will begin to diminish, i.e. we will overfit. One also sees, though, that for a larger value of \(n\), that crossover point will occur for a larger \(d\), i.e. we can use more attributes as our predictors.

---

13 We did not directly calculate that variance here, showing the variance effects only indirectly. However, \(Var(\hat{r})\) could be calculated by using the delta method, applied to the function \(f(t, u) = t/u\) [13].

14 Here we are using the term bias only informally, not quite as in (6). To make it formal, we would have to make the expected value conditional on \(U_k\), the latter defined analogously to \(U_1\) and \(U_{d-1}\) for the case of \(k\) predictors. The technical reason for this is that \(U_k\) may be 0, and thus \(\hat{r}(1, 1, \ldots, 1)\) would be undefined.
5 Attribute Selection

As we have seen, there is a tradeoff between bias and variance for fixed $n$. As finer models are fitted, with more attributes, the bias is reduced (or stays the same) but the variance increases. If too much attention is paid to minimizing bias rather than variance, the decision rules found from the analysis may be spurious, hence the term noise mining.

The problem of finding the attribute set which maximizes predictive ability, i.e. finding the optimal point in the bias/variance tradeoff spectrum, is as old as the field of statistics itself. It must be emphasized in the strongest possible terms that this is still an unsolved problem, in spite of numerous papers in the KDD literature which report on “promising” solutions.

5.1 The Use of Hypothesis Testing

We wish to emphasize also the importance of phrasing the problem directly in terms of the goals of the KDD settings being analyzed. For example, the classical statistical method for selecting predictor attributes, hypothesis testing, is of questionable propriety. In the case of a logistic model, say, this approach would involve testing the hypothesis

$$H_0 : \beta_j = 0 \quad (16)$$

and then either including or excluding the attribute $X^{(j)}$ in our predictor set, depending on whether the hypothesis is rejected or accepted. This procedure is often applied sequentially, one potential predictor attribute at a time, to determine which attributes to use; this algorithm is called stepwise variable selection.

Yet the classic use of hypothesis testing in regression analysis is largely aimed at descriptive, rather than predictive, types of applications. An example of descriptive use is the identification of risk factors for a certain disease. The attributes having large $\beta_j$ are considered to be the more important factors. There the goal is more to understand how a disease arises in the population at large, rather than to actually predict whether a particular individual develops the disease. By contrast, in many KDD settings one really does want to predict, and thus one should be hesitant to apply classical variable-selection algorithms in the KDD context.

For example, in the classical use of regression, the hypotheses are typically tested at traditional significance levels such as $\alpha = 0.05$. Yet some studies (e.g. [7]) have found that for the prediction of continuous variables, the best values of $\alpha$ are in the range 0.25 to 0.40.\footnote{The picture is further muddled by the fact that the stated $\alpha$ value is nominal anyway, due to issues such as multiple inference, discussed in Sect. 6.}

Some readers will notice this as a statistical power issue; the term refers to the probabilities of rejecting the null hypothesis under various scenarios of
the alternative hypothesis. As such, it is not a new concept, since the original usage of hypothesis testing in the early 20th century did assume that analysts would carefully balance the values of $\alpha$ and power in a manner suitable to the application. However, modern usage has institutionalized the value of $\alpha$ to be set to 0.05 or 0.01, so much so that a “star” notation has become standard in research in the social and life sciences (a statistic is adorned with one or two asterisks, depending on whether $\alpha$ is 0.05 or 0.01). Power is rarely discussed, let alone calculated.

Again, in KDD the goals may be very different from classical statistical usage, and thus that our analyses must not blindly mimic that usage. In this case, the point is that if one does use hypothesis testing for model selection, power considerations are crucial. Of course, it is not always clear how best to use power analyses in a given situation, or even how to calculate it in many cases, but it is certainly clear that classical values of $\alpha$ are not the best.

6 The Multiple Inference Problem

If hypothesis testing is used for attribute selection, there is not only the problem of considering power levels, but also the issue of accuracy of the $\alpha$ and power levels. First there is the problem that even though each test has the specified significance level, the collective significance level of all the tests may be much greater. In addition, many attribute selection algorithms, e.g. stepwise selection, are adaptive, and thus even the individual significance levels may have values quite different from their nominal values.

The problem of the collective significance level being much greater than the level applied to each individual test can be addressed by the use of multiple inference methods, which allow one to set an overall significance level for multiple tests. In this light, a worthy future research project would be to revisit past dismissals of the use of multiple inference for rule finding [8]. Earlier authors had found such approaches to be too conservative, finding too few rules. However, the point we made above in Sect. 5.1 suggests that with a larger value of overall $\alpha$, such methodology may work well.

6.1 Illustrative Example

Consider the market basket problem with two attributes, $X^{(1)}$ and $X^{(2)}$. Typically one is interested in finding all attributes for which the confidence, say

$$P(X^{(2)} = 1|X^{(1)} = 1)$$

is greater than a given level $c$, and the support, say

$^{16}$ Even if one's goal is descriptive rather than predictive, the usage of these institutionalized values is questionable [9].
is a above s. If both conditions are satisfied, we will use the rule $X^{(1)} \Rightarrow X^{(2)}$.

(For the sake of simplicity, we are using only two attributes in this example. Typically there are many more than two attributes, in which case combinations of attributes are considered. With three attributes, for instance, we would assess not only potential rules such as $X^{(1)} \Rightarrow X^{(2)}$ but also some like $X^{(1)}, X^{(3)} \Rightarrow X^{(2)}$. In the latter case, quantities such as $P(X^{(2)} = 1|X^{(1)} = X^{(3)} = 1)$ would be checked.)

Let $p_{ij} = P(X^{(1)} = i, X^{(2)} = j)$, $i,j = 0,1$. Then to determine whether to use the rule $X^{(1)} \Rightarrow X^{(2)}$, we might test the hypothesis

$$H_0 : p_{11} \leq s \text{ or } \frac{p_{11}}{p_{11} + p_{10}} \leq c$$

and then use the rule if the hypothesis is rejected. But for mathematical tractability here, let us treat (19) as two separate hypotheses. Accounting also for the possible rule $X^{(2)} \Rightarrow X^{(1)}$, we have a total of three hypotheses to test in all.\textsuperscript{17} We will now investigate how well we can assess the two rules with a given value of $\alpha$. We will calculate $E(K)$, where $K$ is the number of hypotheses in which we make the correct decision; $K$ varies from 0 to 3.

As a test case, let us take the matrix $p = (p_{ij})$ to be

$$
\begin{pmatrix}
0.15 & 0.45 \\
0.10 & 0.30 \\
\end{pmatrix}
$$

and take $s = 0.35$, $c = 0.60$. In this setting, the potential rules have confidence and support as shown in Table 1. Then in this simple example,\textsuperscript{18} of the three hypothesis tests to be performed, ideally two of them should be rejected and one accepted. $E(K)$ will be the sum of the probabilities of the two rejections and one acceptance.

<table>
<thead>
<tr>
<th>poss. rule</th>
<th>conf.</th>
<th>supp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^{(1)} \Rightarrow X^{(2)}$</td>
<td>0.75</td>
<td>0.30</td>
</tr>
<tr>
<td>$X^{(2)} \Rightarrow X^{(1)}$</td>
<td>0.40</td>
<td>0.30</td>
</tr>
</tbody>
</table>

A standard method for multiple inference on a small number of tests involves use of the Bonferroni Inequality.\textsuperscript{19} If one is performing $k$ tests and wishes an overall significance level of at most $\alpha$, then one sets the individual significance level of each test at $\alpha/k$. Here, to achieve an overall significance

\textsuperscript{17} The two potential rules have one support test in common.

\textsuperscript{18} A much more general study is being conducted for a separate paper.

\textsuperscript{19} A reference on this and many other multiple inference methods is [12].
level of 0.05, we use a level of 0.05/3 = 0.017 for each of the three tests. For a one-sided test, this corresponds to a “Z value” of 2.12 in the normal distribution, i.e. $1 - \Phi(2.12) = 0.017$.

To test the potential rule $X^{(1)} \Rightarrow X^{(2)}$ for our confidence level 0.35, we reject if

$$\frac{\hat{p}_{11} - 0.35}{\sqrt{Var(\hat{p}_{11})}} > 2.12$$

(21)

where

$$Var(\hat{p}_{11}) = \frac{\hat{p}_{11}(1 - \hat{p}_{11})}{n}$$

(22)

Thus we need to compute

$$P \left( \frac{\hat{p}_{11} - 0.35}{\sqrt{Var(\hat{p}_{11})}} < 2.12 \right)$$

(23)

in the setting $p_{11} = 0.30$. This probability is computed (approximately) via standard normal distribution calculations as seen earlier in Sect. 4.2.20

For testing whether the potential rule $X^{(1)} \Rightarrow X^{(2)}$ meets the confidence criterion, note that

$$\frac{p_{11}}{p_{11} + p_{10}} > c$$

(24)

holds if and only if

$$(1 - c)p_{11} - cp_{10} > 0$$

(25)

Thus the probability of making the correct decision regarding the confidence level of $X^{(1)} \Rightarrow X^{(2)}$ is

$$P \left( \frac{(1-c)\hat{p}_{11} - cp_{10}}{\sqrt{Var[(1-c)\hat{p}_{11} - cp_{10}]]}} > 2.12 \right)$$

(26)

where, using (12) and the fact that $Cov(\hat{p}_{11}, \hat{p}_{10}) = -p_{11}p_{10}/n$,

$$\sigma^2 = Var[(1-c)\hat{p}_{11} - cp_{10}] = \frac{1}{n}[(1-c)^2p_{11}(1-p_{11}) + c^2p_{10}(1-p_{10}) + 2c(1-c)p_{11}p_{10}]$$

The probability of the correct decision is then

$$1 - \Phi \left( \frac{2.12 - (1-c)p_{11} - cp_{10}}{\sigma} \right)$$

(27)

20 Here, though, one uses the exact variance in the denominator in (23), i.e. $p_{11}(1 - p_{11})/n = 0.18/n$. 
The probability of the correct decision for $X^{(2)} \Rightarrow X^{(1)}$ (that the confidence level is not met) is computed similarly.

After doing all this computation, we found that the value of $E(K)$ for an $\alpha$ of 0.05 turns out to be 2.70. After some experimentation, we found that a very large level of 0.59 improves the value of $E(K)$ to 2.94. Though this amount of improvement is modest, it does show again that the best choice of significance level in KDD settings may be quite different from those used classically in statistical applications. Moreover, it shows that multiple inference methods may have high potential in KDD after all, if only one considers nontraditional significance levels. And as mentioned, the multiple-inference approach dismissed in [8] appear to be worth revisiting.

The fact that the relevant hypotheses involve linear combinations of the $p_{ij}$, as in (25), suggests that the Scheffe' method of multiple inference could be used. That method can simultaneously test all linear combinations of the $p_{ij}$. Those rules for which the confidence and support tests are both rejected would be selected. Again, it may be the case that with suitable significance levels, this approach would work well. As noted earlier, this is under investigation.

7 Simpson's Paradox Revisited

A number of KDD authors have cautioned practitioners to be vigilant for Simpson’s Paradox [4]. Let us first couch the paradox in precise mathematical terms, and then raise the question as to whether, for predictive KDD settings, the “paradox” is such a bad thing after all.

Suppose each individual under study, e.g. each customer in the market basket setting, either possesses or does not possess traits $A$, $B$ and $C$, and that we wish to predict trait $A$. Let $\overline{A}$, $\overline{B}$ and $\overline{C}$ denote the situations in which the individual does not possess the given trait. Simpson’s Paradox then describes a situation in which

$$P(A \mid B) > P(A \mid \overline{B})$$

and yet

$$P(A \mid B, C) < P(A \mid \overline{B}, C)$$

In other words, the possession of trait $B$ seems to have a positive predictive power for $A$ by itself, but when in addition trait $C$ is held constant, the relation between $B$ and $A$ turns negative.

An example is given in [2], concerning a classic study of tuberculosis mortality in 1910. Here the attribute $A$ is mortality, $B$ is city (Richmond, with $\overline{B}$ being New York), and $C$ is race (African-American, with $\overline{C}$ being Caucasian). In probability terms, the data show that:\n
- $P(\text{mortality} \mid \text{Richmond}) = 0.0022$

\[21\] These of course are sample estimates.
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- \( P(\text{mortality} \mid \text{New York}) = 0.0019 \)
- \( P(\text{mortality} \mid \text{Richmond, black}) = 0.0033 \)
- \( P(\text{mortality} \mid \text{New York, black}) = 0.0056 \)
- \( P(\text{mortality} \mid \text{Richmond, white}) = 0.0016 \)
- \( P(\text{mortality} \mid \text{New York, white}) = 0.0018 \)

The data also show that

- \( P(\text{black} \mid \text{Richmond}) = 0.37 \)
- \( P(\text{black} \mid \text{New York}) = 0.002 \)

a point which will become relevant below.

At first, New York looks like it did a better job than Richmond. However, once one accounts for race, we find that New York is actually worse than Richmond. Why the reversal? The answer stems from the fact that racial inequities being what they were at the time, blacks with the disease fared much worse than whites. Richmond’s population was 37% black, proportionally far more than New York’s 0.2%. So, Richmond’s heavy concentration of blacks made its overall mortality rate look worse than New York’s, even though things were actually much worse in New York.

But is this “paradox” a problem? Some statistical authors say it merely means that one should not combine very different data sets, in this case white and black. But is the “paradox” really a problem in KDD contexts?

The authors in [2] even think the paradox is something to be exploited, rather than a problem. Noting that many KDD practitioners are interested in finding “surprising” rules (recall [10]), the authors in [2] regard instances of Simpson’s Paradox as generally being surprising. In other words, they contend that one good way to find surprising rules is to determine all instances of Simpson’s Paradox in a given data set. They then develop an algorithm to do this.

That is interesting, but a different point we would make (which, to our knowledge has not been made before) is that the only reason this example (and others like it) is surprising is that the predictors were used in the wrong order. As noted in Sect. 5, one normally looks for predictors (or explanatory variables, if the goal is understanding rather than prediction) one at a time, first finding the best single predictor, then the best pair of predictors, and so on. If this were done on the above data set, the first predictor variable chosen would be race, not city. In other words, the sequence of analysis would look something like this:

- \( P(\text{mortality} \mid \text{Richmond}) = 0.0022 \)
- \( P(\text{mortality} \mid \text{New York}) = 0.0019 \)
- \( P(\text{mortality} \mid \text{black}) = 0.0048 \)
- \( P(\text{mortality} \mid \text{white}) = 0.0018 \)
- \( P(\text{mortality} \mid \text{black, Richmond}) = 0.0033 \)
- \( P(\text{mortality} \mid \text{black, New York}) = 0.0056 \)
• $P(\text{mortality} \mid \text{white, Richmond}) = 0.0016$

• $P(\text{mortality} \mid \text{white, New York}) = 0.0018$

The analyst would have seen that race is a better predictor than city, and thus would have chosen race as the best single predictor. The analyst would then investigate the race/city predictor pair, and would never reach a point in which city alone were in the selected predictor set. Thus no anomalies would arise.

8 Discussion

We have, in the confines of this short note, endeavored to argue for the need for more mathematical content in empirically-oriented KDD research. The mathematics should be kept simple and should be carefully formulated according to the goals of the research. We presented worked-out examples of how a simple mathematical model could be used to illustrate, and hopefully gain insight into, the issues at hand.

We wish to reiterate, on the other hand, that very theoretical treatments, written by and for mathematical statisticians, are generally inaccessible to empirical KDD researchers and KDD practitioners. We hope that theoretical work be made more intuitive and tied to practical interpretations.

References

Justification and Hypothesis Selection in Data Mining

Tuan-Fang Fan\textsuperscript{1,3}, Duen-Ren Liu\textsuperscript{1} and Churn-Jung Liau\textsuperscript{2}

\textsuperscript{1} Institute of Information Management, National Chiao-Tung University, Hsinchu, Taiwan
tffan.iim92g@nctu.edu.tw, dliu@iim.nctu.edu.tw

\textsuperscript{2} Institute of Information Science, Academia Sinica, Taipei, Taiwan
liaucj@iis.sinica.edu.tw.

\textsuperscript{3} Department of Information Engineering, National Penghu Institute of Technology, Penghu, Taiwan
dffan@npit.edu.tw

Summary. Data mining is an instance of the inductive methodology. Many philosophical considerations for induction can also be carried out for data mining. In particular, the justification of induction has been a long-standing problem in epistemology. This article is a recast of the problem in the context of data mining. We formulate the problem precisely in the rough set-based decision logic and discuss its implications for the research of data mining.

1 The Circular Justification of Induction

Induction is widely accepted as a cornerstone of the modern scientific methodology. It regards the systematic use of past experiences in the prediction of the future. According to Hume’s epistemology, our beliefs are established on the basis of observation and can be divided into two cases:

1. Observed matters of fact.
2. Unobserved matters of fact.

While the beliefs of observed matters of fact are based directly on observation, unobserved matters of fact can only be known indirectly on the basis of observation by means of inductive argument.

An argument is called inductive if it passes from singular statements regarding the results of observations to universal statements, such as hypotheses or theories. The inductive argument can be formulated deductively as follows: Let $\varphi(x)$ denote a hypothesis regarding the individuals $x$ we are interested in. In general, $\varphi(x)$ is in the form of a universal conditional sentence “$P(x) \supset Q(x)$”, however it is not necessarily so. Let $\Phi$ and $\Psi$ denote the following sentences
Φ: \( \varphi(x) \) holds for all observed \( x \).
Ψ: \( \varphi(x) \) holds for all \( x \) (or at least the next observed \( x \)).

Then the inductive argument is just an application of the modus ponens rule and can be expressed as

\[
\begin{align*}
\Phi \\
\Phi \supset \Psi \\
\hline
\Psi
\end{align*}
\]

where \( \Phi \supset \Psi \) is called “The Principle of the Uniformity of Nature” (PUN).

If we can assume that the observation is noiseless, then the validity of the conclusion of the inductive argument will rely completely on that of PUN. However, since PUN represents unobserved portions of nature, it cannot be known directly by observation. Thus PUN, if known at all, must be known on the basis of induction. This means that to justify PUN, we must first justify the validity of the inductive argument which in turn relies on the validity of PUN. This kind of justification is thus circular and cannot serve as a proper justification. This leads to Hume’s skepticism on induction [16].

Does the same kind of inductive skepticism arise in the data mining context? Let us answer this question by considering the mining of rules from data tables in the framework of Pawlak’s decision logic [22].

2 Decision Logic

Definition 1 A data table\(^4\) is a triplet \( T = (U, A, \{a_T | a \in A\}) \) such that

- \( U \) is a nonempty finite set, called the universe,
- \( A \) is a nonempty finite set of primitive attributes, and
- for each \( a \in A \), \( a_T : U \rightarrow V_a \) is a total function, where \( V_a \) is the domain of values for \( a_T \). Usually, we will simply write \( a \) instead of \( a_T \) for the functions.

Given a data table \( T \), we will denote its universe \( U \) and set of attributes \( A \) by \( \text{Uni}(T) \) and \( \text{Att}(T) \) respectively.

In [22], a decision logic(DL) is proposed for the representation of the knowledge discovered from data tables. The logic is called decision logic because it is particularly useful in a special kind of data table, called decision table. A decision table is a data table \( T = (U, C \cup D, \{a_T | a \in C \cup D\}) \), where \( \text{Att}(T) \) can be partitioned into two sets \( C \) and \( D \), called condition attributes and decision attributes respectively. By data analysis, decision rules relating the condition and the decision attributes can be derived from the table. A rule is then represented as an implication between formulas of the logic. However, for a general data table, the acronym DL can also denote data logic.

\(^4\) Also commonly known as information table, knowledge representation system, information system, attribute-value system, or bag relation in the literature.
The basic alphabet of a DL consists of a finite set of attribute symbols $A$ and for $a \in A$, a finite set of value symbols $V_a$. The syntax of DL is then defined as follows:

**Definition 2**
1. An atomic formula of DL is a descriptor $(a, v)$, where $a \in A$ and $v \in V_a$.
2. The well-formed formulas (wff) of DL is the smallest set containing the atomic formulas and closed under the Boolean connectives $\neg, \wedge, \text{and} \, \vee$.

A data table $T = (U, A, \{a_T \mid a \in A\})$ is an interpretation of the given DL if there is a bijection $f : A \rightarrow A$ such that for every $a \in A$, $V_f(a) = V_a$. Thus, by somewhat abusing the notation, we will usually denote an atomic formula as $(a, v)$, where $a \in A$ and $v \in V_a$, if the data tables are clear from the context. Intuitively, each element in the universe of a data table corresponds to a data record and an atomic formula, which is in fact an attribute-value pair, describes the value of some attribute in a data record. Thus the atomic formulas (and likely the wffs) can be verified or falsified in each data record. This gives rise to a satisfaction relation between the universe and the set of wffs.

**Definition 3** Given a DL and a DT $T = (U, A, \{a_T \mid a \in A\})$ for it, the satisfaction relation $\models$ between $x \in U$ and wffs of DL is defined inductively as follows:

1. $(T, x) \models (a, v)$ iff $a(x) = v$
2. $(T, x) \models \neg \varphi$ iff $(T, x) \not\models \varphi$
3. $(T, x) \models \varphi \wedge \psi$ iff $(T, x) \models \varphi$ and $(T, x) \models \psi$
4. $(T, x) \models \varphi \vee \psi$ iff $(T, x) \models \varphi$ or $(T, x) \models \psi$

If $\varphi$ is a DL wff, the set $m_T(\varphi)$ defined by:

$$m_T(\varphi) = \{x \in U \mid (T, x) \models \varphi\},$$

is called the meaning of the formula $\varphi$ in $T$. If $T$ is understood, we simply write $m(\varphi)$.

A formula $\varphi$ is said to be valid in a data table $T$, written $T \models \varphi$, if and only if $m(\varphi) = U$. That is, $\varphi$ is satisfied by all individuals in $\text{Uni}(T)$.

### 3 Circularity of the Justification

Obviously, a data table consists of the observed matters of fact in some domain. To cover the unobserved part of the world, we slightly extend the definition of data tables to that of situation tables. A situation table, just like a data table, is a triplet $S = (U, A, \{a_S \mid a \in A\})$ except that the finiteness assumption of the universe $U$ is relaxed, so that $U$ may be finite or infinite. Thus, a data table is just a special kind of situation table. Given two situation
tables $S_1 = (U_1, A_1, \{a_{S_1} \mid a \in A_1\})$ and $S_2 = (U_2, A_2, \{a_{S_2} \mid a \in A_2\})$. $S_1$ is said to be a sub-table of $S_2$, denoted by $S_1 \subseteq S_2$, if $U_1 \subseteq U_2$, $A_1 = A_2$, and $a_{S_1}(u) = a_{S_2}(u)$ for all $a \in A_1$ and $u \in U_1$.

Let $S$ be a situation table, $T \subseteq S$ a data table, and $\varphi$ a DL wff, then the inductive argument (1) can be reformulated in the data mining context as

$$
\begin{align*}
T & \models \varphi \\
T & \models \varphi \supset S \models \varphi \\
S & \models \varphi
\end{align*}
$$

or

$$
\begin{align*}
T & \models \varphi \\
T & \models \varphi \supset (S, u) \models \varphi \\
(S, u) & \models \varphi
\end{align*}
$$

where $u \in Uni(S) - Uni(T)$, i.e., $u$ is the next observed individual.

The data mining schema (4) and (5) can be respectively called the generalization and the prediction version of data mining. As in the case of inductive schema, we have to verify the validity of the PUN “$T \models \varphi \supset S \models \varphi$” or “$T \models \varphi \supset (S, u) \models \varphi$”. Let us consider the case for the predication version of data mining. The generalization version can be done analogously. A data mining task is characterized by $(T, \varphi, S, u)$ which are respectively a data table, a DL wff, a situation table, and a test example. To ensure that the PUN holds for any data mining task, we can use a (meta-) data table specified by $T_{dm} = (U, A, \{a_{T_{dm}} \mid a \in A\})$ such that

- $U = \{t_1, t_2, \cdots, t_n\}$ is the finite set of data mining tasks which have been performed so far,
- $A = \{Tr, Fm, Te, Si, PUN\}$
- For each task $t \in U$, $Tr(t)$ is a data table consisting of the training samples, $Fm(t)$ is a DL wff denoting the rule to be mined in the task, $Te(t)$ is a test example not observed yet in $Tr(t)$, $Si(t)$ is a situation table containing, among others, all training samples in $Tr(t)$ and the test example $Te(t)$ and $PUN$ is a binary attribute such that $PUN(t) = 1$ iff $Tr(t) \models Fm(t)$ implies $(Si(t), Te(t)) \models Fm(t)$.

Let $S_{dm}$ be the situation table consisting of all possible data mining tasks, either performed or not, such that the attribute $PUN$ is defined in all tasks $t$ exactly as above. In other words, $PUN(t) = 1$ iff $Tr(t) \models Fm(t)$ implies $(Si(t), Te(t)) \models Fm(t)$ for any $t \in Uni(S_{dm})$. Thus $T_{dm}$ is a sub-table of $S_{dm}$. We can then define a new task $t_0 = (T_{dm}, (PUN, 1), S_{dm}, t_0)$ in $Uni(S_{dm})$ but not in $Uni(T_{dm})$. Intuitively, $t_0$ is the data mining task to infer the PUN on itself by the observations in $T_{dm}$. By instantiating it into the inductive schema (5), we have

$$
\begin{align*}
T_{dm} & \models (PUN, 1) \\
T_{dm} & \models (PUN, 1) \supset (S_{dm}, t_0) \models (PUN, 1) \\
(S_{dm}, t_0) & \models (PUN, 1)
\end{align*}
$$
We can assume that $T_{dm} \models (PUN, 1)$ holds, namely, all data mining tasks in $T_{dm}$ have made successful predictions on their test examples. Thus the truth of $(S_{dm}, t_0) \models (PUN, 1)$ will depend on that of $T_{dm} \models (PUN, 1) \supset (S_{dm}, t_0) \models (PUN, 1)$, which by the definition of $S_{dm}$, holds exactly when $PUN(t_0) = 1$ in $S_{dm}$ and is equivalent to $(S_{dm}, t_0) \models (PUN, 1)$ by the semantics of DL. In summary, the justification of $(S_{dm}, t_0) \models (PUN, 1)$ depends on itself, so it is circular as in Hume’s argument.

4 Infinite Regress of the Justification

The self-referential character of the circular justification of data mining is apparent. First, $t_0$ occurs in the definition of $t_0$ itself. Second, the situation table $S_{dm}$ contains $t_0$ with its value of attribute $S_i$ being $S_{dm}$ itself. Someone may feel uncomfortable with this kind of self-reference and stick to stratifying the data tables into levels. We can do this in the following way. Let us call integers, strings, real numbers, DL wffs, other nominal values, etc. 0th order elements and a situation table $S = (U, A, \{a_S | a \in A\})$ is called first order if for each $a \in A$ and $x \in U$, $a_S(x)$ is a 0th order element. And generally, a situation table $S = (U, A, \{a_S | a \in A\})$ is called $k$th order if for each $a \in A$ and $x \in U$, $a_S(x)$ is a 0th order element or $j$th order situation table for some $j < k$.

To validate the data mining schema (5) for first-order situation tables, we have to justify the following first-order PUN:

$$PUN_1 =_{def} T_1 \models \varphi \supset (S_1, u) \models \varphi$$

where $T_1$ and $S_1$ are ranged over first-order situation tables. As in the preceding subsection, we can construct a second-order data table $T_{dm}^2$ for the justification of $PUN_1$. The $T_{dm}^2$ is essentially the same as $T_{dm}$ except in the following two aspects. First, the data mining tasks in the universe of $T_{dm}^2$ are restricted to those based on first-order situation tables. Second, the attribute $PUN$ is replaced by $PUN_1$, though its dependency on the other attributes remains unchanged. Let $S_{dm}^2$ be a situation table for all first-order data mining tasks so that $T_{dm}^2$ is its sub-table. Then, even though all data mining tasks have made successful predictions, so that $T_{dm}^2 \models (PUN_1, 1)$, the validity of $PUN_1$ still depends on the following

$$T_{dm}^2 \models (PUN_1, 1) \supset (S_{dm}^2, t) \models (PUN_1, 1)$$

which is an instance of the second-order PUN

$$PUN_2 =_{def} T_2 \models \varphi \supset (S_2, u) \models \varphi$$

where $T_2$ and $S_2$ are ranged over second-order situation tables. In this way, the justification of data mining schema (3) for first-order situation tables will in turn depend on $PUN_3$, $PUN_4$, ..., and so on, which are defined in analogy of $PUN_1$ and $PUN_2$. Therefore, this leads to the infinite regress of the justification.
Implications

In the preceding discussions, we have formulated the circularity and infinite regress problems of the justification for data mining in decision logic. In fact, it is even argued that such circularity or infinite regress is inevitable in any attempt to the justification of induction. For example, one of the most important philosophers in the 20th century, Karl Popper, wrote in ([24], P.29):

...For the principle of induction must be a universal statement in its turn. Thus if we try to regard its truth as known from experience, then the very same problems which occasioned its introduction will arise all over again. To justify it, we should have to employ inductive inferences; and to justify these we should have to assume an inductive principle of a higher order; and so on. Thus the attempt to base the principle of induction on experience breaks down, since it must lead to an infinite regress.

It seems that this argument also applies to data mining analogously according to our decision logic formulation.

This argument clearly shows the anti-inductivist position of Popper. It also leads him to refuse any form of verificationism of scientific theory, which claims that a scientific theory is supported by a collection of verifying instances. Instead, he proposes falsification as the methodology of science. In the falsification philosophy of science, a scientific theory is not confirmed by observational instances but corroborated by passing the test of possibly falsifying instances. As explained in [26]:

According to Popper, a scientific theory is posed without any prior justification. It gains its confirmation, or “corroboration”, which is Popper’s preferred term in later writings, not by experimental evidence demonstrating why it should hold, but by the fact that all attempts at showing why it does not hold have failed.

In the 1960’s, the verificationists have developed theories of confirmation [2, 12, 14]. These theories suggest a qualitative relation of confirmation between observations and scientific hypotheses or a quantitative measure for the degree of confirmation of a hypothesis by an observation. It seems that the most frequently used measures in data mining, i.e., the support and the confidence, are based on such verificationism philosophy. For example, it is not unusual in the data mining community to consider the confidence of a mined rule as the probability that the data confers upon the rule.

However, by the justification problem of induction, Popper claims that the attempt to develop a theory of confirmation for scientific theories is simply mistaken, so he proposed an alternative measure, called degree of corroboration, to compare competitive scientific hypotheses. Though we do not advocate such a radical position against verificationism philosophy, we indeed feel that data mining researchers can learn from the falsification methodology in
the design of measures for mined rules which are conformed to the notion of corroboration. Therefore, our decision logic formulation for the justification problem of data mining will motivate the technical development of new kinds of measures for the strength of mined rules. A technical development of Popper’s concept of corroboration for inductive inference has been carried out and applied to machine learning in [30]. It would be worthwhile to try the same thing in the data mining context. This kind of attempt represents a flow of ideas from the philosophy of science to data mining research.

In [31], the dynamic interactions between machine learning and the philosophy of science has been exemplified by the research of Bayesian networks, where a dynamic interaction between two disciplines is characterized by the flow of ideas in both directions. We have seen above that the justification problem of data mining may motivate the flow of ideas from the philosophy of science, in particular, the Popper’s methodology, to data mining research, so we could also ask what impacts the data mining research has on the philosophy of science.

The answer to this question may not be too difficult if data mining is considered as a sub-discipline of machine learning. The viewpoint that machine learning is computational philosophy of science is not unusual. The ideas in the philosophy of science can be implemented and tested by machine learning algorithms, so machine learning techniques can help the philosophy of science to form new methodological rules. Let us quote the observation in [31]:

\textit{Machine learning has influenced the controversy in the philosophy of science between inductivism and falsificationism: Gillies argues that the success of the GOLEM machine learning program in learning a scientific hypothesis provides evidence for inductivism[7]. Proponents of falsificationism remain sceptical about machine learning[1], but further successes in the automation of scientific hypothesis generation may dampen their ardour. Machine learning has also proven invaluable to the philosophy of science as a means of testing formal models of scientific reasoning, including inductive reasoning[5, 20], abductive reasoning[4, 6, 23], coherence-based reasoning[27, 28, 29], analogical reasoning[15], causal reasoning, and theory revision[3].}

Of course, data mining can also help in the same way, though it is perhaps in a narrower scope. Therefore, a challenging research programme is to investigate to what extent data mining can serve as a computational tool for testing formal models of scientific reasoning in the philosophy of science.

Though it seems that the justification problem of data mining has a negative result, this does not render data mining useless. From a practical aspect, mined rules may not be justified scientific laws, but they may be very useful for a decision maker. Indeed, in many application domains, simply the summarization of the relationship between data is very helpful for knowledge management and decision making. In such cases, we are only concerned with the regularity within the scope of the existing data.
However, once we want to apply the mined rules beyond this scope, the justification problem could become critical. The result above implies that it is not justified to predict the future occurrence of an event by the regularity discovered from the past data. In fact, for a finite data table, a data mining algorithm can discover a large number of rules valid in that table. These rules may be mutually incompatible in the future instances to be observed. This kind of problem has been known as Goodman paradox or inductive consistencies in the philosophy of science [8, 13]. The implications of inductive consistencies for data mining will be discussed further in the extended version of this paper.

Last, but not the least, the skepticism on induction has lead Popper and the falsificationists to claim that all observations must be based on some background theory. In data mining context, this means that to discover interesting rules, we have to resort to a large amount of background knowledge. Background knowledge makes it possible to find not only the relations among the data but also the phenomena that give rise to data. This is exactly the direction of phenomenal data mining explored in [19].

6 Hypothesis Selection

From the arguments above, we can see that it is extremely implausible (if not impossible) to justify the validity of rules mined from a data table in a logical ground. Hence, a mined rule is simply a hypothesis from a logical viewpoint. In general, a large number of competitive hypotheses can be mined from a data set. Thus, an important question in data mining is to select and/or evaluate competitive hypotheses. In this section, we discuss some possible criteria for hypothesis selection based on the interpretation of data as models or as theories. In both cases, we assume that a logical language $L$ is used for the representation of hypotheses (i.e. the mined rules). The decision logic introduced in Sect. 2 is an example of such representation languages, however, our discussion applies to any general logic languages.

6.1 Data as Models

In this interpretation, each data item is considered as a model of the language $L$. Hence, a hypothesis $\varphi$ in $L$ is verified or falsified in a data item $d$, denoted respectively by $d \models \varphi$ and $d \not\models \varphi$. In such interpretation, a data mining context is a pair $(L, \mathcal{D})$, where $L$ is the representation language for hypotheses and $\mathcal{D}$ is a finite set of models of $L$.

A naive criterion for evaluating a hypothesis is the number (or proportion) of models verifying the hypothesis. In other words, we can select a hypothesis $\varphi$ that maximizes $|m_{\mathcal{D}}(\varphi)|$ or $\frac{|m_{\mathcal{D}}(\varphi)|}{|\mathcal{D}|}$, where $m_{\mathcal{D}}(\varphi) = \{d \in \mathcal{D} \mid d \models \varphi\}$ is the meaning set of $\varphi$ with respect to $\mathcal{D}$. 


Someone may argue that not all data items in $D$ is relevant to the evaluation of a hypothesis $\varphi$, so we should only concentrate on the relevant data items. This leads to the most popular criteria of hypothesis selection in data mining, i.e. support and confidence. Let us denote $d \not\perp \varphi$ if $d$ is relevant to the evaluation of $\varphi$ and define $r_D(\varphi) = \{d \in D \mid d \not\perp \varphi\}$, then the support and confidence of $\varphi$ is respectively defined as

$$
supp_D(\varphi) = |r_D(\varphi) \cap m_D(\varphi)|
$$

$$
conf_D(\varphi) = \frac{|r_D(\varphi) \cap m_D(\varphi)|}{|r_D(\varphi)|}.
$$

The usual practice in data mining is to set a threshold, and then evaluate the hypotheses with supports above the threshold according to their confidence values.

We must remark that the acceptance of a hypothesis based on a threshold suffers from the lottery paradox [18]. The resolution of the paradox and its implications on epistemology have been extensively discussed in philosophy [11, 10, 21], however, it seems that this problem has never received enough attention yet in data mining research.

### 6.2 Data as Theories

In this interpretation, each data item is considered as a sentence of the language $L$. Hence, a data set $D$ is a finite subset of $L$. We also assume that there is a consistent background theory $T \subset L$. Thus, a data mining context is a triplet $(L, D, T)$. We further assume a logical consequence relation $\models$ exists between sets of sentences and sentences of $L$, so that $S \models \varphi$ means that $\varphi \in L$ is a logical consequence of $S \subseteq L$.

In such interpretation, a prerequisite for a hypothesis to be accepted is that it does not contradict with the background theory. That is, we consider a hypothesis $\varphi$ only if $T \not\models \neg \varphi$, where $\neg \varphi$ is the Boolean negation of $\varphi$. The sets of data items explained by $\varphi$, contradicted with $\varphi$, and neutral with $\varphi$ are respectively defined as

$$
e_D(\varphi) = \{\alpha \in D \mid T \cup \{\varphi\} \models \alpha\},
$$

$$
c_D(\varphi) = \{\alpha \in D \mid T \cup \{\varphi\} \models \neg \alpha\},
$$

and

$$
n_D(\varphi) = \{\alpha \in D \mid T \cup \{\varphi\} \not\models \alpha \land T \cup \{\varphi\} \not\models \neg \alpha\}.
$$

Given these three sets, we can select hypotheses that explain the most data items and contradict the least data items. Sometimes, the importance of different data items may be different. If such information of importance is available, we can associate a weight to each data item in $D$, and respectively define the explanatory and contradictory scores of a hypothesis $\varphi$ as
\[ es_D(\varphi) = \frac{\sum_{\alpha \in e_D(\varphi)} w_\alpha}{\sum_{\alpha \in D} w_\alpha} \]

and

\[ cs_D(\varphi) = \frac{\sum_{\alpha \in c_D(\varphi)} w_\alpha}{\sum_{\alpha \in D} w_\alpha} \],

where \( w_\alpha \) is the weight associated to a data item \( \alpha \).

To evaluate hypotheses, we can rank the hypotheses according to a lexicographical ordering on the pair \((es_D(\varphi), 1 - cs_D(\varphi))\), if the explanatory power of a hypothesis is emphasized, or a lexicographical ordering on the pair \((1 - cs_D(\varphi), es_D(\varphi))\), if the consistency property has the higher priority. Other intermediate combinations of these two criteria are possible by employing multi-criteria decision making techniques [17].

7 Concluding Remarks

In addition to the criteria mentioned above, there are two general criteria for hypothesis selection, i.e. generality and simplicity.

1. Generality: a general hypothesis is usually preferred than the specific ones. In the logical sense, a hypothesis \( \varphi \) is more general than another hypothesis \( \psi \) if \( \varphi \models \psi \) (or \( T \cup \{ \varphi \} \models \psi \)), but not vice versa.

2. Simplicity: for the economic purpose, a simple hypothesis is preferred than the complex ones. There is not a common agreement regarding the formal definition of simplicity yet. The criterion is related to the principle of the Occam’s razor. A form of simplicity is formalized as minimal description length principle [25]. The space limit prevents us from presenting the technical detail of the principle. We refer the reader to a recent publication in this topic [9].

Furthermore, domain-specific criteria may be also helpful in the selection of hypotheses. For a data mining problem, these criteria of hypothesis selection may be in conflict with each other. Again, we can employ the techniques of multi-criteria decision making [17] to find overall optimal hypotheses.

Acknowledgement

The authors would like to thank T.Y. Lin for useful comments. This work has been partly supported by NSC of Taiwan (91-2213-E-001-024).

References


On Statistical Independence in a Contingency Table

Shusaku Tsumoto

Department of Medical Informatics, Shimane University, School of Medicine, 89-1 Enya-cho Izumo 693-8501 Japan
tsumoto@computer.org
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1 Introduction

Statistical independence between two attributes is a very important concept in data mining and statistics. The definition \( P(A, B) = P(A)P(B) \) show that the joint probability of \( A \) and \( B \) is the product of both probabilities. This gives several useful formula, such as \( P(A|B) = P(A) \), \( P(B|A) = P(B) \). In a data mining context, these formulae show that these two attributes may not be correlated with each other. Thus, when \( A \) or \( B \) is a classification target, the other attribute may not play an important role in its classification.

Although independence is a very important concept, it has not been fully and formally investigated as a relation between two attributes.

In this paper, a statistical independence in a contingency table is focused on from the viewpoint of granular computing.

The first important observation is that a contingency table compares two attributes with respect to information granularity. It is shown from the definition that statistical independence in a contingency table is a special form of linear dependence of two attributes. Especially, when the table is viewed as a matrix, the above discussion shows that the rank of the matrix is equal to 1.0. Also, the results also show that partial statistical independence can be observed.
The second important observation is that matrix algebra is a key point of analysis of this table. A contingency table can be viewed as a matrix and several operations and ideas of matrix theory are introduced into the analysis of the contingency table.

The paper is organized as follows: Section 2 discusses the characteristics of contingency tables. Section 3 shows the conditions on statistical independence for a $2 \times 2$ table. Section 4 gives those for a $2 \times n$ table. Section 5 extends these results into a multi-way contingency table. Section 6 discusses statistical independence from matrix theory. Finally, Sect. 7 concludes this paper.

2 Contingency Table from Rough Sets

2.1 Rough Sets Notations

In the subsequent sections, the following notations is adopted, which is introduced in [7]. Let $U$ denote a nonempty, finite set called the universe and $A$ denote a nonempty, finite set of attributes, i.e., $a : U \rightarrow V_a$ for $a \in A$, where $V_a$ is called the domain of $a$, respectively. Then, a decision table is defined as an information system, $A = (U, A \cup \{D\})$, where $\{D\}$ is a set of given decision attributes. The atomic formulas over $B \subseteq A \cup \{D\}$ and $V$ are expressions of the form $[a = v]$, called descriptors over $B$, where $a \in B$ and $v \in V_a$. The set $F(B, V)$ of formulas over $B$ is the least set containing all atomic formulas over $B$ and closed with respect to disjunction, conjunction and negation. For each $f \in F(B, V)$, $f_A$ denote the meaning of $f$ in $A$, i.e., the set of all objects in $U$ with property $f$, defined inductively as follows.

1. If $f$ is of the form $[a = v]$ then, $f_A = \{s \in U|a(s) = v\}$
2. $f \wedge g)_A = f_A \cap g_A; (f \vee g)_A = f_A \cup g_A; (\neg f)_A = U - f_A$

By using this framework, classification accuracy and coverage, or true positive rate is defined as follows.

Definition 1. Let $R$ and $D$ denote a formula in $F(B, V)$ and a set of objects whose decision attribute is given as $\{$, respectively. Classification accuracy and coverage(true positive rate) for $R \rightarrow D$ is defined as:

$$\alpha_R(D) = \frac{|R_A \cap D|}{|R_A|} (= P(D|R)), \text{ and } \kappa_R(D) = \frac{|R_A \cap D|}{|D|} (= P(R|D)),$$

where $|A|$ denotes the cardinality of a set $A$, $\alpha_R(D)$ denotes a classification accuracy of $R$ as to classification of $D$, and $\kappa_R(D)$ denotes a coverage, or a true positive rate of $R$ to $D$, respectively.
2.2 Two-way Contingency Table

From the viewpoint of information systems, a contingency table summarizes the relation between two attributes with respect to frequencies. This viewpoint has already been discussed in [10, 11]. However, this study focuses on more statistical interpretation of this table.

**Definition 2.** Let $R_1$ and $R_2$ denote binary attributes in an attribute space $A$. A contingency table is a table of a set of the meaning of the following formulas: $[R_1 = 0]_A[,][R_1 = 1]_A[,][R_2 = 0]_A[,][R_2 = 1]_A[,] [R_1 = 0 \land R_2 = 0]_A[,] [R_1 = 0 \land R_2 = 1]_A[,] [R_1 = 1 \land R_2 = 0]_A[,] [R_1 = 1 \land R_2 = 1]_A[,] [R_1 = 0 \lor R_1 = 1]_A[,] (= [U])$. This table is arranged into the form shown in Table 1, where: $[R_1 = 0]_A = x_{11} + x_{21} = x_1$, $[R_1 = 1]_A = x_{12} + x_{22} = x_2$, $[R_2 = 0]_A = x_{11} + x_{12} = x_1$, $[R_2 = 1]_A = x_{21} + x_{22} = x_2$, $[R_1 = 0 \land R_2 = 0]_A = x_{11}$, $[R_1 = 0 \land R_2 = 1]_A = x_{21}$, $[R_1 = 1 \land R_2 = 0]_A = x_{12}$, $[R_1 = 1 \land R_2 = 1]_A = x_{22}$, $[R_1 = 0 \lor R_1 = 1]_A = x_1 + x_2 = x. (= [U])$.

<table>
<thead>
<tr>
<th>$R_1 = 0$</th>
<th>$R_1 = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_2 = 0$</td>
<td>$R_2 = 1$</td>
</tr>
<tr>
<td>$x_{11}$</td>
<td>$x_{21}$</td>
</tr>
<tr>
<td>$x_{12}$</td>
<td>$x_{22}$</td>
</tr>
<tr>
<td>$x_1$</td>
<td>$x_2$</td>
</tr>
</tbody>
</table>

Table 1. Two way Contingency Table

From this table, accuracy and coverage for $[R_1 = 0] \rightarrow [R_2 = 0]$ are defined as:

$$\alpha_{[R_1 = 0]}([R_2 = 0]) = \frac{[R_1 = 0 \land R_2 = 0]_A}{[R_1 = 0]_A} = \frac{x_{11}}{x_1},$$

and

$$\kappa_{[R_1 = 0]}([R_2 = 0]) = \frac{[R_1 = 0 \land R_2 = 0]_A}{[R_2 = 0]_A} = \frac{x_{11}}{x_1}.$$  

2.3 Multi-way Contingency Table

Two-way contingency table can be extended into a contingency table for multinominal attributes.

**Definition 3.** Let $R_1$ and $R_2$ denote multinominal attributes in an attribute space $A$ which have $m$ and $n$ values. A contingency table is a table of a set of the meaning of the following formulas: $[R_1 = A_1]_A[,] [R_2 = B_1]_A[,] [R_1 = A_1 \land R_2 = B_1]_A[,] [R_1 = A_1 \land R_1 = A_2 \land \cdots \land R_1 = A_m]_A[,] [R_2 = B_1 \land R_2 = A_2 \land \cdots \land R_2 = A_m]_A[,]$ and $[U]$ ($i = 1, 2, 3, \cdots, n$ and $j = 1, 2, 3, \cdots, m$).
This table is arranged into the form shown in Table 1, where: \(|R_1 = A_j| = \sum_{i=1}^n x_{1i} = x_j\), \(|R_2 = B_i| = \sum_{j=1}^m x_{ji} = x_i\), \(|R_1 = A_j \land R_2 = B_i| = x_{ij}\), \(|U| = N = x_{..} (i = 1, 2, 3, \cdots, n \text{ and } j = 1, 2, 3, \cdots, m)\).

**Table 2. Contingency Table \((m \times n)\)**

<table>
<thead>
<tr>
<th></th>
<th>(A_1)</th>
<th>(A_2)</th>
<th>(\cdots)</th>
<th>(A_n)</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(B_1)</td>
<td>(x_{11})</td>
<td>(x_{12})</td>
<td>(\cdots)</td>
<td>(x_{1n})</td>
</tr>
<tr>
<td>2</td>
<td>(B_2)</td>
<td>(x_{21})</td>
<td>(x_{22})</td>
<td>(\cdots)</td>
<td>(x_{2n})</td>
</tr>
<tr>
<td></td>
<td>(\vdots)</td>
<td>(\vdots)</td>
<td>(\ddots)</td>
<td>(\vdots)</td>
<td>(\vdots)</td>
</tr>
<tr>
<td>2</td>
<td>(B_m)</td>
<td>(x_{m1})</td>
<td>(x_{m2})</td>
<td>(\cdots)</td>
<td>(x_{mn})</td>
</tr>
<tr>
<td>Sum</td>
<td>(x_1)</td>
<td>(x_2)</td>
<td>(\cdots)</td>
<td>(x_n)</td>
<td>(x_{..})</td>
</tr>
</tbody>
</table>

3 **Statistical Independence in \(2 \times 2\) Contingency Table**

Let us consider a contingency table shown in Table 1. Statistical independence between \(R_1\) and \(R_2\) gives:

\[
P([R_1 = 0], [R_2 = 0]) = P([R_1 = 0]) \times P([R_2 = 0])
\]

\[
P([R_1 = 0], [R_2 = 1]) = P([R_1 = 0]) \times P([R_2 = 1])
\]

\[
P([R_1 = 1], [R_2 = 0]) = P([R_1 = 1]) \times P([R_2 = 0])
\]

\[
P([R_1 = 1], [R_2 = 1]) = P([R_1 = 1]) \times P([R_2 = 1])
\]

Since each probability is given as a ratio of each cell to \(N\), the above equations are calculated as:

\[
x_{11} = \frac{x_{11} + x_{12}}{N} \times \frac{x_{11} + x_{21}}{N}
\]

\[
x_{12} = \frac{x_{11} + x_{12}}{N} \times \frac{x_{12} + x_{22}}{N}
\]

\[
x_{21} = \frac{x_{21} + x_{22}}{N} \times \frac{x_{11} + x_{21}}{N}
\]

\[
x_{22} = \frac{x_{21} + x_{22}}{N} \times \frac{x_{12} + x_{22}}{N}
\]

Since \(N = \sum_{i,j} x_{ij}\), the following formula will be obtained from these four formulae.

\[
x_{11}x_{22} = x_{12}x_{21} \text{ or } x_{11}x_{22} - x_{12}x_{21} = 0
\]

Thus,

**Theorem 1.** If two attributes in a contingency table shown in Table 1 are statistical independent, the following equation holds:

\[
x_{11}x_{22} - x_{12}x_{21} = 0 \quad (1)
\]
It is notable that the above equation corresponds to the fact that the determinant of a matrix corresponding to this table is equal to 0. Also, when these four values are not equal to 0, the (1) can be transformed into:

\[
\frac{x_{11}}{x_{21}} = \frac{x_{12}}{x_{22}}.
\]

Let us assume that the above ratio is equal to \(C\) (constant). Then, since \(x_{11} = Cx_{21}\) and \(x_{12} = Cx_{22}\), the following equation is obtained.

\[
\frac{x_{11} + x_{12}}{x_{21} + x_{22}} = \frac{C(x_{21} + x_{22})}{x_{21} + x_{22}} = C = \frac{x_{11}}{x_{21}} = \frac{x_{12}}{x_{22}}.
\]

This equation also holds when we extend this discussion into a general case. Before getting into it, let us consider a 2 × 3 contingency table.

### 4 Statistical Independence in 2 × 3 Contingency Table

Let us consider a 2 × 3 contingency table shown in Table 3. Statistical independence between \(R_1\) and \(R_2\) gives:

\[
\begin{align*}
    P([R_1 = 0], [R_2 = 0]) &= P([R_1 = 0]) \times P([R_2 = 0]) \\
    P([R_1 = 0], [R_2 = 1]) &= P([R_1 = 0]) \times P([R_2 = 1]) \\
    P([R_1 = 0], [R_2 = 2]) &= P([R_1 = 0]) \times P([R_2 = 2]) \\
    P([R_1 = 1], [R_2 = 0]) &= P([R_1 = 1]) \times P([R_2 = 0]) \\
    P([R_1 = 1], [R_2 = 1]) &= P([R_1 = 1]) \times P([R_2 = 1]) \\
    P([R_1 = 1], [R_2 = 2]) &= P([R_1 = 1]) \times P([R_2 = 2])
\end{align*}
\]

Since each probability is given as a ratio of each cell to \(N\), the above equations are calculated as:

Table 3. Contingency Table (2 × 3)

<table>
<thead>
<tr>
<th></th>
<th>(R_1 = 0)</th>
<th>(R_1 = 1)</th>
<th>(R_1 = 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_2 = 0)</td>
<td>(x_{11})</td>
<td>(x_{12})</td>
<td>(x_{13})</td>
</tr>
<tr>
<td>(R_2 = 1)</td>
<td>(x_{21})</td>
<td>(x_{22})</td>
<td>(x_{23})</td>
</tr>
<tr>
<td>(x_1)</td>
<td>(x_2)</td>
<td>(x_{33})</td>
<td>(x)</td>
</tr>
</tbody>
</table>
From equation (3) and (6),

\[
\frac{x_{11}}{x_{21}} = \frac{x_{11} + x_{12} + x_{13}}{x_{21} + x_{22} + x_{23}}
\]

In the same way, the following equation will be obtained:

\[
\frac{x_{11}}{x_{21}} = \frac{x_{12}}{x_{22}} = \frac{x_{13}}{x_{23}} = \frac{x_{11} + x_{12} + x_{13}}{x_{21} + x_{22} + x_{23}}
\]

Thus, we obtain the following theorem:

**Theorem 2.** If two attributes in a contingency table shown in Table 3 are statistical independent, the following equations hold:

\[
x_{11}x_{22} - x_{12}x_{21} = x_{12}x_{23} - x_{13}x_{22} = x_{13}x_{21} - x_{11}x_{23} = 0
\]

Thus, the discussion can be easily extended into a 2xn contingency table where \(n > 3\). The important equation 10 will be extended into

\[
x_{11} = \frac{x_{12}}{x_{22}} = \cdots = \frac{x_{1n}}{x_{2n}} = \frac{x_{11} + x_{12} + \cdots + x_{1n}}{x_{21} + x_{22} + \cdots + x_{2n}} = \frac{\sum_{k=1}^{n} x_{1k}}{\sum_{k=1}^{n} x_{2k}}
\]

Thus,

**Theorem 3.** If two attributes in a contingency table \((2 \times k(k = 2, \cdots, n))\) are statistical independent, the following equations hold:

\[
x_{11}x_{22} - x_{12}x_{21} = x_{12}x_{23} - x_{13}x_{22} = \cdots = x_{1n}x_{21} - x_{11}x_{2n} = 0
\]
5 Statistical Independence in $m \times n$ Contingency Table

Let us consider a $m \times n$ contingency table shown in Table 2. Statistical independence of $R_1$ and $R_2$ gives the following formulae:

$$P([R_1 = A_i, R_2 = B_j]) = P([R_1 = A_i])P([R_2 = B_j])$$

$$(i = 1, \cdots, m, j = 1, \cdots, n).$$

According to the definition of the table,

$$x_{ij} = \frac{\sum_{k=1}^{n} x_{ik}}{N} \times \frac{\sum_{l=1}^{m} x_{lj}}{N}.$$  \(14\)

Thus, we have obtained:

$$x_{ij} = \frac{\sum_{k=1}^{n} x_{ik} \times \sum_{l=1}^{m} x_{lj}}{N}.$$  \(15\)

Thus, for a fixed $j$,

$$\frac{x_{ia,j}}{x_{ij}} = \frac{\sum_{k=1}^{n} x_{ik}}{\sum_{k=1}^{n} x_{ik}}.$$  \(16\)

Since this relation will hold for any $j$, the following equation is obtained:

$$\frac{x_{ia,1}}{x_{ia,1}} = \frac{x_{ia,2}}{x_{ia,2}} = \cdots = \frac{x_{ia,n}}{x_{ia,n}} = \frac{\sum_{k=1}^{n} x_{ik}}{\sum_{k=1}^{n} x_{ik}}.$$  \(17\)

Since the right hand side of the above equation will be constant, thus all the ratios are constant. Thus,

**Theorem 4.** If two attributes in a contingency table shown in Table 2 are statistical independent, the following equations hold:

$$\frac{x_{ia,1}}{x_{ia,1}} = \frac{x_{ia,2}}{x_{ia,2}} = \cdots = \frac{x_{ia,n}}{x_{ia,n}} = \text{const.}$$

for all rows: $i_a$ and $i_b$ ($i_a, i_b = 1, 2, \cdots, m$).

6 Contingency Matrix

The meaning of the above discussions will become much clearer when we view a contingency table as a matrix.
**Definition 4.** A corresponding matrix $C_{a,b}$ is defined as a matrix the element of which are equal to the value of the corresponding contingency table $T_{a,b}$ of two attributes $a$ and $b$, except for marginal values.

**Definition 5.** The rank of a table is defined as the rank of its corresponding matrix. The maximum value of the rank is equal to the size of (square) matrix, denoted by $r$.

The contingency matrix of Table 2 ($T(R_1, R_2)$) is defined as $C_{R_1, R_2}$ as below:

$$
\begin{pmatrix}
  x_{11} & x_{12} & \cdots & x_{1n} \\
  x_{21} & x_{22} & \cdots & x_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{m1} & x_{m2} & \cdots & x_{mn}
\end{pmatrix}
$$

### 6.1 Independence of $2 \times 2$ Contingency Table

The results in Section 3 corresponds to the degree of independence in matrix theory. Let us assume that a contingency table is given as Table 1. Then the corresponding matrix $(C_{R_1, R_2})$ is given as:

$$
\begin{pmatrix}
  x_{11} & x_{12} \\
  x_{21} & x_{22}
\end{pmatrix}
$$

Then,

**Proposition 1.** The determinant of $\det(C_{R_1, R_2})$ is equal to $x_{11}x_{22} - x_{12}x_{21}$.

**Proposition 2.** The rank will be:

$$
\text{rank} = \begin{cases} 
2, & \text{if } \det(C_{R_1, R_2}) \neq 0 \\
1, & \text{if } \det(C_{R_1, R_2}) = 0
\end{cases}
$$

From Theorem 1,

**Theorem 5.** If the rank of the corresponding matrix of a $2 \times 2$ contingency table is 1, then two attributes in a given contingency table are statistically independent. Thus,

$$
\text{rank} = \begin{cases} 
2, & \text{dependent} \\
1, & \text{statistical independent}
\end{cases}
$$

This discussion can be extended into $2 \times n$ tables. According to Theorem 3, the following theorem is obtained.

**Theorem 6.** If the rank of the corresponding matrix of a $2 \times n$ contingency table is 1, then two attributes in a given contingency table are statistically independent. Thus,

$$
\text{rank} = \begin{cases} 
2, & \text{dependent} \\
1, & \text{statistical independent}
\end{cases}
$$
6.2 Independence of $3 \times 3$ Contingency Table

When the number of rows and columns are larger than 3, then the situation is a little changed. It is easy to see that the rank for statistical independence of a $m \times n$ contingency table is equal 1.0 as shown in Theorem 4. Also, when the rank is equal to $\min(m,n)$, two attributes are dependent.

Then, what kind of structure will a contingency matrix have when the rank is larger than 1.0 and smaller than $\min(m,n) - 1$? For illustration, let us consider the following $3 \times 3$ contingency table.

**Example.**

Let us consider the following corresponding matrix:

$$A = \begin{pmatrix} 1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9 \end{pmatrix}.$$ 

The determinant of $A$ is:

$$\det(A) = 1 \times (-1)^{1+1} \det \begin{pmatrix} 5 & 6 \\ 8 & 9 \end{pmatrix} + 2 \times (-1)^{1+2} \det \begin{pmatrix} 4 & 6 \\ 7 & 9 \end{pmatrix} + 3 \times (-1)^{1+3} \det \begin{pmatrix} 4 & 5 \\ 7 & 8 \end{pmatrix} = 1 \times (-3) + 2 \times 6 + 3 \times (-3) = 0$$

Thus, the rank of $A$ is smaller than 2. On the other hand, since $(123) \neq k(456)$ and $(123) \neq k(789)$, the rank of $A$ is not equal to 1.0. Thus, the rank of $A$ is equal to 2.0. Actually, one of three rows can be represented by the other two rows. For example,

$$(456) = \frac{1}{2}((123) + (789)).$$

Therefore, in this case, we can say that two of three pairs of one attribute are dependent to the other attribute, but one pair is statistically independent of the other attribute with respect to the linear combination of two pairs. It is easy to see that this case includes the cases when two pairs are statistically independent of the other attribute, but the table becomes statistically dependent with the other attribute.

In other words, the corresponding matrix is a mixture of statistical dependence and independence. We call this case *contextual independent*. From this illustration, the following theorem is obtained:

**Theorem 7.** If the rank of the corresponding matrix of a $3 \times 3$ contingency table is 1, then two attributes in a given contingency table are statistically independent. Thus,
\begin{align*}
\text{rank} &= \begin{cases} 
3, & \text{dependent} \\
2, & \text{contextual independent} \\
1, & \text{statistical independent} 
\end{cases} 
\end{align*}

It is easy to see that this discussion can be extended into $3 \times n$ contingency tables.

### 6.3 Independence of $m \times n$ Contingency Table

Finally, the relation between rank and independence in a multi-way contingency table is obtained from Theorem 4.

**Theorem 8.** Let the corresponding matrix of a given contingency table be a $m \times n$ matrix. If the rank of the corresponding matrix is 1, then two attributes in a given contingency table are statistically independent. If the rank of the corresponding matrix is $\min(m, n)$, then two attributes in a given contingency table are dependent. Otherwise, two attributes are contextual dependent, which means that several conditional probabilities can be represented by a linear combination of conditional probabilities. Thus,

\begin{align*}
\text{rank} &= \begin{cases} 
\min(m, n), & \text{dependent} \\
2, \cdots, \min(m, n) - 1, & \text{contextual independent} \\
1, & \text{statistical independent} 
\end{cases} 
\end{align*}

### 7 Conclusion

In this paper, a contingency table is interpreted from the viewpoint of granular computing and statistical independence. From the definition of statistical independence, statistical independence in a contingency table will hold when the equations of collinearity (15) are satisfied. In other words, statistical independence can be viewed as linear dependence. Then, the correspondence between contingency table and matrix, gives the theorem where the rank of the contingency matrix of a given contingency table is equal to 1 if two attributes are statistical independent. That is, all the rows of contingency table can be described by one row with the coefficient given by a marginal distribution. If the rank is maximum, then two attributes are dependent. Otherwise, some probabilistic structure can be found within attribute-value pairs in a given attribute, which we call contextual independence. Thus, matrix algebra is a key point of the analysis of a contingency table and the degree of independence, rank plays a very important role in extracting a probabilistic model.
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Summary. Binary factor analysis has been widely used in data analysis with various applications. Most studies assume a known hidden factors number $k$ or determine it by one of the existing model selection criteria in the literature of statistical learning. These criteria have to be implemented in two phases that first obtains a set of candidate models and then selects the “optimal” model among a family of candidates according to a model selection criterion, which incurs huge computational costs. Under the framework of Bayesian Ying-Yang (BYY) harmony learning, not only a criterion has been obtained, but also model selection can be made automatically during parameter learning without requiring a two stage implementation, with a significant saving on computational costs. This paper further investigates the BYY criterion and BYY harmony learning with automatic model selection (BYY-AUTO) in comparison with existing typical criteria, including Akaike’s information criterion (AIC), the consistent Akaike’s information criterion (CAIC), the Bayesian inference criterion (BIC), and the cross-validation (CV) criterion. This study is made via experiments on data sets with different sample sizes, data space dimensions, noise variances, and hidden factors numbers. Experiments have shown that in most cases BIC outperforms AIC, CAIC, and CV while the BYY criterion and BYY-AUTO are either comparable with or better than BIC. Furthermore, BYY-AUTO takes much less time than the conventional two-stage learning methods with an appropriate number $k$ automatically determined during parameter learning. Therefore, BYY harmony learning is a more preferred tool for hidden factors number determination.
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1 Introduction

Being different from conventional factor analysis where factors are assumed to be Gaussian, Binary Factor Analysis (BFA) regards the observable variables as

* The work described in this paper was fully supported by a grant from the Research Grant Council of the Hong Kong SAR (Project No: CUHK4225/04E).
generated from a small number of latent binary factors. In practice, BFA has been widely used in various fields, especially the social science such as the area of political science, educational testing, psychological measurement as well as the tests of disease severity, etc [20]. Also, it can be used for data reduction, data exploration, or theory confirmation [27]. There are many researches on BFA, under the names of latent trait model (LTA), item response theory (IRT) models as well as latent class model [4, 12]. Another typical example is the multiple cause model that considers the observed samples generated from independent binary hidden factors [11, 16]. One other example is the auto-association network that is trained by back-propagation via simply copying input as the desired output [6, 7].

Determination of the hidden binary factors number is a crucial model selection problem in the implementation of BFA. In literature of statistical learning, many efforts have been made on model selection. Conventionally, it needs a two-phase style implementation that first conducts parameter learning on a set of candidate models under the maximum likelihood (ML) principle and then select the “optimal” model among the candidates according to a given model selection criterion. Popular examples of such criteria include the Akaike’s information criterion (AIC) [1, 2], Bozdogan’s consistent Akaike’s information criterion (CAIC) [8], Schwarz’s Bayesian inference criterion (BIC) [17] which formally coincides with Rissanen’s minimum description length (MDL) criterion [5, 14], and cross-validation (CV) criterion [19]. However, these two-phase featured methods consume huge computational costs.

The Bayesian Ying-Yang (BYY) harmony learning was proposed as a unified statistical learning framework firstly in 1995 [21] and systematically developed in past years. BYY harmony learning consists of a general BYY system and a fundamental harmony learning principle as a unified guide for developing new regularization techniques, a new class of criteria for model selection, and a new family of algorithms that perform parameter learning with automated model selection [23, 24, 25, 26]. By applying BYY learning to the binary factor analysis, this special case of BYY learning for BFA is obtained [27]. It can make model selection implemented either automatically during parameter learning or subsequently after parameter learning via a new class of model selection criteria [27]. This paper further investigates the BYY model selection criterion and automatic model selection ability on the implementation of BFA, in comparison with the criteria of AIC, CAIC, BIC, and CV in various situations.

This comparative study is carried out via experiments on simulated data sets of different sample sizes, data space dimensions, noise variances, and hidden factors numbers. Experiments have shown that the performance of BIC is superior to AIC, CAIC, and CV in most cases. In case of high dimensional data or large noise variance, the performance of CV is superior to AIC, CAIC, and BIC. The BYY criterion and the BYY automatic model selection learning (BYY-AUTO) are, in most cases, comparable with or even superior to the best among of BIC, AIC, CAIC, and CV. Moreover, selection of hidden factors
number \( k \) by BIC, AIC, CAIC, and CV has to be made at the second stage on a set of candidate factor models obtained via parameter learning at the first stage. This two phases procedure is very time-consuming, while BYY-AUTO takes much less time than the conventional two-phase methods because an appropriate factors number \( k \) can be automatically determined during parameter learning. Thus, BYY learning is a more preferred tool for BFA.

The rest of this paper is organized as follows. Section 2 briefly describes the BFA model under the maximum likelihood learning. In Sect. 3, we further introduce not only the criteria AIC, CAIC, BIC, and CV, but also the BYY criterion and the BYY automatic model selection learning (BYY-AUTO). Comparative experiments are given in Sect. 4 and a conclusion is made in Sect. 5.

2 Binary Factor Analysis and ML Learning

The widely used factor analysis model in the literature of statistics is [3, 27]

\[
x = Ay + c + e,
\]

where \( x \) is a \( d \)-dimensional random vector of observable variables, \( e \) is a \( d \)-dimensional random vector of unobservable noise variables and is drawn from Gaussian, \( A \) is a \( d \times k \) loading matrix, \( c \) is a \( d \)-dimensional mean vector and \( y \) is a \( k \)-dimensional random vector of unobservable latent factors. \( y \) and \( e \) are mutually independent.

Being different from conventional factor analysis where \( y \) is assumed to be Gaussian, BFA assumes \( y \) be a binary random vector [24, 27]. In this paper, we consider \( y \) is drawn from a Bernoulli distribution

\[
p(y) = \prod_{j=1}^{m}[q_j \delta(y^{(j)}) + (1 - q_j)\delta(1 - y^{(j)})],
\]

where \( q_j \) is the probability that \( y^{(j)} \) takes the value 1. We consider \( e \) is from a spherical Gaussian distribution, thus \( p(x|y) \) has the following form:

\[
p(x|y) = G(x|Ay + c, \sigma^2 I),
\]

where \( G(x|Ay + c, \sigma^2 I) \) denotes a multivariate normal (Gaussian) distribution with mean \( Ay + c \) and spherical covariance matrix \( \sigma^2 I \) (\( I \) is a \( d \times d \) identity matrix).

Given \( k \) and a set of observations \( \{x_t\}_{t=1}^n \), one widely used method for estimating \( \theta = \{A, c, \sigma^2\} \) is maximum likelihood learning. That is,

\[
\hat{\theta} = \arg\max_{\theta} L(\theta).
\]

where \( L(\theta) \) is the following log likelihood function
\[ L(\theta) = \sum_{t=1}^{n} \ln(p(x_t)) \]
\[ = \sum_{t=1}^{n} \ln(\sum_{y \in D} p(x_t|y)p(y)) , \tag{5} \]

where \( D \) is the set that contains all possible values of \( y \).

This optimization problem can be implemented by EM algorithm that iterates following steps \[9, 22\]:

step 1: calculate \( p(y|x_t) \) by
\[ p(y|x_t) = \frac{p(x_t|y)p(y)}{\sum_{y \in D} p(x_t|y)p(y)} . \tag{6} \]

step 2: update \( A, c \) and \( \sigma^2 \) by
\[ A = \left( \sum_{t=1}^{n} \sum_{y \in D} p(y|x_t)(x_t - c)y^T \right) \left( \sum_{t=1}^{n} \sum_{y \in D} p(y|x_t)yy^T \right)^{-1} , \tag{7} \]
\[ c = \frac{1}{n} \sum_{t=1}^{n} \sum_{y \in D} p(y|x_t)(x_t - Ay) , \tag{8} \]
and
\[ \sigma^2 = \frac{1}{dn} \sum_{t=1}^{n} \sum_{y \in D} p(y|x_t)||e_t||^2 \tag{9} \]
respectively, where \( e_t = x_t - Ay - c \).

3 Hidden Factors Number Determination

3.1 Typical Model Selection Criteria

Determination of hidden factors number \( k \) can be performed via several existing statistical model selection criteria. However, in practice most studies still assume a known dimension \( k \) or determine it heuristically. One main reason is that these criteria have to be implemented in a two-phase procedure that is very time-consuming. First, we need to assume a range of values of \( k \) from \( k_{\text{min}} \) to \( k_{\text{max}} \) which is assumed to contain the optimal \( k \). At each specific \( k \), we estimate the parameters \( \theta \) under the ML learning principle. Second, we make the following selection
\[ \hat{k} = \text{arg min}_k \{ J(\hat{\theta}, k), k = k_{\text{min}}, \ldots, k_{\text{max}} \} , \tag{10} \]
where \( J(\hat{\theta}, k) \) is a given model selection criterion.
Three typical model selection criteria are the Akaike’s information criterion (AIC) [1, 2], its extension called Bozdogan’s consistent Akaike’s information criterion (CAIC) [8], and Schwarz’s Bayesian inference criterion (BIC) [17] which coincides with Rissanen’s minimum description length (MDL) criterion [5, 14]. These three model selection criteria can be summarized into the following general form [18]

\[
J(\hat{\theta}, k) = -2L(\hat{\theta}) + B(n)Q(k)
\]

where \(L(\hat{\theta})\) is the log likelihood (5) based on the ML estimation \(\hat{\theta}\) under a given \(k\), and \(Q(k) = d(k + 1) + 1\) is the number of free parameters in \(k\)-factors model. Moreover, \(B(n)\) is a function with respect to the number of observations as follows:

- \(B(n) = 2\) for Akaike’s information criterion (AIC) [1, 2],
- \(B(n) = \ln(n) + 1\) for Bozdogan’s consistent Akaike’s information criterion (CAIC) [8],
- \(B(n) = \ln(n)\) for Schwarz’s Bayesian inference criterion (BIC) [17].

Another well-known model selection technique is cross-validation (CV), by which data are repeatedly partitioned into two sets, one is used to build the model and the other is used to evaluate the statistic of interest [19]. For the \(i\)th partition, let \(U_i\) be the data subset used for testing and \(U_i^\perp\) be the remainder of the data used for training, the cross-validated log-likelihood for a \(k\)-factors model is

\[
J(\hat{\theta}, k) = -\frac{1}{m} \sum_{i=1}^{m} L(\hat{\theta}(U_i^\perp)|U_i)
\]

where \(m\) is the number of partitions, \(\hat{\theta}(U_i^\perp)\) denotes the ML parameter estimates of \(k\)-factors model from the \(i\)th training subset, and \(L(\hat{\theta}(U_i^\perp)|U_i)\) is the log-likelihood evaluated on the data set \(U_i\). Featured by \(m\), it is usually referred as making a \(m\)-fold cross-validation or shortly \(m\)-fold CV.

### 3.2 BYY Harmony Learning

**Determining Hidden Factors by BYY Criterion**

Applying BYY harmony learning to the binary factor analysis model, the following criterion is obtained for selecting the hidden factors number \(k\) [27]

\[
J(\hat{\theta}, k) = k \ln 2 + 0.5d \ln \hat{\sigma}^2.
\]

Shortly, we refer it by BYY criterion, where \(\hat{\sigma}^2\) can be obtained via BYY harmony learning, i.e.,
\[ \hat{\theta} = \arg \max_{\theta} H(\theta, \hat{k}) . \]  

which is implemented by either a batch or an adaptive algorithm.

According to Sect. 4.1 in [27], especially (21), (30), (31) and (32) in [27], the specific form of \( H(\theta, k) \) is given as follows

\[ H(\theta, k) = \frac{d}{2} \ln \sigma^2 + \frac{1}{2n} \sum_{t=1}^{n} \frac{\|x_t - Ay_t - c\|^2}{\sigma^2} \]

\[ -\frac{1}{n} \sum_{t=1}^{n} \sum_{j=1}^{k} \left[ y_{t}^{(j)} \ln q_j + (1 - y_{t}^{(j)}) \ln (1 - q_j) \right], \]

where \( y_{t}^{(j)} \) is the j-th element in vector \( y_t \), and

\[ y_t = \arg \max_y H(\theta, k) . \]

Also, in a two-stage implementation, \( q_j \) is prefixed as 0.5.

With \( k \) fixed, (15) can be implemented via the adaptive algorithm given by Table 1 in [27]. Considering that typical model selection criteria are evaluated basing on the ML estimation via the EM algorithm made in batch, in this paper we also implement (15) in batch. Similar to the procedure given in Table 1 of [27], we iterate the following steps:

1. step 1: get \( y_t \) by (16),

2. step 2: from \( \frac{\partial H(\theta, k)}{\partial \theta} = 0 \), (\( \theta \) include \( A, c, \sigma^2 \)), update

\[ e_t = x_t - Ay_t - c , \]

\[ \sigma^2 = \frac{\sum_{t=1}^{n} \|e_t\|^2}{dn} , \]

\[ A = \left( \sum_{t=1}^{n} (x_t - c)y_t^T \right) \left( \sum_{t=1}^{n} y_t y_t^T \right)^{-1} , \]

\[ c = \frac{1}{n} \sum_{t=1}^{n} (x_t - Ay_t) , \]

This iterative procedure is guaranteed to converge since it is actually the specific form of the Ying-Yang alternative procedure, see Sect. 3.2 in [26].

With \( k \) enumerated as in (10) and its corresponding parameters obtained by the above (17), we can select a best value of \( k \) by BYY criterion in (13).

**Automatic Hidden Factors Determination**

Furthermore, an adaptive algorithm has also been developed from implementing BYY harmony learning with appropriate hidden factors automatically determined during learning [24, 26, 27]. Instead of prefixing \( q_j \), \( q_j \) is learned together with other parameters \( \theta \) via maximizing \( H(\theta, k) \), which will lead
to that \( q_j \) on each extra dimension \( y^{(j)} \) is pushed towards 0 or 1 and thus we can discard the corresponding dimension [24, 26, 27]. Setting \( k \) initially large enough (e.g., the dimensionality of \( x \) in this paper), we can implement the adaptive algorithm with model selection made automatically. Shortly, we refer it by BYY automatic model selection learning (BYY-AUTO).

Following the procedure given in Table 1 of [27] or the algorithm by (45) in [27], we implement BYY-AUTO by the following adaptive algorithm.

1. get \( y_t \) by (16)
2. (a) update
   \[ e_t^{\text{new}} = x_t - Ay_t - c; \]
   \[ \sigma^2_t^{\text{new}} = (1 - \eta)\sigma^2_t^{\text{old}} + \eta \text{tr}[e_t^T e_t]/d; \]
   \[ A_t^{\text{new}} = A_t^{\text{old}} + \eta e_t y_t^T; \]
   \[ e_t^{\text{new}} = e_t^{\text{old}} + \eta e_t; \]
   where \( \eta \) is a step constant
   (b) update \( q_j^{\text{new}} \) by
   \[ b_j^{\text{new}} = b_j + \eta b_j (y_t^{(j)} - q_j)/[q_j (1 - q_j)]; \]
   if either \( q_j^{\text{new}} \rightarrow 0 \) or \( q_j^{\text{new}} \rightarrow 1 \), discard the \( j \)th dimension of \( y \).
   (c) make eigenvalue decomposition \( A = U\Lambda V' \).
   If \( A \) is not full rank, make linear transform to \( A \), then delete 0 value columns of \( A \) and the corresponding dimensions of \( y \) to guarantee \( A \) has full rank.

The above step (c) checks the satisfaction of (40) in [27] for a full rank independent space. To save computing cost, this can also be made via updating \( U, A, V \) as suggested by (470) in [27].

In experiments, we have observed that the iteration by the above algorithm (18) has a considerable chance to get stuck in local maxima. We find that this problem can be considerably improved by firstly implementing the BYY harmony learning with a BI-architecture as given in Sect. 4.2 of [27] and then using the obtained parameter values as the initial parameters values for implementing the above BYY-AUTO algorithm (18). For clarity, the BI-architecture based adaptive algorithm in [27] is written below:

1. \( y_t = s(z_t), z_t = Wx_t + v, \)
2. (a) update \( A, c, \sigma^2 \) as step 1 (a) in (18),
   (b) update
   \[ e_t^0 = A_t^{\text{old}} e_t; \]
   \[ v_t^{\text{new}} = v_t^{\text{old}} + \eta D_x(z_t) e_t^0; \]
   \[ W_t^{\text{new}} = W_t^{\text{old}} + \eta D_x(z_t) e_t^0 e_t^T; \]
where the notation $D_s(u)$ denotes a diagonal matrix with its diagonal elements $[s'(u^{(1)}), \ldots, s'(u^{(k)})]^T$, $s'(r) = ds(r)/dr$ and $s(r)$ denotes a sigmoid function $s(r) = (1 + e^{-3r})^{-1}$.

4 Empirical Comparative Studies

We investigate the experimental performances of the model selection criteria AIC, BIC, CAIC, 10-fold CV, BYY criterion and BYY-AUTO on four types of data sets with different sample sizes, data dimensions, noise variances, and numbers of hidden factors. In implementation, for AIC, BIC, CAIC and 10-fold CV, we use EM algorithm (6)–(9) to obtain ML estimates of $A$, $c$ and $\sigma^2$. For BYY criterion we implement algorithm (17) for parameter learning. For BYY-AUTO, we first use algorithm (19) to obtain initial parameters and then implement algorithm (18) for automatic model selection during parameter learning. The observations $x_t$, $t = 1, \ldots, n$ are generated from $x_t = Ay_t + c + e_t$ with $y_t$ randomly generated from a Bernoulli distribution with $q_j$ is equal to 0.5 and $e_t$ randomly generated from $G(x|0, \sigma^2 I)$. Experiments are repeated over 100 times to facilitate our observing on statistical behaviors. Each element of $A$ is generated from $G(x|0, I)$. Usually we set $k_{\text{min}} = 1$ and $k_{\text{max}} = 2k - 1$ where $k$ is the true number of hidden factors. In addition, to clearly illustrate the curve of each criterion within a same figure we normalize the values of each curve to zero mean and unit variance.

4.1 Effects of Sample Size

We investigate the performances of every method on the data sets with different sample sizes $n = 20$, $n = 40$, and $n = 100$. In this experiment, the dimension of $x$ is $d = 9$ and the dimension of $y$ is $k = 3$. The noise variance $\sigma^2$ is equal to 0.5. The results are shown in Fig. 1. Table 1 illustrates the rates of underestimating, success, and overestimating of each method in 100 experiments.

When the sample size is only 20, we see that BYY and BIC select the right number 3. CAIC selects the number 2. AIC, 10-fold CV select 4. When the sample size is 100, all the criteria lead to the right number. Similar observations can be observed in Table 1. For a small sample size, CAIC tends to underestimate the number while AIC, 10-fold CV tend to overestimate the number. BYY criterion has a little risk of overestimation, and BYY-AUTO is comparable with BIC.

4.2 Effects of Data Dimension

Next we investigate the effect of data dimension on each method. The dimension of $y$ is $k = 3$, the noise variance $\sigma^2$ is equal to 0.1, and the sample size
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Standardized values of criteria

<table>
<thead>
<tr>
<th>AIC</th>
<th>BIC</th>
<th>CAIC</th>
<th>CV</th>
<th>BYY</th>
</tr>
</thead>
<tbody>
<tr>
<td>−1.5</td>
<td>−1</td>
<td>−0.5</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td>1.5</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 1. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY on the data sets of a 9-dimensional $x$ ($d = 9$) generated from a 3-dimensional $y$ ($k = 3$) with different sample sizes

(a) $n = 20$

(b) $n = 100$
Table 1. Rates of underestimating (U), success (S), and overestimating (O) by each criterion on the data sets with different sample sizes in 100 experiments

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$n = 20$</th>
<th>$n = 40$</th>
<th>$n = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U  S  O</td>
<td>U  S  O</td>
<td>U  S  O</td>
</tr>
<tr>
<td>AIC</td>
<td>5   53 42</td>
<td>1   78 21</td>
<td>0   89 11</td>
</tr>
<tr>
<td>BIC</td>
<td>15  81 4</td>
<td>3   97 0</td>
<td>0   100 0</td>
</tr>
<tr>
<td>CAIC</td>
<td>32  67 1</td>
<td>10  90 0</td>
<td>1   99 0</td>
</tr>
<tr>
<td>10-fold CV</td>
<td>3   62 35</td>
<td>1   79 20</td>
<td>0   90 10</td>
</tr>
<tr>
<td>BYY</td>
<td>3   75 20</td>
<td>1   94 5</td>
<td>0   100 0</td>
</tr>
<tr>
<td>BYY-AUTO</td>
<td>4   80 16</td>
<td>0   93 7</td>
<td>1   99 0</td>
</tr>
</tbody>
</table>

is $n = 50$. The dimension of $x$ is $d = 6$, $d = 15$, and $d = 25$. The results are shown in Fig. 2. Table 2 illustrates the rates of underestimating, success, and overestimating of each method in 100 experiments.

When the dimension of $x$ is 6, we observe that all these criteria tend to select the right number 3. However, when the dimension of $x$ is increased to 25, BYY, 10-fold CV and AIC get the right number 3, but CAIC and BIC choose the number 2. Similar observations can be obtained in Table 2. For a high dimensional $x$, BYY, BYY-AUTO, and 10-fold CV still have high successful rates but CAIC and BIC tend to underestimate the hidden factors number $k$. AIC has a slight risk to overestimate the hidden factors number.

Table 2. Rates of underestimating (U), success (S), and overestimating (O) by each criterion on the data sets with different data dimensions in 100 experiments

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$d = 6$</th>
<th>$d = 15$</th>
<th>$d = 25$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U  S  O</td>
<td>U  S  O</td>
<td>U  S  O</td>
</tr>
<tr>
<td>AIC</td>
<td>0   89 11</td>
<td>0   86 14</td>
<td>2   83 16</td>
</tr>
<tr>
<td>BIC</td>
<td>0   98 2</td>
<td>3   96 1</td>
<td>30  69 1</td>
</tr>
<tr>
<td>CAIC</td>
<td>0   100 0</td>
<td>7   93 0</td>
<td>48  52 0</td>
</tr>
<tr>
<td>10-fold CV</td>
<td>0   90 10</td>
<td>0   86 14</td>
<td>0   89 11</td>
</tr>
<tr>
<td>BYY</td>
<td>0   99 1</td>
<td>1   95 4</td>
<td>10  89 1</td>
</tr>
<tr>
<td>BYY-AUTO</td>
<td>1   99 0</td>
<td>1   93 6</td>
<td>13  87 0</td>
</tr>
</tbody>
</table>

4.3 Effects of Noise Variance

We further investigate the performance of each method on the data sets with different scales of noise added. In this example, the dimension of $x$ is $d = 9$, the dimension of $y$ is $k = 3$, and the sample size is $n = 50$. The noise variance $\sigma^2$ is equal to 0.05, 0.75, and 1.5. The results are shown in Fig. 3. Table 3 illustrates the rates of underestimating, success, and overestimating of each method in 100 experiments.

When the noise variance is 1.5, we see that only AIC and 10-fold CV select the right number 3, BIC, CAIC and BYY select 2 factors. When the noise
Fig. 2. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY on the data sets of a $x$ with different dimensions generated from a 3-dimensional $y$ ($k = 3$)
Fig. 3. The curves obtained by the criteria AIC, BIC, CAIC, 10-fold CV and BYY on the data sets of a 9-dimensional $x$ ($d = 9$) generated from a 3-dimensional $y$ ($k = 3$) with different noise variances.
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variance is 0.05 or 0.75, all the criteria lead to the right number. Similar observations can be observed in Table 3. From this table we can find, for a large noise variance, BIC, CAIC, BYY, and BYY-AUTO are high likely to underestimate the number, AIC and 10-fold CV have a slight risk of overestimate the number. For a small noise variance, CAIC, BIC, BYY and BYY-AUTO have high successful rates while AIC and 10-fold CV still have a slight risk of overestimating the number.

Table 3. Rates of underestimating (U), success (S), and overestimating (O) by each criterion on the data sets with different noise variances in 100 experiments

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$\sigma^2 = 0.05$</th>
<th>$\sigma^2 = 0.75$</th>
<th>$\sigma^2 = 1.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>0 89 11</td>
<td>0 82 18</td>
<td>6 78 16</td>
</tr>
<tr>
<td>BIC</td>
<td>0 100 0</td>
<td>2 97 1</td>
<td>40 58 2</td>
</tr>
<tr>
<td>CAIC</td>
<td>1 99 0</td>
<td>6 94 0</td>
<td>57 43 0</td>
</tr>
<tr>
<td>10-fold CV</td>
<td>0 86 14</td>
<td>0 86 14</td>
<td>1 81 18</td>
</tr>
<tr>
<td>BYY</td>
<td>0 100 0</td>
<td>1 99 0</td>
<td>42 52 6</td>
</tr>
<tr>
<td>BYY-AUTO</td>
<td>0 99 1</td>
<td>2 98 0</td>
<td>46 50 4</td>
</tr>
</tbody>
</table>

4.4 Effects of Hidden Factor Number

Finally, we consider the effect of hidden factor number, that is, the dimension of $y$ on each method. In this example we set $n = 50, d = 15, \sigma^2 = 0.1$. The dimension of $y$ is $k = 3, k = 6$, and $k = 10$. Table 4 illustrates the rates of underestimating, success, and overestimating of each method in 100 experiments.

As shown in Table 4, when hidden factors number is small all criteria have good performance. When hidden factors number is large AIC get a risk of overestimating.

Table 4. Rates of underestimating (U), success (S), and overestimating (O) by each criterion on simulation data sets with different hidden factors numbers in 100 experiments

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$k = 3$</th>
<th>$k = 6$</th>
<th>$k = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>0 86 14</td>
<td>0 85 15</td>
<td>0 72 28</td>
</tr>
<tr>
<td>BIC</td>
<td>2 98 0</td>
<td>4 96 0</td>
<td>9 91 0</td>
</tr>
<tr>
<td>CAIC</td>
<td>6 94 0</td>
<td>9 91 0</td>
<td>11 89 0</td>
</tr>
<tr>
<td>10-fold CV</td>
<td>0 85 15</td>
<td>0 85 15</td>
<td>0 81 19</td>
</tr>
<tr>
<td>BYY</td>
<td>2 98 0</td>
<td>4 95 1</td>
<td>10 86 4</td>
</tr>
<tr>
<td>BYY-AUTO</td>
<td>1 99 0</td>
<td>4 96 0</td>
<td>9 90 1</td>
</tr>
</tbody>
</table>
Table 5. CPU times on the simulation data sets with $n = 20$, $d = 9$, and $k = 3$
by using the EM algorithm for AIC, BIC, CAIC and CV, algorithm (17) for BYY

criterion and (18) for BYY-AUTO in 100 experiments

<table>
<thead>
<tr>
<th>Method</th>
<th>CPU Time (in minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BYY-AUTO</td>
<td>1</td>
</tr>
<tr>
<td>BYY criterion</td>
<td>5.2</td>
</tr>
<tr>
<td>AIC, CAIC, BIC</td>
<td>15.3</td>
</tr>
<tr>
<td>10-fold CV</td>
<td>58.5</td>
</tr>
</tbody>
</table>

4.5 Computing Costs

All the experiments were carried out using MATLAB R12.1 v.6.1 on a P4
2GHz 512KB RAM PC. We list the computational results in Table 5 for the
first example described in subsection 4.1 with a sample size $n = 20$. For AIC,
BIC, CAIC and 10-fold CV, we list the total time of implementing the EM
algorithm and of evaluating the criteria by $k_{\text{max}} - k_{\text{min}} + 1 = 5$ times. For
BYY criterion we list the total time of implementing the algorithm (17) and
of evaluating the criteria also by $k_{\text{max}} - k_{\text{min}} + 1 = 5$ times. For BYY-AUTO,
we list the time of implementing the algorithm (18) as well as (19) to make
initialization. It should be noted that all the values given in Table 5 are the
average of 100 experiments.

The hidden factor number determination by AIC, BIC, CAIC takes a
similar CPU time and takes more time than that by BYY criterion since the
EM algorithm needs more iterations than the algorithm (17) needs. The $m$-
fold cross-validation method consumed the highest computing cost because
parameters have to be estimated by $m$ times on each candidate model. The
computing costs of all these criteria are much higher than that of BYY-AUTO.
In a summary, the performances by BYY criterion and BYY-AUTO are either
superior or comparable to those by typical statistical model selection criteria,
while BYY-AUTO saves computing costs considerably. That is, BYY harmony
learning is much more favorable.

5 Conclusion

We have made experimental comparisons on determining the hidden factor
number in implementing BFA. The methods include four typical model se-
lection criteria AIC, BIC, CAIC, 10-fold CV, and BYY criterion as well as
BYY learning with automatic model selection. We have observed that the
performances by BYY criterion and BYY-AUTO are either superior or com-
parable to other methods in most cases. Both BYY criterion and BYY-AUTO
have high successful rates except the cases of large noise variance. BIC also
got a high successful rate when the data dimension is not too high and the
noise variance is not too large. CAIC has an underestimation tendency while
A Comparative Investigation on Model Selection in BFA

AIC and 10-fold CV have an overestimation tendency. Moreover, BYY-AUTO needs a much less computing time than all the considered criteria including BYY criterion.
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Summary. We propose a novel method for mining generalized rules with high support and confidence. Using our method, we can obtain generalized rules in which the abstraction of attribute values is implicitly carried out without the requirement of additional information such as information on conceptual hierarchies. Our experimental results showed that the obtained rules not only have high support and confidence but also have expressions that are conceptually meaningful.

1 Introduction

Simple generalized rules that explain a large part of a data set and have few exceptions, that is, rules with high support and confidence, are often useful in data analysis. The method of mining association rules proposed by Srikant and Agrawal [1] is often used in order to obtain such rules. However, their method does not allow multiple values to be assigned to attributes in a rule expression. This restriction sometimes prevents us from finding general rules with high support. Removing this restriction, that is, considering every subset of values as an assignment to each attribute, does not work because the removal will greatly increase computational time even if the consequence part of the rules is fixed.

This problem also arises in methods of mining by decision trees such as CART [2] and C4.5 [3]. We can generate a rule for each path from the root node to a leaf node of a decision tree but sometimes cannot find general rules that have high support when each edge represents a single-value assignment to the attribute labeled at the parent node.

One approach for overcoming this problem is to allow each attribute in a rule expression to take an abstracted value that represents a set of values, where the abstracted value must be one of the values that appear in a given hierarchy, like the one seen in some concept dictionaries [4]. In this approach, however, a hierarchy is needed, and the results depend on the given hierarchy.
Our approach is to simply allow each attribute in a rule expression to take multiple values. To overcome the problem of computational time, we use an extended version of the subclass method proposed by Kudo et al. [6], which is a classification algorithm originally applied to pattern recognition problems. Unlike the association-rule and decision-tree mining mentioned above, the process of generating rules by this method is generalization starting from one instance. Thus, it is not necessary to consider all possible combinations of attribute values, a process that would involve a huge amount of computational time. In a rule generated by this method, multiple values are assigned to each attribute. If all possible values are assigned to a certain attribute, then we can eliminate the condition on the attribute from the rule, a process that simplifies the rule. For each attribute that appears in the obtained rules, the set of assigned values is possibly conceptually meaningful.

One drawback of the original subclass method is that rules found by this method do not allow exceptions. We extend this method so as to allow exceptions, thus making it possible to find more generalized rules.

In order to demonstrate the effectiveness of our method, we conducted experiments using the “Adult” data set [7] extracted from the 1994 US Census Database. The results of the experiments showed that the rules obtained by our method are ones with high support in which some attributes are removed and that a set of values that appears to be conceptually meaningful is assigned to each remaining attribute.

\section{2 Subclass-Based Mining}

Unlike association-rule mining we consider in this paper the problem of finding rules that predict values of a fixed class attribute. Our approach to the problem is the subclass method, which was originally proposed in the context of pattern recognition. The original subclass method is used to find a set of hyper-rectangles consistent with class labels in a multi-dimensional real space.

Here, we propose a subclass-based mining method that uses the subclass method with domains extended to categorical data.

\subsection{2.1 Rule Representation}

In our rule representation, the consequence part of rules is a class assignment, and their condition part is a kind of extended conjunction that assigns multiple values to each attribute. This conjunction can be seen as a special CNF (conjunctive normal form) in which only the same attribute appears in each disjunction. Among the rules of this form, we try to find rules having the following properties:
(1) Exclusiveness: the rule does not match any instance of other classes, and
(2) Maximalness: the set $S$ of instances explained by the rule is maximal, that is, there is no larger (more general) rule that explains all instances in $S$ and keeps exclusiveness.

A subset of instances explained by a rule, or the rule itself, satisfying these two conditions is called a subclass.

### 2.2 Illustrative Example

A subclass can be found by starting from one instance and extending on assignment to each attribute in a rule so as to include the attribute value of each instance of the same class only when exclusiveness is preserved. We show this process by an illustrative example.

Consider the data set shown in Table 1. Here, attribute $a$ has the value $a_1$, $a_2$ or $a_3$ and attribute $b$ has the value $b_1$ or $b_2$. For simplification, we use the notion “$a_i$” instead of its exact expression “$a = a_i$.”

<table>
<thead>
<tr>
<th>Tuple</th>
<th>Attribute $a$</th>
<th>Attribute $b$</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a_1$</td>
<td>$b_1$</td>
<td>$P$</td>
</tr>
<tr>
<td>2</td>
<td>$a_1$</td>
<td>$b_2$</td>
<td>$P$</td>
</tr>
<tr>
<td>3</td>
<td>$a_2$</td>
<td>$b_2$</td>
<td>$P$</td>
</tr>
<tr>
<td>4</td>
<td>$a_3$</td>
<td>$b_2$</td>
<td>$P$</td>
</tr>
<tr>
<td>5</td>
<td>$a_2$</td>
<td>$b_1$</td>
<td>$Q$</td>
</tr>
<tr>
<td>6</td>
<td>$a_3$</td>
<td>$b_1$</td>
<td>$Q$</td>
</tr>
</tbody>
</table>

If we think of the first tuple, to define class $P$, what we can have as a rule is

$$a_1 \land b_1 \Rightarrow P.$$  

With the second tuple, we can improve this rule as

$$a_1 \land (b_1 \lor b_2) \Rightarrow P.$$  

However, when we merge the third tuple into the rule,

$$(a_1 \lor a_2) \land (b_1 \lor b_2) \Rightarrow P$$

becomes unacceptable as a rule for $P$ because tuple no. 5 with class $Q$ breaks this rule. Thus, we should skip tuple no. 3, so should tuple no. 4. As a result, ignoring attribute $b$ because $b$ can be either of two possible values, $b_1$ and $b_2$, we have the rule

$$a_1 \Rightarrow P.$$
In this way, this rule gives a compact expression for tuple no. 1 and tuple no. 2.

In this example, all possible rules (subclasses) are

\[ a_1 \Rightarrow P , \]
\[ b_2 \Rightarrow P , \]
\[ (a_2 \lor a_3) \land b_1 \Rightarrow Q . \]

2.3 Subclass Method and its Application to Categorical Attributes

The subclass method is a randomized procedure for finding subclasses. In this procedure, the order \( \sigma \) for examination, the permutation \( \sigma \) for a given sequence of tuples of a class, is chosen randomly and the tuples are merged one by one according to order \( \sigma \) into one rule as long as the rule holds class consistency.

To obtain all possible subclasses, we must examine all permutations of instances of a class. This requires an exponential computation cost with respect to the number of instances. However, the randomized algorithm briefly described above is sufficient for finding most of the major subclasses in a reasonable computational time.

To apply this method to a categorical attribute \( a \) that can take one of \( n \) values, \( a_1, a_2, \ldots, a_n \), we use the following binalization:

\[ a_1 = 01\cdots1 , \]
\[ a_2 = 10\cdots1 , \]
\[ \vdots \]
\[ a_n = 11\cdots0 . \]

With all possible combinations of these \( n \) vectors merged by a bit-AND operator, we have a lattice in which individual values correspond to the nodes immediately above the bottom node (Fig. 1).

In the subclass method, we keep a current rule corresponding to one node in the above-explained lattice that is represented by a binary vector. When we merge one vector corresponding to an individual instance into the current rule vector, the current rule vector is generalized to the least common ancestor of the two vectors. This corresponds to the operation described in the above example: for example, the binary vectors of the first two tuples, 01101 and 01110 (the first 3 bits for \( a \) and the remaining 2 bits for \( b \)), can be seen as the current rule vector and the instance to be merged. The binary vector 01100 is obtained by merging the instance using the bit-AND operation, and this produces condition \( a_1 \land (b_1 \lor b_2) \). In the case in which all values are merged into an all-zero vector corresponding to the \textit{root} node, such an attribute does not affect classification by the rule. Thus, we can delete the condition on the
attribute. For example, condition \( a_1 \land (b_1 \lor b_2) \) can be expressed by simple condition \( a_1 \).

For a continuous attribute, we use another binary expression in which each pair of bits shows a sub-interval in an interval prespecified on that attribute [5].

2.4 Merits

The characteristics of the subclass method that distinguish it from other methods such as decision trees are as follows.

First, the rules found by the subclass method can share the same instances; that is, an instance can be explained by more than one rule, as was shown in the case of tuple no. 2 in the example. In other words, instances are utilized maximally to find the rules. It should be noted that different paths to leaves in decision trees give different rules that explain distinct sets of instances.

Second, from a certain viewpoint, it can be considered that the subclass method carries out a kind of abstraction of attribute values. For example, in the third rule extracted from the illustrative data, \((a_2 \lor a_3) \land b_1 \Rightarrow Q\), we can regard the multiple values \(a_2\) and \(a_3\) as one abstracted value \(\tilde{a}_{1,2}\) of attribute \(a\). An abstracted value \(\tilde{a}\) found by the subclass method may or may not be given an appropriate “name” from an ordinal dictionary. There is a strong possibility that such an abstraction that cannot be found in a dictionary is just the one wanted.

See [6] for other merits of the original subclass method.
2.5 Screening

The original subclass method does not allow exceptions. However, we often want a more generalized rule such that it has more compact expression even if the rule mismatches with a few instances. For this purpose, the restriction of exclusiveness should be loosened.

What prevents rules from growing up is the existence of instances belonging to non-target classes. Thus, more generalized rules can be obtained by using the subclass method after removing such instances. What instances should be removed? Instances only contained in small subclasses do not seem to be important and may be removed because small subclasses are produced in the situation where a small number of instances of a certain class are surrounded by instances belonging to other classes. To define small subclasses, we introduce the parameter $\theta$ and control the sizes of subclasses to be removed.

First, we construct subclasses of each non-target class while maintaining exclusiveness and then examine their sizes. The size of a subclass is measured by the ratio of instances included in the subclass to the total number of instances belonging to the class. We remove instances not included in subclasses whose sizes are larger than $\theta$. Finally, we apply the subclass method to extraction of the rules for the target class using the set of instances in which some instances belonging to non-target classes are removed by the procedure described above.

We mention the selection of the $\theta$ value here. Extracted rules depend on the $\theta$ value. The larger $\theta$ value leads to general rules with higher support while the smaller $\theta$ value leads to specific rules with higher confidence. One research direction is automatic selection of the $\theta$ value by some criteria balancing support and confidence. However, it is impossible to find such a criteria that is appropriate for any data and tasks. So, in our method, we find rules interesting for us among the ones obtained by trying several different $\theta$ values.

3 Experiments

We carried out some experiments to demonstrate the effectiveness of our method. The results of those experiments are presented in this section.

3.1 Data Set

We used the “Adult” data set [7], which is a part of the 1994 US Census Database. This data set consists of training and test sets, and we used the training set only. The training set contains 32561 instances, and all of them are classified into two classes, which we will call here “rich” and “poor” classes, according to whether the person’s annual income is greater or less than 50,000 dollars. The original data set has 14 attributes (6 continuous and 8 categorical), 4 of which (fnlwgt, education-num, capital-gain and capital-loss) we did
not use\(^1\). The following attributes were used in our experiments: age (continuous), workclass (8 items), education (16 items), marital-status (7 items), occupation (14 items), relationship (6 items), race (5 items), sex (2 items), hours-per-week (continuous) and native-country (41 items). Instances having missing values were removed.

### 3.2 Evaluation of Rules

Let \(N^+\) denote the number of instances in a target class and let \(N^-\) denote the number of instances in the other classes. For a certain rule of the target class, assume that \(n^+ + n^-\) instances satisfy the rule condition, where \(n^+\) instances belong to the target class and \(n^-\) instances do not. We evaluated the performance of this rule by \((\text{class-conditioned}) \text{ support}^2\), \text{confidence} and \text{purity}, which are defined as follows:

\[
\text{(class-conditioned) support} = \frac{n^+}{N^+},
\]

\[
\text{confidence} = \frac{n^+}{n^+ + n^-}, \quad \text{and}
\]

\[
\text{purity} = \frac{n^+/N^+}{n^+/N^+ + n^-/N^-}.
\]

Here, we introduced \textit{purity} to absorb the difference in populations of the two classes.

For each rule in a rule list, we also used another measure, \textit{cumulative-support}. Cumulative-support of rule \(R_i\) in a rule list \((R_1, R_2, \ldots, R_m)\) is defined as the ratio of target-class instances covered by the set of rules \(\{R_1, R_2, \ldots, R_i\}\).

### 3.3 Mining Procedure

We tried to find rule lists describing rich and poor classes. We used the randomized version of the subclass method with 1000 randomly chosen permutations. We also conducted data screening with \(\theta = 0.01\). The rule lists were constructed by adding rules one-by-one that maximize \textit{cumulative-support}.

\(^1\) The attribute “fnlwgt” seems to be an additional attribute for some statistics and does not seem to provide significant information for this task. The attribute “education-num” appears to be another expression of “education” in continuous values. Since a person’s income directly depends on the attributes “capital-gain” and “capital-loss”, these attributes do not seem to be suitable for mining interesting rules.

\(^2\) Generally, the definition of “support” is \(n^+/N^++N^-\), but this value depends on the relative size of \(N^+\) because \(n^+ \leq N^+\). For fixed target classes, this measure does not need to depend on the relative size of \(N^+\), so we adopted our definition. Note that our definition of “support” is equivalent to that of “recall” used in the area of information retrieval.
3.4 Results

Table 2 and Table 3 show the rules obtained. Note that “¬A” means the complement of A.

The first rule for the rich class has 41.3% support and 60.9% confidence, and the first rule for the poor class has 47.9% support and 95.5% confidence. The confidence of the first rich rule (60.9%) seems to be rather low. However, since the rich class is smaller than the poor class (about 1/3 of the poor class), the rule should be acceptable because the number of mismatched instances of the poor class is small compared to the total number of instances of the poor class. This appears in the high purity value of the rule.

With the top 3 rules for each class, 56.8% of the rich class and 71.7% of the poor class are explained. These rules can explain the majority of both classes.

The first and second rules for the poor class consist of only 4 attributes and the third rule consists of 3 attributes. Since we used 10 attributes, 6 or 7 attributes were eliminated in the mining process.

Table 2. Rules for the rich class

```
<table>
<thead>
<tr>
<th>Rule</th>
<th>Condition</th>
<th>Support</th>
<th>Confidence</th>
<th>Purity</th>
<th>Cumulative Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>age: ≥ 39.0, workclass: ¬{Without-pay}, education: ¬{10th, 11th, 5th-6th, 7th-8th, 9th, Assoc-acdm, Preschool}, marital-status: {Married-AF-spouse, Married-civ-spouse}, occupation: ¬{Handlers-cleaners, Other-service, Priv-house-serv}, relationship: {Husband}, race: ¬{Black}, sex: {Male}, hours-per-week: ≥ 39.2 and &lt; 80.4, native-country: {Cambodia, Canada, Cuba, England, France, Hong, Hungary, India, Iran, Ireland, Japan, Nicaragua, Scotland, United-States}</td>
<td>sup 0.413, conf 0.609, purity 0.825, cumulative-sup 0.413</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>age: ≥ 27.0, workclass: ¬{Local-gov, Without-pay}, education: ¬{10th, 11th, 7th-8th, 9th, HS-grad, Preschool}, marital-status: {Married-AF-spouse, Married-civ-spouse}, occupation: {Adm-clerical, Exec-managerial, Prof-specialty, Sales, Tech-support, Transport-moving}, relationship: {Husband, Other-relative, Wife}, hours-per-week: ≥ 41.2 and &lt; 85.6, native-country: {Canada, China, Cuba, Ecuador, England, France, Greece, Haiti, Honduras, Hong, Iran, Ireland, Jamaica, Japan, Puerto-Rico, Scotland, Thailand, United-States, Yugoslavia}</td>
<td>sup 0.251, conf 0.754, purity 0.902, cumulative-sup 0.515</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>age: ≥ 30.0 and &lt; 57.0, workclass: ¬{Self-emp-not-inc, State-gov, Without-pay}, education: {12th, Bachelors, Masters}, marital-status: {Married-AF-spouse, Married-civ-spouse}, occupation: {Exec-managerial, Farming-fishing, Prof-specialty, Sales, Tech-support}, relationship: {Husband, Wife}, race: ¬{Other}, hours-per-week: ≥ 31, native-country: {Cambodia, Canada, Cuba, Ecuador, El-Salvador, France, Haiti, Hong, Ireland, Italy, Japan, Mexico, Philippines, Portugal, Puerto-Rico, South, United-States}</td>
<td>sup 0.207, conf 0.805, purity 0.926, cumulative-sup 0.568</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```
### Table 3. Rules for the poor class

1. **education**: ¬{9th, Assoc-acdm, Bachelors, Doctorate, Masters, Prof-school}
   **occupation**: ¬{Exec-managerial, Prof-specialty}
   **relationship**: ¬{Husband}
   **native-country**: ¬{Canada}
   [supp=0.479, conf=0.955, purity=0.877, cumulative-supp=0.479]

   2. **age**: < 36.0
      **education**: ¬{Assoc-voc, Prof-school}
      **occupation**: ¬{Exec-managerial}
      **hours-per-week**: < 46.4
      [supp=0.404, conf=0.926, purity=0.807, cumulative-supp=0.626]

   3. **education**: {10th, 5th-6th, 7th-8th, HS-grad, Preschool, Some-college}
      **occupation**: ¬{Exec-managerial, Prof-specialty, Protective-serv, Sales, Tech-support, Transport-moving}
      **native-country**: ¬{Canada}
      [supp=0.448, conf=0.881, purity=0.711, cumulative-supp=0.717]

The attributes “education” and “occupation” seem to be important to distinguish each class from other classes. In the attribute “education” of rich rules, the values that can be labeled “higher education” are collected. On the other hand, the rules for the poor class have the opposite trend.

In the attribute “occupation” for the first poor rule, “Exec-managerial” and “Prof-specialty” are denied, but they appear in the condition of all three rules for the rich class. In general, these occupations seem to lead people to a higher income group.

The attributes “martial-status,” “age” and “hours-per-week” characterize the rich class. In the “martial-status” attribute, the three rules for the rich class have both “Married-AF-spouse” and “Married-civ-spouse,” which can be simply grouped as “married.” As for “age” and “hours-per-week” attributes, the first rule for the rich class explains middle-aged workers, who work more than 39 hours per week. The second rule explains people who are younger and work harder.

### 4 Conclusions

Abstraction of attribute values is important for obtaining human-readable generalized rules, but previous methods require dictionaries of abstracted values such as conceptual hierarchies. Our method, a method based on the subclass method, does not require such additional information. This will be advantageous in applications of domains that have difficulty in building such a hierarchy.

The results of experiments using the “Adult” data set [7] showed that our method enables rules with high support to be obtained while maintaining high confidence. Moreover, the obtained rules give us the conceptual grouping of the attribute values. This is one of the parts expected for data-mining methods.
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Abstract. In general, knowledge can be represented by a mapping from a hypothesis space to a decision space. Usually, multiple mappings can be obtained from an instance information system. A set of mappings, which are created based on multiple reducts in the instance information system by means of rough set theory, is defined as multi-knowledge in this paper. Uncertain rules are introduced to represent multi-knowledge. A hybrid approach of multi-knowledge and the Naïve Bayes Classifier is proposed to make decisions for unseen instances or for instances with missing attribute values. The data sets from the UCI Machine Learning Repository are applied to test this decision-making algorithm. The experimental results show that the decision accuracies for unseen instances are higher than by using other approaches in a single body of knowledge.

1 Introduction

Decision accuracy and reliability for an intelligent system depend on knowledge that extracted from the system experiences of interaction with its environments or from an instance information system. Knowledge can be represented in many forms, such as logical rules, decision trees, fuzzy rules, Bayesian belief networks, and artificial neural networks. In order to extract knowledge from large databases or a data warehouse, conventional techniques in knowledge discovery or data mining always drop redundant attributes and try to obtain a compact knowledge structure. Therefore, conventional technique in knowledge discovery requires the following steps:

1. Preprocessing by discretization of the continuous attributes, optimizing the values of attributes, and eliminating useless attributes.
2. Finding good reduct (sometimes called feature selection) from attributes of an instance information system [1, 2, 3, 9, 10, 15, 16, 24].
4. Testing the rules and applying them to make decisions.

Following these steps, knowledge is obtained based on one reduct or a set of good features. The knowledge based on one reduct or a set of features is called a single body of knowledge in this paper. It is obvious that decision accuracy and reliability is seriously affected if some attribute values are missing in the reduct or the feature set. Therefore, we are not going to follow this convention to find a good reduct and then to extract a single body of knowledge based on this reduct. On the contrary, we propose to find multiple reducts, to create multi-knowledge [8, 23] and combine it with the Naïve Bayes Classifier to make decision.

In Sect. 2, after an introduction of general knowledge representation, some problems with the single body of knowledge approach are analyzed, and then multi-knowledge is defined by means of multiple reducts from the rough set theory. Uncertain rules are applied to represent multi-knowledge and a hybrid decision-making algorithm is proposed in Sect. 3. Experimental results are given in Sect. 4, and a conclusion is given in Sect. 5.

2 General Knowledge Representation and Multi-Knowledge

2.1 Instance Information System

Following Pawlak [2, 3] and Polkowski et al. [7], let \( I = \langle U, A \cup D \rangle \) represent an instance information system, where \( U = \{u_1, u_2, \ldots, u_i, \ldots, u_n\} \) is a finite non-empty set, called an instance space or universe, where \( n = |U| \) and \( u_i \) is called an instance in \( U \); \( A = \{a_1, a_2, a_3, \ldots, a_i, \ldots, a_m\} \), also a finite non-empty set, is a set of attributes of the instances, where \( m = |A| \) and \( a_i \) is an attribute of a given instance. \( D \) is a non-empty set of decision attributes, and \( A \cap D = 0 \). In order to distinguish from information systems, an instance information system represents an information system with decision attributes.

For every \( a \in A \) there is a domain, represented by \( V_a \), and there is a mapping \( a(u) : U \rightarrow V_a \) from \( U \) onto the domain \( V_a \). \( a(u) \) represents the value of attribute \( a \) of instance \( u \). It is a value in set \( V_a \).

\[
V_a = a(U) = \{a(u) : u \in U\} \quad \text{for } a \in A.
\]  

The vector space, which is generated from attribute domain \( V_a \), is denoted by

\[
V_{x,A} = \times_{a \in A} V_a = V_{a_1} \times V_{a_2} \times \ldots \times V_{a_{|A|}}
\]
\[ |V \times A| = \prod_{i=1}^{|A|} |V_{a_i}| \]  

(2)

A hypothesis space can be represented by this vector space. A hypothesis (i.e. a conjunction of attribute values for an instance) corresponds to a vector in the vector space.

\[ \vec{A}(u) = (a_1(u), a_2(u), \ldots, a_{|A|}(u)) \]  

(3)

\[ \vec{A}(U) \] is a set of vectors which exist in the instance information system.

\[ \vec{A}(U) = \{ \vec{A}(u) : u \in U \} \]  

(4)

If \(| \vec{A}(U) | = |V \times A|\), the system is called a completed instance system or completed system. In the real world, training sets for knowledge discovery or data mining are rarely completed systems. For example, there is a training set with 4 attributes shown in Table 1 (from [11]).

<p>| Table 1. Play Tennis |
|----------------------|-----------------|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>U</th>
<th>Outlook</th>
<th>Temp</th>
<th>Humid</th>
<th>Wind</th>
<th>Play Tennis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sunny</td>
<td>Hot</td>
<td>High</td>
<td>Weak</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Sunny</td>
<td>Hot</td>
<td>High</td>
<td>Strong</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>Overcast</td>
<td>Hot</td>
<td>High</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>Rain</td>
<td>Mild</td>
<td>High</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>Rain</td>
<td>Cool</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>Rain</td>
<td>Cool</td>
<td>Normal</td>
<td>Strong</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>Overcast</td>
<td>Cool</td>
<td>Normal</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>Sunny</td>
<td>Mild</td>
<td>High</td>
<td>Weak</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>Sunny</td>
<td>Cool</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>10</td>
<td>Rain</td>
<td>Mild</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>11</td>
<td>Sunny</td>
<td>Mild</td>
<td>Normal</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>12</td>
<td>Overcast</td>
<td>Mild</td>
<td>High</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>Overcast</td>
<td>Hot</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>14</td>
<td>Rain</td>
<td>Mild</td>
<td>High</td>
<td>Strong</td>
<td>No</td>
</tr>
</tbody>
</table>

\(|V \times A| = 36. There are 36 possible condition vectors. The number of existing condition vectors \(| \vec{A}(U) | = 14. 22 possible condition vectors did not appear in Table 1. The training set in Table 1 is not a completed instance system.

2.2 Single Body of Knowledge Representation

In general, a classifier or a single body of knowledge representation is defined as a mapping from the condition vector space to the decision space.
In fact, the mapping can be represented by many forms such as rules, decision trees, neural networks, naïve Bayes classifiers, kNN classifier, or other methods.

Let \( B \subseteq A \). \( V \times B \) is called a subspace of \( V \times A \). All the vectors in \( V \times A \) have their components in \( V \times B \). The conventional approach in machine learning or data mining is to select a “best” subset \( B \) and get a mapping \( \varphi_B \) based on the subset \( B \).

\[
\varphi_B : V \times B \rightarrow V \times D
\]

\( \varphi_B \) then replaces \( \varphi_A \) to make decisions or in classification. For example, the decision tree can be obtained from Table 1 by means of information entropy [11]. The decision tree can be applied to represent the mapping from \( V \times B \rightarrow V \times D \) shown in Fig. 1. According to this mapping, a decision can be made for an unseen instance with full attribute values or only values for \{Outlook, Humidity, Wind\} (i.e. without temperature value) in the entire condition space.

![Decision Tree Diagram](image)

**Fig. 1.** Knowledge \( \varphi_B \) represented by \( V \times B \rightarrow V \times D \)

Alternately, the Naïve Bayes Classifier is a very practical approach in the machine learning domain. According to this approach, the knowledge from Table 1 can be represented by a mapping based on the Naïve Bayes Classifier. Suppose that attributes in an instance information system are conditionally independent, i.e.

\[
P(\overline{A} \mid d_i) = P(a_1, a_2, \ldots, a_{|A|} \mid d_i) = \prod_j P(a_j \mid d_i)
\]

The most probable decision can be expressed as follows
\[ d_{MP} = \arg \max_{d_i \in V_d} P(d_i | A) = \arg \max_{d_i \in V_d} P(A | d_i) P(d_i) \]

\[ d_{MP} = \arg \max_{d_i \in V_d} P(d_i) \prod_j P(a_j | d_i) \quad (6) \]

\[ d_{MP} = \arg \max_{d_i \in V_d} Bel(d_i) \]

\[ Bel(d_i) = \frac{P(d_i) \prod_j P(a_j | d_i)}{\sum_{i=1}^{\mid V \times D \mid} P(d_i) \prod_j P(a_j | d_i)} \quad (7) \]

where \( Bel(d_i) \), called as the belief for the decision \( d_i \), is applied to represent belief distribution over the decision space. Learning or knowledge extraction for the naïve Bayes classifier requires one to obtain the conditional probability table (CPT). The CPT for Table 1 is shown in Table 2. The mapping for the naïve Bayes classifier can be represented in Fig. 2. In the mapping, a condition is mapped onto the decision space with a belief distribution rather than one certain decision. This is different from decision tree representation. The final decision is made by means of the winner-take-all rule.

<table>
<thead>
<tr>
<th>Table 2. Conditional Probability Table (CPT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(x \mid d) )</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>Outlook</td>
</tr>
<tr>
<td>Sunny (</td>
</tr>
<tr>
<td>Overcast (</td>
</tr>
<tr>
<td>Rain (</td>
</tr>
<tr>
<td>Temp</td>
</tr>
<tr>
<td>Hot (</td>
</tr>
<tr>
<td>Mild (</td>
</tr>
<tr>
<td>Cool (</td>
</tr>
<tr>
<td>Humid</td>
</tr>
<tr>
<td>High (</td>
</tr>
<tr>
<td>Normal (</td>
</tr>
<tr>
<td>Wind</td>
</tr>
<tr>
<td>Weak (</td>
</tr>
<tr>
<td>Strong (</td>
</tr>
<tr>
<td>( d )</td>
</tr>
</tbody>
</table>

One advantage of the naïve Bayes classifier is its capability of coping with missing values. For example, consider the condition vector \( A = (?, \text{Hot}, \text{High}, \text{Weak}) \) i.e. the value for Outlook is missing. This is an unseen situation for Table 1, and the value of Outlook is missing. However, the decision still can be made with three attribute values by using (7).
Consider the sixth instance in Table 1, we have

$$P(No)P(a_1 = Rain|No)P(a_2 = Cool|No)P(a_3 = Normal|No)$$

$$P(a_4 = Strong|No) = (5/14)(2/5)(1/5)(1/5)(3/5) = 0.0034$$

$$P(Yes)P(a_1 = Rain|Yes)P(a_2 = Cool|Yes)$$

$$P(a_3 = Normal|Yes)P(a_4 = Strong|Yes)$$


$$Bel(No) = \frac{0.0034}{0.0034 + 0.0158} = 0.18$$

$$Bel(Yes) = \frac{0.0158}{0.0034 + 0.0158} = 0.82$$

This is a reasonable result for playing tennis under the condition vector $\overrightarrow{A} = (?, Hot, High, Weak)$. As the decision is made according to probability, this approach is good at dealing with inconsistent instance information systems.

### 2.3 Problems with Single Body of Knowledge Representation

Now considering the sixth instance in Table 1, we have
Decision Making Based on Hybrid of Multi-Knowledge

The result is $d_{MP} = \text{“Yes”}$. Yet the true value of the sixth instance in Table 1 is “No”. Because the assumption of (5) is not satisfied in Table 1 and Table 1 does not provide complete instance information system, the Naïve Bayes Classifier cannot give the correct result for this instance.

On the other hand, let us look at the decision tree representation. An advantage of decision tree learning is that a very compact knowledge representation can be obtained by dropping some attributes. For example, mapping $\varphi_B$ is only based on subset $B$ of attributes $\{\text{Outlook, Humidity, Wind}\}$. The decision can be made without the Temperature value. However, there are two problems with this single body of knowledge $\varphi_B$.

1. Does the temperature not affect playing tennis?
2. How does one make a decision if a value of Outlook or Humidity or Wind is missing?

It is difficult to answer the question whether one plays tennis or not when the subset of attribute values is $\{\text{Sunny, Hot, Strong}\}$ because the humidity attribute value is not in the set. These are problems of a single body of knowledge. In fact, many different mappings can be obtained from the training set. This is the idea of multi-knowledge. A simple example here can be used to demonstrate that multi-knowledge can cope better with missing values than a single body of knowledge.

In order to make a decision without value of humidity, another single body of knowledge $\varphi_{B'}$ for Table 1 can be obtained by decision tree learning. This knowledge is based on the attribute subset $B' = \{\text{Outlook, Temperature, Wind}\}$ and can be represented by a mapping from condition vector space to decision space, as shown in Fig. 3.

According to the knowledge $\varphi_{B'}$, the answer is “No” for the question with $\{\text{Sunny, Hot, Strong}\}$. $B$ and $B'$ are two reducts of the training set in Table 1. $\Phi = \{\varphi_B, \varphi_{B'}\}$ is called multi-knowledge. A definition of reduct can be found in rough set theory [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 23].

Fig. 3. Knowledge $\varphi_{B'}$ represented by $V_{x,B'} \rightarrow V_{x,D}$
2.4 Definition of Multi-Knowledge

Definition Given an instance information system $I = \langle U, A \cup D \rangle$. Multi-knowledge is defined as follows

$$\Phi = \{ \varphi_B | B \in RED \}$$  \hspace{1cm} (8)

where $\varphi_B$ is a mapping with respect to attribute subset $B$. RED is a set of good reducts from the training set. Different approaches to find reducts in an instance information system can be found in the literature e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 23, 24]. The algorithm for finding multiple good reducts for multi-knowledge can be found in [7, 9, 12, 20].

Outlook and Wind are indispensable attributes for making decision in this example (indispensable attributes are also called core attributes). The algorithms for finding indispensable attributes can be found in literature e.g. [3, 13, 14, 20]. It is difficult to make a decision by means of multi-knowledge $\varphi_B$ and $\varphi_B'$ if the Outlook or Wind attribute value is missing. On the other hand, the Naïve Bayes Classifier is good at dealing with this situation. This implies that multi-knowledge and the Naïve classifier have their own merits and shortcomings. The combination of the Naïve Bayes Classifier and multi-knowledge gives an opportunity to improve decision accuracy and reliability for instance information systems with unseen instance and missing values.

3 Hybrid of Multi-Knowledge and the Naïve Bayes Classifier

Many successful applications are achieved by various intelligent techniques. As each intelligent technique (e.g. machine learning or data mining approach) has its own merits and shortcomings, many cases are very difficult to handle using a single technique or approach. Hybrid approaches are widely applied to solve problems in intelligent systems: for example, neuro-fuzzy systems, rough neural computing [27, 28], hybrid of rough sets and kNN [17, 23], and hybrid of kNN and other approaches [18, 19, 21, 22]. In this section, a novel hybrid of multi-knowledge and the well-known naïve Bayes classifier is proposed.

A reduct is a subset of the attributes in an instance information system such that by using the subset in classification or decision-making, the accuracy is the same as by using all the attributes. Multi-knowledge rules are based on attribute value conjunctions of reducts, i.e. multi-knowledge rules can take in relationships between attributes for classification or decision-making. The naïve Bayes classifier problem mentioned in Sect. 2.3 can be solved by multi-knowledge rules. On the other hand, the multi-knowledge problem for missing values of indispensable attributes can be dealt with using the naïve Bayes classifier. Therefore, a hybrid of multi-knowledge and the naïve Bayes classifier can, in principle, reach high decision accuracy.
Let $B$ be a reduct in an instance information system. To introduce an uncertain rule to represent knowledge $\varphi_B$, decision is represented by a belief distribution over the decision space instead of a given value; this is different from the multi-knowledge in [12]. The format of the rule is defined as follows

$$\varphi_B(B) \rightarrow M \text{ for } B \in V_{\times B}$$

(9)

where $M$ is the belief distribution over the decision space, $M = (m_1, m_2, \ldots, m_{|M|})$. From the Bayes Classifier (7), the most probable decision can be obtained by

$$d_{MP} = \arg \max_{d_i \in V_d} P(B | d_i)P(d_i)$$

Let $m_i = P(B | d_i)P(d_i)/\sum_i P(B | d_i)P(d_i)$, and $\sum_i m_i = 1$. The most probable decision is obtained by

$$d_{MP} = \arg \max_{d_i \in V_d} m_i$$

(10)

For Table 1, two reducts are found by the algorithm in [20].

$RED_1 = \{\text{Outlook, Humid, Wind}\}$

$RED_2 = \{\text{Outlook, Temp, Wind}\}$

According to the format of the rule in (9), the rule group for $RED_1$ is represented as follows.

<table>
<thead>
<tr>
<th>Rule($RED_1$)</th>
<th>Outlook</th>
<th>Temp</th>
<th>Humid</th>
<th>Wind</th>
<th>$m_{no}$</th>
<th>$m_{yes}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1r1</td>
<td>Sunny</td>
<td>*</td>
<td>High</td>
<td>*</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>G1r2</td>
<td>Sunny</td>
<td>*</td>
<td>Normal</td>
<td>*</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>G1r3</td>
<td>Overcast</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>G1r4</td>
<td>Rain</td>
<td>*</td>
<td>*</td>
<td>Weak</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>G1r5</td>
<td>Rain</td>
<td>*</td>
<td>*</td>
<td>Strong</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

where * represents arbitrary values in the attribute domain. The rule group for $RED_2$ can be obtained by analogy. If conditions of an unseen instance are satisfied in multiple rule groups at the same time, $m_i$ is replaced with its product with respect to the groups. If the instance information system is not a consistent system, $m_i \in [0, 1]$ is a real number. For example, consider an attribute value conjunction \{Rain, Mild\}; the belief distribution can be calculated by

$$m_i = P(B | d_i)P(d_i)/\sum_i P(B | d_i)P(d_i)$$

There are three objects with the conjunction (Rain, Mild). One object supports decision “No”. Two objects support “Yes”.

...
P((\text{Rain, Mild})|\text{“No”})P(\text{“No”}) = (1/5)(5/14) = 0.071
P((\text{Rain, Mild})|\text{“Yes”})P(\text{“Yes”}) = (2/5)(5/14) = 0.142
\sum_{i} P(B|d_{i})P(d_{i}) = 0.071 + 0.142 = 0.213
m_{1} = 0.071/0.213 = 0.333
m_{2} = 0.142/0.213 = 0.667

So if (\text{Rain, Mild}) then we have (0.667 \text{ Yes}, 0.333 \text{ No}). This is called an uncertain rule. Knowledge for inconsistent systems can be represented by such rules. For example, the data set for the data mining competition in KDD 2000 is an inconsistent system.

There are two belief distributions in the hybrid system. One is from the uncertain rules of multi-knowledge, another is from the naïve Bayes classifier. Applying these two belief distributions, the final decision is made by

\[ d_{MP} = \arg \max_{d_{i} \in V_{a}} m_{i}Bel(d_{i}) \]  

(11)

where \( m_{i} \) is from multi-knowledge, and \( Bel(d_{i}) \) is from the Naïve Bayes Classifier. For the problem with sixth instance in Table 1, the condition vector is \{Rain, Cool, Normal, Strong\}. The Bayes belief distribution for this case was obtained in Sect. 2.3

\[ Bel(\text{no} = 0.18, \text{yes} = 0.82) \]

Multi-knowledge decision belief distribution can be obtained from rule G1r5 in rule group (RED).\( _{1} \)

\[ m_{\text{no}} = 1, m_{\text{yes}} = 0 \]

Therefore,

\[ d_{MP} = \arg \max_{d_{i} \in V_{a}} m_{i}Bel(d_{i}) = \text{no} \]

The formal decision making algorithm is as follows.

**A3.1 Decision Algorithm Based on Multi-knowledge and Bayes Classifier**

1. Input training set
2. Find multi-reducts RED.
3. Create rule groups \( \Phi = \{ \varphi_{B}|B \in RED \} \)
4. Create probability distribution \( P(d_{i}) \) and \( P(a_{i}|d_{i}) \)
5. Input an unseen instance \( u \)
6. If condition vector \( \tilde{B} \) of instance \( u \) is matched in rule groups //if multiple rules are matched, \( M \) is the product of belief distributions
7. \( M \leftarrow \varphi_{B}(\tilde{B}) \)
8. \( d_{MP} = \arg \max_{d_{i} \in V_{a}} m_{i}Bel(d_{i}) \)
9. else  // for indispensable attribute value missing
10. \( d_{MP} = \arg \max_{d_i \in V_a} P(d_i) \prod_j P(a_j | d_i) \)
11. End if

This algorithm includes two sections. The multi-knowledge rule group and the probability are calculated in Sect. 1 from steps 1 to 4 of the algorithm. For some training sets, there are not any redundant attributes i.e. if any attribute is removed, the decision accuracy will be seriously affected. All attributes are regarded as one reduct to generate multi-knowledge rule group. Decision for a new instance is made in Sect. 2 from steps 5 to 10.

4 Experimental Results

In order to test the algorithms, benchmark data sets from the UCI Machine Learning Repository were applied. The experimental results are shown in Table 3. The results are calculated by using the ten-fold cross validation standard.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>At</th>
<th>Ins</th>
<th>IA</th>
<th>MR</th>
<th>C5.0</th>
<th>Bays</th>
<th>MKB</th>
</tr>
</thead>
<tbody>
<tr>
<td>BreastCancer</td>
<td>10</td>
<td>699</td>
<td>1</td>
<td>19*</td>
<td>95.1</td>
<td>96.8</td>
<td>97.6</td>
</tr>
<tr>
<td>Crx.data</td>
<td>15</td>
<td>690</td>
<td>1</td>
<td>60*</td>
<td>85.1</td>
<td>81.0</td>
<td>85.1</td>
</tr>
<tr>
<td>Heart</td>
<td>13</td>
<td>270</td>
<td>0</td>
<td>109*</td>
<td>78.1</td>
<td>76.3</td>
<td>83.3</td>
</tr>
<tr>
<td>Lung</td>
<td>56</td>
<td>32</td>
<td>0</td>
<td>50</td>
<td>46.7</td>
<td>57.1</td>
<td>96.7</td>
</tr>
<tr>
<td>Iris.data</td>
<td>4</td>
<td>150</td>
<td>0</td>
<td>4*</td>
<td>94.0</td>
<td>94.0</td>
<td>96.7</td>
</tr>
<tr>
<td>Promoter</td>
<td>57</td>
<td>106</td>
<td>0</td>
<td>57</td>
<td>78.8</td>
<td>89.7</td>
<td>98.1</td>
</tr>
<tr>
<td>Splice</td>
<td>60</td>
<td>3190</td>
<td>0</td>
<td>60</td>
<td>94.1</td>
<td>93.5</td>
<td>94.3</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>19</td>
<td>155</td>
<td>0</td>
<td>16</td>
<td>62.0</td>
<td>69.6</td>
<td>76.1</td>
</tr>
<tr>
<td>Hungarian</td>
<td>13</td>
<td>294</td>
<td>0</td>
<td>9</td>
<td>79.2</td>
<td>83.3</td>
<td>85.4</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>351</td>
<td>0</td>
<td>34</td>
<td>88.3</td>
<td>82.6</td>
<td>90.6</td>
</tr>
<tr>
<td>Bupa</td>
<td>6</td>
<td>345</td>
<td>0</td>
<td>9*</td>
<td>67.2</td>
<td>64.4</td>
<td>65.5</td>
</tr>
<tr>
<td>Bridges(V2)</td>
<td>11</td>
<td>108</td>
<td>2</td>
<td>7*</td>
<td>58.2</td>
<td>63.9</td>
<td>65.7</td>
</tr>
</tbody>
</table>

Column **At** represents the number of attributes in the data set. Column **Ins** represents the number of instances. Column **IA** denotes the number of **Indispensable Attributes** which are found by the algorithm in [20]. Column **MR** is the number of **Multiple Reducts** which are also found by the algorithm in [20]. “♣” indicates the data set with missing values. “*” indicates that all the reducts in a data set have been found by exhaustive search. Exhaustive search could not be done for data sets such as Lung and Splice because the numbers of attributes and instances is too large. The decision accuracy by the Naïve Bayes Classifier is in the column labeled **Bays. MKB** denotes
the decision accuracy based on the hybrid approach of\textit{ Multi-Knowledge and the Na"ive Bayes Classifier}. The accuracies in column\textit{ C5.0} are calculated by the C5.0 tree in the commercial software Clementine 5.2. It can be seen that the more reducts in a data set, the more the decision accuracy is improved for the hybrid approach of multi-knowledge and the na"ive Bayes classifier. These results are comparable with other approaches such as combinations of kNN and rough sets\textcite{17} and other complex classifiers\textcite{18, 19, 21}.

5 Conclusion

The Na"ive Bayes Classifier is a highly practical machine learning method. In some domains its performance has been shown to be comparable to that of neural networks and decision tree learning. For example, it gives a high decision accuracy for the Breast-cancer and Iris data sets. However, the Na"ive Bayes Classifier is based on the assumption that the attribute values are conditionally independent for the given decision value. If this assumption is not satisfied, the decision accuracy will degrade. The multi-knowledge rule set supplies a complement for the Na"ive Bayes Classifier. Using a hybrid Na"ive Bayes Classifier and multi-knowledge approach, high decision accuracies are reached in many data sets, as shown in Table 3. The concept of multi-knowledge $\varphi$ and uncertain rule have been applied to represent knowledge. A decision can be made with incomplete attributes using the proposed algorithm. Therefore, there are wide applications, for example, a robot with multi-knowledge is able to identify a changing environment\textcite{20}.
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Summary. In this article we define a formalism for a methodology that has as purpose the discovery of knowledge, represented in the form of general Horn clauses, inferred from databases with a temporal dimension. To obtain what we called temporal rules, a discretisation phase that extracts events from raw data is applied first, followed by an induction phase, which constructs classification trees from these events. The theoretical framework we proposed, based on first-order temporal logic, permits us to define the main notions (event, temporal rule, constraint) in a formal way. The concept of consistent linear time structure allows us to introduce the notions of general interpretation and of confidence. These notions open the possibility to use statistical approaches in the design of algorithms for inferring higher order temporal rules, denoted temporal meta-rules.

1 Introduction

Data mining is the process of discovering interesting knowledge, such as patterns, associations, changes, anomalies and significant structures, in large amounts of data stored in databases, data warehouses, or other data repositories. Due to the wide availability of huge amounts of data in digital form, and the need for turning such data into useful information, data mining has attracted a great deal of attention in information industry in recent years.

In many applications, the data of interest comprise multiple sequences that evolve over time. Examples include financial market data, currency exchange rates, network traffic data, signals from biomedical sources, etc. Although traditional time series techniques can sometimes produce accurate results, few can provide easy understandable results. However, a drastically increasing number of users with a limited statistical background would like to use these tools. In the same time, we have a number of tools developed by researchers in
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the field of artificial intelligence, which produce understandable rules. However, they have to use ad-hoc, domain-specific techniques for transforming the time series to a “learner-friendly” representation. These techniques fail to take into account both the special problems and special heuristics applicable to temporal data and therefore often results in unreadable concept description.

As a possible solution to overcome these problems, we proposed in [9] a methodology that integrates techniques developed both in the field of machine learning and in the field of statistics. The machine learning approach is used to extract symbolic knowledge and the statistical approach is used to perform numerical analysis of the raw data. The overall goal consists in developing a series of methods able to extract/generate temporal rules, having the following characteristics:

- Contain explicitly a temporal (or at least a sequential) dimension.
- Capture the correlation between time series.
- Predict/forecast values/shapes/behavior of sequences (denoted events).

1.1 State of Art

The domain of temporal data mining focuses on the discovery of causal relationships among events that may be ordered in time and may be causally related. The contributions in this domain encompass the discovery of temporal rule, of sequences and of patterns. However, in many respects this is just a terminological heterogeneity among researchers that are, nevertheless, addressing the same problem, albeit from different starting points and domains.

The main tasks concerning the information extraction from time series database and on which the researchers concentrated their efforts over the last years may be divided in several directions. **Similarity/Pattern Querying** concerns the measure of similarity between two sequences or sub-sequences respectively. Different methods were developed, such as window stitching [1] or dynamic time warping based matching [23, 24]. **Clustering/Classification** concentrates on optimal algorithms for clustering/classifying sub-sequences of time series into groups/classes of similar sub-sequences. Different techniques were proposed: Hidden Markov Models (HMM) [25], Dynamic Bayes Networks (DBNs) [13], Recurrent Neural Networks [14], supervised classification using piecewise polynomial modelling [30] or agglomerative clustering based on enhancing the time series with a line segment representation [22]. **Pattern finding/Prediction** methods concern the search for periodicity patterns (fully or partially periodic) in time series databases. For full periodicity search there is a rich collection of statistic methods, like FFT [26]. For partial periodicity search, different algorithms were developed, which explore properties related to partial periodicity such as the max-subpattern-hit-set property [16] or point-wise periodicity [15]. **Temporal Rules’ extraction** approach concentrated to the extraction of explicit rules from time series, like temporal association rules [6] or cyclic association rules [31]. Adaptive methods for finding rules
whose conditions refer to patterns in time series were described in [11, 17, 37]
and a general methodology for classification and extraction of temporal rules
was proposed in [9].

Although there is a rich bibliography concerning formalism for temporal
databases, there are very few articles on this topic for temporal data mining. In
[2, 5, 29] general frameworks for temporal mining are proposed, but usually
the researches on causal and temporal rules are more concentrated on the
methodological/algorithmic aspect, and less on the theoretical aspect. In this
article, we extend our methodology with an innovative formalism based on
first-order temporal logic, which permits an abstract view on temporal rules.
The formalism allows also the application of an inference phase in which
higher order temporal rules (called temporal meta-rules) are inferred from
local temporal rules, the lasts being extracted from different sequences of
data. Using this strategy, known in the literature as higher order mining [36],
we can guarantee the scalability (the capacity to handle huge databases) of
our methodological approach, by applying statistical and machine learning
tools.

It is important to mention that there are two distinct approaches concern-
ing the time structure in a framework for temporal data mining. The first
conceives the time as an ordered sequence of points and it is usually employed
in temporal database applications. The second is based on intervals and it is
predominant in AI applications [3, 8, 19, 35]. The difference induced at the
temporal logic level, by the two approaches, is expressed in the set of temporal
predicates: they are unary in the first case and binary for the second.

The rest of the paper is structured as follows. In the next section, the
main steps of the methodology (the discretisation phase and the inference
phase) are presented. Section 3 contains an extensively description of the
first-order temporal logic formalism (definitions of the main terms – event,
temporal rules, confidence – and concepts – consistent linear time structure,
general interpretation). Section 4 reviews the methodology for temporal rules
extraction, in the frame of the proposed formalism. The notion of temporal
meta-rules and the algorithms for inferring such high order rules are described
in Sect. 5. Finally, the last section summarizes our work and emphasize what
we consider an important and still open problem of our formalism.

2 The Methodology

The approaches concerning the information extraction from time series, de-
scribed above, have mainly two shortcomings, which we tried to overcome.

The first problem is the type of knowledge inferred by the systems, which
most often is difficult to be understood by a human user. In a wide range
of applications, (e.g. almost all decision making processes) it is unacceptable
to produce rules that are not understandable for an end user. Therefore, we
developed to develop inference methods that produce knowledge represented
in the form of general Horn clauses, which are at least comprehensible for a moderately sophisticated user. In the fourth approach, (Temporal Rules’ extraction), a similar representation is used. However, the rules inferred by these systems have a more restricted form than the rules we propose.

The second problem consists in the number of time series investigated during the inference process. Almost all methods mentioned above are based on one-dimensional data, i.e. they are restricted to one time series. The methods we propose are able to handle multi-dimensional data.

Two of the most important scientific communities which brought relevant contributions to data analysis (the statisticians and database researchers) chose two different ways: statisticians concentrated on the continuous aspect of the data and the large majority of statistical models are continuous models, whereas the database community concentrated much more on the discrete aspects, and in consequence, on discrete models. For our methodology, we adopt a mixture of these two approaches, which represents a better description of the reality of data and which generally allows us to benefit from the advantages of both approaches.

The two main steps of the methodology for temporal rules extraction are structured in the following way:

1. Transforming sequential raw data into sequences of events: Roughly speaking, an event can be seen as a labelled sequence of points extracted from the raw data and characterized by a finite set of predefined features. The features describing the different events are extracted using statistical methods.

2. Inferring temporal rules: We apply a first induction process, using sets of events as training sets, to obtain several classification trees. Local temporal rules are then extracted from these classification trees and a final inference process will generate the set of temporal meta-rules.

2.1 Phase One

The procedure that creates a database of events from the initial raw data can be divided into two steps: time series discretisation, which extracts the discrete aspect, and global feature calculation, which captures the continuous aspect.

Time Series Discretisation During this step, the sequence of raw data is "translated" into a sequence of discrete symbols. By an abuse of language, an event means a subsequence having a particular shape. In the literature, different methods were proposed for the problem of discretizing times series using a finite alphabet (window’s clustering method [11], ideal prototype template [22], scale-space filtering [18]). In window’s clustering method, all contiguous subsequences of fixed length $w$ are classified in clusters using a similarity measure and these clusters receive a name (a symbol or a string of symbols). If we set $w = 2$ and classify not the sequences $x_i x_{i+1}$, but the normalized sequence...
of the differences $x_{i+1} - x_i$, using the quantile of the normal distribution, we obtain the discretisation algorithm proposed by [21]. But the biggest weakness of these methods which use a fixed length window is the sensibility to the noise. Therefore, the scale-space filtering method, which finds the boundaries of the subsequences having a persistent behavior over multiple degree of smoothing, seems to be more appropriate and must be considered as a first compulsory pre-processing phase.

**Global Feature Calculation** During this step, one extracts various features from each sub-sequence as a whole. Typical global features include global maxima, global minima, means and standard deviation of the values of the sequence as well as the value of some specific point of the sequence, such as the value of the first or of the last point. Of course, it is possible that specific events will demand specific features, necessary for their description (e.g., the slope of the best-fitting line or the second real Fourier coefficient). The optimal set of global features is hard to be defined in advance, but as long as these features are simple descriptive statistics, they can be easily added or removed form the process.

**Example 1.** Consider a database containing daily price variations of a given stock. After the application of the first phase we obtain an ordered sequence of events. Each event has the form $(name, v_1, v_2)$, where the name is one of the strings \{peak, flat, valley\} – we are interested only in three kinds of shapes – and $v_1, v_2$ represents the mean, respectively, the standard error – we chose only two features as determinant for the event. The statistics are calculated using daily prices, supposed to be subsequences of length $w = 12$.

### 2.2 Phase Two

During the second phase, we create a set of temporal rules inferred from the database of events, obtained in phase one. Two important steps can be defined here:

- Application of a first induction process, using the event database as training database, to obtain a set of classification trees. From each classification tree, the corresponding set of temporal rules is extracted.
- Application of a second inference process using the previously inferred temporal rules sets to obtain the final set of temporal meta-rules.

**First Induction Process** There are different approaches for extracting rules from a set of events. Association Rules [6], Inductive Logic Programming [35], Classification Trees [20] are the most popular ones. For our methodology we selected the classification tree approach. It is a powerful tool used to predict memberships of cases or objects in the classes of a categorical dependent variable from their measurements on one or more predictor variables (or attributes). A classification tree is constructed by recursively partitioning a learning sample of data in which the class and the values of the predictor
variables for each case are known. Each partition is represented by a node in the tree. A variety of classification tree programs has been developed and we may mention QUEST [27], CART [4], FACT [28] and last, but not least, C4.5 [32]. Our option was the C4.5 like approach. The tree resulting by applying the C4.5 algorithm is constructed to minimize the observed error rate, using equal priors. This criterion seems to be satisfactory in the frame of sequential data and has the advantage to not favor certain events. To successively create the partitions, the C4.5 algorithm uses two forms of tests in each node: a standard test for discrete attributes, with one outcome \( A = x \) for each possible value \( x \) of the attribute \( A \), and a binary test, for continuous attributes, with outcomes \( A \leq z \) and \( A > z \), where \( z \) is a threshold value. Finally, each path from the root to a leave corresponds to a rule representing a conjunction of tests outcomes (see the example from Fig. 1).

![Decision Tree Example](image)

**Fig. 1.** Rule corresponding to a path from the root to the leaf “Class 1”, expressed as a conjunction of three outcome tests implying each a different attribute.

Before to apply the decision tree algorithm to a database of events, an important problem has to be solved first: establishing the training set. An \( n \)-tuple in the training set contains \( n - 1 \) values of the predictor variables (or attributes) and one value of the categorical dependent variable, which represents the class. There are two different approaches on how the sequence that represents the classification (the values of the categorical dependent variable) is obtained. In a supervised methodology, an expert gives this sequence. The situation becomes more difficult when there is no prior knowledge about the possible classifications. Suppose that, following the example we gave, we are interested in seeing if a given stock value depends on other stock values. As the dependent variable (the stock price) is not categorical, it cannot represent a valid classification used to create a classification tree. The solution is to use the sequence of the names of events extracted from the continuous time series as sequence of classes.

Let us suppose that we have \( k \) sequences representing the predictor variables \( q_1, q_2, \ldots, q_k \). Each \( q_{ij}, \ i = 1, \ldots, k, \ j = 1, \ldots, n \) is the name of an event (Remark: we consider a simplified case, with no feature as predictor variable, but without influence on the following rationing). We have also a
sequence \( q_c = q_{c1}, \ldots, q_{cn} \) representing the classification. The training set will be constructed using a procedure depending on three parameters. The first, \( t_0 \), represents a time instant considered as present time. Practically, the first tuple contains the class \( q_{ct_0} \) and there is no tuple in the training set containing an event that starts after time \( t_0 \). The second, \( t_p \), represents a time interval and controls the further back in time class \( q_{c(t_0-t_p)} \) included in the training set. Consequently, the number of tuples in the training set is \( t_p + 1 \). The third parameter, \( h \), controls the influence of the past events \( q_i(t-(h+1)) \) on the actual event \( q_{it} \). This parameter (history) reflects the idea that the class \( q_{ct} \) depends not only on the events at time \( t \), but also on the events occurred before time \( t \). Finally, each tuple contains \( k(h+1) \) events (or values for \( k(h+1) \) attributes, in the terminology of classification trees) and one class value (see Fig. 2). The first tuple is \( q_{ct_0}, q_{1t_0}, \ldots, q_{1(t_0-h)} \) and the last \( q_{ct(t_0-t_p)}, q_{1(t_0-t_p)}, \ldots, q_{k(t_0-t_p-h)} \). To adopt this particular strategy for the construction of the training set, we made an assumption: the events \( q_{ij} \), \( i = 1, \ldots, k \), \( j \) a fixed value, occur all at the same time instant. The same assumption allows us to solve another implementation problem: the time information is not processed during the classification tree construction, (time is not a predictor variable), but the temporal dimension must be captured by the temporal rules. The solution we chose to encode the temporal information is to create a map between the index of the attributes (or predictor variables) and the order in time of the events. The \( k(h+1) \) attributes are indexed as \( \{A_0, A_1, \ldots, A_h, \ldots, A_{2h}, \ldots, A_{k(h+1)-1}\} \). As we can see in Fig. 2, in each tuple the values of the attributes from the set \( \{A_0, A_{h+1}, \ldots, A_{(k-1)(h+1)}\} \) represent events which occur at the same time moment as the class event, those of the set \( \{A_1, A_{h+2}, \ldots, A_{(k-1)(h+1)+1}\} \) represent events which occur one time moment before the same class event, and so on. Let be \( \{i_0, \ldots, i_m\} \) the set of indexes of the attributes that appear in the body of the rule (i.e. the rule has the form

If \( (A_{i_0} = e_0) \) and \( (A_{i_1} = e_1) \) and \( \ldots \) and \( (A_{i_m} = e_m) \) Then Class \( e \),
where $e_i$ are events from the sequences $\{q_1, \ldots, q_k\}$ and $e$ is an event from the sequence $q_c$. If $t$ represents the time instant when the event in the head of the rule occurs, then an event from the rule’s body, corresponding to the attribute $A_{i,j}$, occurred at time $t - \bar{i}_j$, where $i_j$ means $i \mod (h + 1)$.

**Example 2.** After the application of the first induction process, on the same stock prices database, we may obtain a temporal rule of the form: *If, during two consecutive days, the shape of the stock price had a peak form, with a mean less than $a$ and a standard error greater than $b$, then, with a confidence of $c \%$, three days later the stock price variation will present a flat.*

**Second Inference Process** Different classification trees, constructed from different training sets, generate finally different sets of temporal rules. The process that tries to infer temporal meta-rules from these sets of local rules is derived from the rules pruning strategy used by C4.5 system. Because this strategy may be theoretically applied not only to the rules generated by C4.5 algorithm, but to all rules having the form of a general Horn clause, a modelling process of our methodology, at an abstract level, looks not only feasible, but also necessary. To obtain an abstract view of temporal rules we propose a formalism based on first-order temporal logic. This formalism allows not only to model the main concepts used by the algorithms applied during the different steps of the methodology, but also to give a common frame to many of temporal rules extraction techniques, mentioned in the literature.

### 3 Formalism of Temporal Rules

Time is ubiquitous in information systems, but the mode of representation/perception varies in function of the purpose of the analysis [7, 12]. Firstly, there is a choice of a temporal ontology, which can be based either on time points (instants) or on intervals (periods). Secondly, time may have a discrete or a continuous structure. Finally, there is a choice of linear vs. nonlinear time (e.g., acyclic graph). For our methodology, we chose a temporal domain represented by linearly ordered discrete instants. This is imposed by the discrete representation of all databases.

**Definition 1** A single-dimensional linearly ordered temporal domain is a structure $\mathcal{T}_P = (T, <)$, where $T$ is a set of time instants and “$<$” a linear order on $T$.

Databases being first-order structures, the first-order logic represents a natural formalism for their description. Consequently, the first-order temporal logic expresses the formalism of temporal databases. For the purposes of our methodology we consider a restricted first-order temporal language $L$ which contains only constant symbols $\{c, d, \ldots\}$, $n$-ary ($n \geq 1$) function symbols $\{f, g, \ldots\}$, variable symbols $\{y_1, y_2, \ldots\}$, $n$-ary predicate symbols ($n \geq 1$, so no proposition symbols), the set of relational symbols $\{=, <, \leq, >, \geq\}$, the
logical connective \{\land\} and a temporal connective of the form \(X_k\), \(k \in \mathbb{Z}\), where \(k\) strictly positive means next \(k\) times, \(k\) strictly negative means last \(k\) times and \(k = 0\) means now.

The syntax of \(L\) defines terms, atomic formulae and compound formulae. The terms of \(L\) are defined inductively by the following rules:

T1. Each constant is a term.
T2. Each variable is a term.
T3. If \(t_1, t_2, \ldots, t_n\) are terms and \(f\) is an \(n\)-ary function symbol then \(f(t_1, \ldots, t_n)\) is a term.

The atomic formulae (or atoms) of \(L\) are defined by the following rules:

A1. If \(t_1, \ldots, t_n\) are terms and \(P\) is an \(n\)-ary predicate symbol then \(P(t_1, \ldots, t_n)\) is an atom.
A2. If \(t_1, t_2\) are terms and \(\rho\) is a relational symbol then \(t_1 \rho t_2\) is an atom (also called relational atom).

Finally, the (compound) formulae of \(L\) are defined inductively as follow:

F1. Each atomic formula is a formula.
F2. If \(p, q\) are formulae then \((p \land q), X_k p\) are formulae.

A Horn clause is a formula of the form \(B_1 \land \cdots \land B_m \rightarrow B_{m+1}\) where each \(B_i\) is a positive (non-negated) atom. The atoms \(B_i, i = 1, \ldots, m\) are called implication clauses, whereas \(B_{m+1}\) is known as the implicated clause. Syntactically, we cannot express Horn clauses in our language \(L\) because the logical connective \(\rightarrow\) is not defined. However, to allow the description of rules, which formally look like a Horn clause, we introduce a new logical connective, \(\mapsto\), which practically will represent a rewrite of the connective \(\land\). Therefore, a formula in \(L\) of the form \(p \mapsto q\) is syntactically equivalent to the formula \(p \land q\). When and under what conditions we may use the new connective, is explained in the next definitions.

Definition 2 An event (or temporal atom) is an atom formed by the predicate symbol \(E\) followed by a bracketed \(n\)-tuple of terms \((n \geq 1)\) \(E(t_1, t_2, \ldots, t_n)\). The first term of the tuple, \(t_1\), is a constant symbol representing the name of the event and all others terms are expressed according to the rule T3 \((t_i = f(t_{i1}, \ldots, t_{ik}))\). A short temporal atom (or the event’s head) is the atom \(E(t_1)\).

For each constant symbol \(t\) used as an event name, two other constant symbols, \(start_t\) and \(stop_t\), are included in our language \(L\). Consequently, for each temporal atom \(E(t_1, t_2, \ldots, t_n)\), two temporal atoms, \(E(start_{t1}, t_2, \ldots, t_n)\) and \(E(stop_{t1}, t_2, \ldots, t_n)\), are defined.

Definition 3 A constraint formula for the event \(E(t_1, t_2, \ldots, t_n)\) is a conjunctive compound formula, \(E(t_1, t_2, \ldots, t_n) \land C_1 \land C_2 \land \cdots \land C_k\), where each \(C_j\) is a relational atom. The first term of \(C_j\) is one of the terms \(t_i, i = 1, \ldots, n\) and the second term is a constant symbol.
For a short temporal atom $E(t_1)$, the only constraint formula that is permitted is $E(t_1) \land (t_1 = c)$. We denote such constraint formula as short constraint formula.

**Definition 4** A temporal rule is a formula of the form $H_1 \land \cdots \land H_m \Rightarrow H_{m+1}$, where $H_{m+1}$ is a short constraint formula and $H_i$ are constraint formulae, prefixed by the temporal connectives $X_{-k}$, $k \geq 0$. The maximum value of the index $k$ is called the time window of the temporal rule.

As a consequence of the Definition 4, a conjunction of constraint formulae $H_1 \land H_2 \land \cdots \land H_m$, each formula prefixed by temporal connectives $X_{-k}$, $k \geq 0$, may be rewritten as $H_{\sigma(1)} \land \cdots \land H_{\sigma(n)} \Rightarrow H_{\sigma(n+1)}$, $\sigma$ being a permutation of $\{1..n\}$ — only if there is a short constraint formula $H_{\sigma(n)}$ prefixed by $X_0$.

Remark. The reason for which we did not permit the expression of the implication connective in our language is related on the truth table for a formula $p \rightarrow q$: even if $p$ is false, the formula is still true, which is unacceptable for a temporal rationing of the form cause $\rightarrow$ effect.

If we change in Definition 2 the conditions imposed to the terms $t_i$, $i = 1...n$ to “each term $t_i$ is a variable symbol”, we obtain the definition of a temporal atom template. We denote a such template as $E(y_1,\ldots,y_n)$. Following the same rationing, a constraint formula template for $E(y_1,\ldots,y_n)$ is a conjunctive compound formula, $C_1 \land C_2 \land \cdots \land C_k$, where the first term of each relational atom $C_j$ is one of the variables $y_i$, $i = 1 \ldots n$. Consequently, a short constraint formula template is the relational atom $y_1 = c$. Finally, by replacing in Definition 4 the notion “constraint formula” with “constraint formula template” we obtain the definition of a temporal rule template. Practically, the only formulae constructed in $L$ are temporal atoms, constraint formulae, temporal rules and the corresponding templates.

The semantics of $L$ is provided by an interpretation $I$ over a domain $D$ (in our formalism, $D$ is always a linearly ordered domain). The interpretation assigns an appropriate meaning over $D$ to the (non-logical) symbols of $L$. More precisely $I$ assigns a meaning to the symbols of $L$ as follows:

- for an n-ary predicate symbol $P$, $n \geq 1$, the meaning $I(P)$ is a function $D^n \rightarrow B$, where $B$ is the set $\{\text{true}, \text{false}\}$,
- for an n-ary function symbol, $f$, $n \geq 1$, the meaning $I(f)$ is a function $D^n \rightarrow D$,
- for a constant symbol $c$ the meaning $I(c)$ is an element of $D$,
- for a variable symbol $y$ the meaning $I(y)$ is an element of $D$.

The interpretation $I$ is extended to arbitrary terms as $I(f(t_1,\ldots,t_n)) = I(f)(I(t_1),\ldots,I(t_n))$. For atomic formulae and compound formulae, we have:

- If $t_1,\ldots,t_n$ are terms and $P$ is an n-ary predicate symbol then $I(P(t_1,\ldots,t_n)) = \text{true}$ iff $I(P)(I(t_1),\ldots,I(t_n)) = \text{true}$.
- If $t_1$, $t_2$ are terms and $\rho$ is a relational symbol then $I(t_1 \rho t_2) = \text{true}$ iff $I(t_1) \rho I(t_2)$. 

Based on Definition 2, an event can be seen as a labelled (constant symbol
pre-processing phase used in almost all knowledge extraction methodologies.

For each state \( s \) in the sequence of states \( I \), if \( s \) is a time moment and the interpretation \( I \) having a temporal dimension and capable to capture the relationship between all relational symbols are global, whereas the predicate symbols and variable symbols are local. Consequently, as the temporal atoms, constraint formulae, temporal rules and the corresponding templates are expressed using the predicate symbol \( E \) or the variable symbols \( y_i \), the meaning of truth for these formulae depend on the state at which are evaluated. Given a first order time structure \( M \) and a formula \( p \), we denote the instant \( i \) (or equivalently, the state \( s_i \)) for which \( I_{s_i}(p) = true \) by \( i \models p \), i.e. at time instant \( i \) the formula \( p \) is true. Therefore, \( i \models E(t_1, \ldots, t_n) \) means that at time \( i \) an event with the name \( I(t_1) \) and characterized by the global features \( I(t_2), \ldots, I(t_n) \) occurs.

Concerning the event template \( E(y_1, \ldots, y_n) \), the interpretation of the variable symbols \( y_j \) at the state \( s_i \), \( I_{s_i}(y_j) \), is chosen such that \( i \models E(y_1, \ldots, y_n) \) for every time moment \( i \). Because

- If \( p, q \) are formulae then \( I(p \land q) = true \) iff \( I(p) = true \) and \( I(q) = true \).

Usually, the domain \( D \) is imposed during the discretisation phase, which is

**Definition 5** Given \( L \) and a domain \( D \), a (first order) linear time structure is a triple \( M = (S, x, I) \), where \( S \) is a set of states, \( x : \mathbb{N} \to S \) is an infinite sequence of states \( (s_0, s_1, \ldots, s_n, \ldots) \) and \( I \) is a function that associates with each state \( s \) an interpretation \( I_s \) of all symbols from \( L \).

In the framework of linear temporal logic, the set of symbols is divided into
two classes, the class of global symbols and the class of local symbols. In-
tuitively, a global symbol \( w \) has the same interpretation in each state, i.e. \( I_s(w) = I_{s'}(w) = I(w) \), for all \( s, s' \in S \); the interpretation of a local symbol may vary, depending on the state at which is evaluated. The formalism of temporal rules assumes that all function symbols (including constants) and all relational symbols are global, whereas the predicate symbols and variable symbols are local. Consequently, as the temporal atoms, constraint formulae, temporal rules and the corresponding templates are expressed using the predicate symbol \( E \) or the variable symbols \( y_i \), the meaning of truth for these formulae depend on the state at which are evaluated. Given a first order time structure \( M \) and a formula \( p \), we denote the instant \( i \) (or equivalently, the state \( s_i \)) for which \( I_{s_i}(p) = true \) by \( i \models p \), i.e. at time instant \( i \) the formula \( p \) is true. Therefore, \( i \models E(t_1, \ldots, t_n) \) means that at time \( i \) an event with the name \( I(t_1) \) and characterized by the global features \( I(t_2), \ldots, I(t_n) \) occurs.

Using this definition, we can also define:

- \( i \models E(\text{start} | t_1, \ldots, t_n) \) iff \( i \models E(t_1, \ldots, t_n) \) and \( (i - 1) \not\models E(t_1, \ldots, t_n) \),
- \( i \models E(\text{stop} | t_1, \ldots, t_n) \) iff \( i \models E(t_1, \ldots, t_n) \) and \( (i + 1) \not\models E(t_1, \ldots, t_n) \)

Concerning the event template \( E(y_1, \ldots, y_n) \), the interpretation of the variable symbols \( y_j \) at the state \( s_i \), \( I_{s_i}(y_j) \), is chosen such that \( i \models E(y_1, \ldots, y_n) \) for every time moment \( i \). Because

- \( i \models p \land q \) if and only if \( i \models q \) and \( i \models p \), and
- \( i \models X_i p \) if and only if \( i + k \models p \),
a constraint formula (template) is true at time \( i \) if and only if all relational atoms are true at time \( i \) and \( i \models E(t_1, \ldots, t_n) \), whereas a temporal rule (template) is true at time \( i \) if and only if \( i \models H_{m+1} \) and \( i \models (H_1 \land \cdots \land H_m) \).

Now suppose that the following assumptions are true:

A. For each formula \( p \) in \( L \), there is an algorithm that calculates the value of the interpretation \( I_s(p) \), for each state \( s \), in a finite number of steps.
B. There are states (called incomplete states) that do not contain enough information to calculate the interpretation for all formulae defined at these states.
C. It is possible to establish a measure, (called general interpretation) about the degree of truth of a compound formula along the entire sequence of states \( (s_0, s_1, \ldots, s_n, \ldots) \).

The first assumption express the calculability of the interpretation \( I \). The second assumption express the situation when only the body of a temporal rule can be evaluated at time moment \( i \), but not the head of the rule. Therefore, for the state \( s_i \), we cannot calculate the interpretation of the temporal rule and the only solution is to estimate it using a general interpretation. This solution is expressed by the third assumption. (Remark: The second assumption violates the condition about the existence of an interpretation in each state \( s_i \), as defined in Definition 5. But it is well known that in data mining sometimes data are incomplete or are missing. Therefore, we must modify this condition as “\( I \) is a function that associates with almost each state \( s \) an interpretation \( I_s \) of all symbols from \( L \”).)

However, to ensure that this general interpretation is well defined, the linear time structure must present some property of consistency. Practically, this means that if we take any sufficiently large subset of time instants, the conclusions we may infer from this subset are sufficiently close from those inferred from the entire set of time instants. Therefore,

**Definition 6** Given \( L \) and a linear time structure \( M \), we say that \( M \) is a consistent time structure for \( L \) if, for every atomic formula \( p \), the limit \( \text{supp}(p) = \lim_{n \to \infty} \frac{\# A}{n} \) exists, where \( A = \{i \in \{0, \ldots, n\} | i \models p\} \) and \( \# \) means “cardinality”. The notation \( \text{supp}(p) \) denotes the support (of truth) of \( p \).

Now we define the general interpretation for an \( n \)-ary predicate symbol \( P \) as:

**Definition 7** Given \( L \) and a consistent linear time structure \( M \) for \( L \), the general interpretation \( I_G \) for an \( n \)-ary predicate \( P \) is a function \( D^n \to \{\text{true}\} \times [0, 1] \), such that, for each \( n \)-tuple of terms \( \{t_1, \ldots, t_n\} \), \( I_G(P(t_1, \ldots, t_n)) = (\text{true}, \text{supp}(P(t_1, \ldots, t_n))) \).

The general interpretation is naturally extended to constraint formulae, temporal rules and the corresponding templates. There is another useful measure, called confidence, but available only for temporal rules (templates). This measure is calculated as a limit ratio between the number of certain applications
(time instants where both the body and the head of the rule are true) and
the number of potential applications (time instants where only the body of
the rule is true). The reason for this choice is related to the presence of in-
complete states, where the interpretation for the implicated clause cannot be
calculated.

Definition 8 The confidence of a temporal rule (template) \( H_1 \land \cdots \land H_m \rightarrow H_{m+1} \) is the limit \( \lim_{n \to \infty} \frac{\#A}{\#B} \), where \( A = \{ i \in \{0, \ldots, n\} | i \models H_1 \land \cdots \land H_m \land H_{m+1} \} \) and \( B = \{ i \in \{0, \ldots, n\} | i \models H_1 \land \cdots \land H_m \} \).

For different reasons, (the user has not access to the entire sequence of states,
or the states he has access to are incomplete), the general interpretation can-
not be calculated. A solution is to estimate \( I_G \) using a finite linear time struc-
ture, i.e. a model.

Definition 9 Given \( L \) and a consistent time structure \( M = (S, x, I) \), a
model for \( M \) is a structure \( \tilde{M} = (\tilde{T}, \tilde{x}) \) where \( \tilde{T} \) is a finite temporal domain
\( \{i_1, \ldots, i_n\} \), \( \tilde{x} \) is the subsequence of states \( \{x_{i_1}, \ldots, x_{i_n}\} \) (the restriction of \( x \)
to the temporal domain \( \tilde{T} \)) and for each \( i_j, j = 1, \ldots, n \), the state \( x_{i_j} \) is a
complete state.

Now we may define the estimator for a general interpretation:

Definition 10 Given \( L \) and a model \( \tilde{M} \) for \( M \), an estimator of the general
interpretation for an \( n \)-ary predicate \( P \), \( \tilde{I}_G(P) \), is a function \( D^n \to \{true\} \times [0, 1] \), assigning to each atomic formula \( p = P(t_1, \ldots, t_n) \) the value true with
a support equal to the ratio \( \frac{\#A}{\#T} \), where \( A = \{ i \in \tilde{T} | i \models p \} \). The notation
\( \text{supp}(p, \tilde{M}) \) will denote the estimated support of \( p \), given \( \tilde{M} \).

Once again, the estimation of the confidence for a temporal rule (template)
is defined as:

Definition 11 Given a model \( \tilde{M} = (\tilde{T}, \tilde{x}) \) for \( M \), the estimation of the con-
fidence for the temporal rule (template) \( H_1 \land \cdots \land H_m \rightarrow H_{m+1} \) is the ratio
\( \frac{\#A}{\#B} \), where \( A = \{ i \in \tilde{T} | i \models H_1 \land \cdots \land H_m \land H_{m+1} \} \) and \( B = \{ i \in \tilde{T} | i \models H_1 \land \cdots \land H_m \} \).

4 Methodology Versus Formalism

As it was extensively presented in Sect. 2, the methodology for temporal
rules extraction may be structured in two phases. During the first phase one
transform sequential raw data into sequences of events. Practically, this means
to establish the set of events, identified by names, and the set of features,
common for all events.
In the frame of our formalism, during this phase we establish the set of temporal atoms which can be defined syntactically in $L$. For this we start by defining the first-order temporal language $L$. Considering as raw data the database described in Example 1, we include in $L$ a 3-ary predicate symbol $E$, three variable symbols $y_i, i = 1..3$, two 12-ary function symbols $f$ and $g$, two sets of constant symbols – $\{d_1, \ldots, d_6\}$ and $\{c_1, \ldots, c_n\}$ – and the usual set of relational symbols and logical (temporal) connectives. As we showed in the above example and according to the syntactic rules of $L$, an event is defined as $E(d_i, f(c_{j1}, \ldots, c_{j12}), g(c_{k1}, \ldots, c_{k12}))$, whereas an event template is defined as $E(y_1, y_2, y_3)$. Also provided during this phase is the semantics of $L$. Firstly, the domain $D = D_e \cup D_f$ (see Sect. 3) is defined. According to the results of the discretisation algorithm applied on raw data from the cited example, the domain $D_e$ is defined as $\{\text{peak, start\_peak, stop\_peak, flat, start\_flat, stop\_flat, valley, start\_valley, stop\_valley}\}$. During the step global features calculation, two features – the mean and the standard error – were selected to capture the continuous aspect of the events. Consequently, the domain $D_f = \mathbb{R}^+$, as the stock prices are positive real numbers and the features are statistical functions.

Secondly, a linear time structure $M$, i.e. a triple $(S, x, I)$ (see Def. 5) is specified. The database of events, obtained after the first phase of the methodology, contains tuples with three values, $(v_1, v_2, v_3)$. For a tuple with a recording index $i$, the first value expresses the name of the event – peak, flat, valley – which occurs at time moment $i$ and the two other values express the result of the two features. Therefore, we define a state $s$ as a triple $(v_1, v_2, v_3)$, the set $S$ as the set of all tuples from database and the sequence $x$ as the ordered sequence of tuples in database (see Table 1).

<table>
<thead>
<tr>
<th>Index</th>
<th>State</th>
<th>Index</th>
<th>State</th>
<th>Index</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(peak, 10, 1.5)</td>
<td>4</td>
<td>(flat, 1, 0.5)</td>
<td>7</td>
<td>(valley, 15, 1.9)</td>
</tr>
<tr>
<td>2</td>
<td>(peak, 10, 1.5)</td>
<td>5</td>
<td>(flat, 1, 0.5)</td>
<td>8</td>
<td>(flat, 3, 1.1)</td>
</tr>
<tr>
<td>3</td>
<td>(peak, 14, 2.2)</td>
<td>6</td>
<td>(flat, 1, 0.5)</td>
<td>9</td>
<td>(peak, 12, 1.2)</td>
</tr>
</tbody>
</table>

At this stage the interpretation of all symbols (global and local symbols) can be defined. For the global symbols (function symbols and relational symbols), the interpretation is quite intuitive. Therefore, the meaning $I(d_j)$ is an element of $D_e$, the meaning $I(c_j), j = 1..n$, is a positive real number, whereas the meaning $I(f)$, respectively $I(g)$, is the function $f : D_f^{12} \rightarrow D_f$, $f(x) = x$, respectively the function $g : D_f^{12} \rightarrow D_f$, $g(x) = se(x)$ – we used the standard notations in statistics for the mean and standard error estimators.

The interpretation of a local symbol (the variable symbols $y_i$ and the predicate symbol $E$) depends on the state at which is evaluated. According
The variable symbols included in the template (see Sect. 3), which is defined as:

**Algorithm 1 Temporal atom evaluation**

Consider the state \( s_i = (v_1, v_2, v_3) \)

If \( I_{s_i}(t_1) = v_1 \) and \( I_{s_i}(t_2) = v_2 \) and \( I_{s_i}(t_3) = v_3 \)

Then \( I_{s_i}(E(t_1, t_2, t_3)) = true \)

Else \( I_{s_i}(E(t_1, t_2, t_3)) = false \)

Finally, the interpretation of the variable symbol \( y_j \) at the state \( s_i \) is given by \( I_{s_i}(y_j) = v_j, j = 1..3 \), which satisfies the condition imposed to the interpretation of temporal atom template (see Sect. 3), which is \( I_{s_i}E(y_1, y_2, y_3) = true \) for each state \( s_i \). Having well-defined the language \( L \), the syntax and the semantics of \( L \), as well as the linear time structure \( M \), we can construct the temporal atoms evaluated as \( true \) at time moment \( i \) (see Table 2).

During the second phase of the methodology, we generate a set of temporal rules inferred from the database of events, obtained in phase one. The first induction process consists in creating classification trees, each based on a different training set. In the frame of our formalism, choosing a training set is equivalent to choose a model \( M \) for the linear time structure \( M \). All the states from these models are complete states, because the algorithm which construct the tree must know, for each time moment, the set of predictor events and the corresponding dependent event. Once the classification tree constructed, the test contained in each node becomes a relational atom and the set of all relational atoms situated on a path from root to a leaf become a constraint formula template. The variable symbols \( y_i \) included in the template are generated by the following rule:

<table>
<thead>
<tr>
<th>State</th>
<th>Temporal Atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( E(peak, 10, 1.5) ), ( E(start_peak, 10, 1.5) )</td>
</tr>
<tr>
<td>2</td>
<td>( E(peak, 10, 1.5) ), ( E(stop_peak, 10, 1.5) )</td>
</tr>
<tr>
<td>3</td>
<td>( E(peak, 14, 2.2) ), ( E(start_peak, 14, 2.2) ), ( E(stop_peak, 14, 2.2) )</td>
</tr>
<tr>
<td>4</td>
<td>( E(flat, 1, 0.5) ), ( E(start_flat, 1, 0.5) )</td>
</tr>
<tr>
<td>5</td>
<td>( E(flat, 1, 0.5) )</td>
</tr>
<tr>
<td>6</td>
<td>( E(flat, 1, 0.5) ), ( E(stop_flat, 1, 0.5) )</td>
</tr>
<tr>
<td>7</td>
<td>( E(valley, 15, 1.9) ), ( E(start_valley, 15, 1.9) ), ( E(stop_valley, 15, 1.9) )</td>
</tr>
<tr>
<td>8</td>
<td>( E(flat, 3, 1.1) ), ( E(start_flat, 3, 1.1) ), ( E(stop_flat, 3, 1.1) )</td>
</tr>
<tr>
<td>9</td>
<td>( E(peak, 12, 1.2) ), ( E(start_peak, 12, 1.2) ), ( E(stop_peak, 12, 1.2) )</td>
</tr>
</tbody>
</table>

Table 2. The temporal atoms evaluated \( true \) at the first nine states of \( M \) (example)
if the attribute concerned by the test is related to the event name, it is replaced by \( y_1 \)

- if the attribute concerned by the test is related to the feature mean (respectively standard error), it is replaced by \( y_2 \) (respectively \( y_3 \)).

The constraint formula template becomes a temporal rule template by adding temporal connectives according to the procedure which links a temporal dimension to a rule generated by C4.5 algorithm. Finally, the confidence of temporal rule template is calculated according to Definition 11.

Remark: The values of the categorical dependent variable, or the classes, may be obtained either in a supervised mode (e.g. given by an expert) or in an unsupervised mode (e.g. the names of the events). In the last case, we may restrict the possible values to the set \( \{ \text{start}_\text{event}_1, \text{stop}_\text{event}_1, \ldots, \text{start}_\text{event}_n, \text{stop}_\text{event}_n \} \).

To exemplify the induction process, from training set to temporal rule templates, consider the following model \( \tilde{M} = \{ s_1, \ldots, s_{100} \} \). According to the procedure for training set selection (see Sect. 2), in a first step we must indicate the sequences \( q_i, i = 1..k \), of predictor variables and the sequence \( q_c \) of class values. The information on sequences \( q_i \) is extracted from the structure of the states from the model \( \tilde{M} \): given the state \( s_i = (v_1, v_2, v_3) \), \( 1 \leq i \leq 100 \), we define \( q_{ji} = v_j, j = 1..3 \). Therefore, \( q_1 \) is the sequence of the event names, \( q_2 \) is the sequence of the mean values and \( q_3 \) is the sequence of the standard error values. As there is no predefined classification (unsupervised mode), the sequence \( q_c \) is defined as \( q_{ci} = q_{1i}, i = 1..100 \). The next step consists in defining the parameters \( t_0, t_p \) and \( h \), which are set as \( t_0 = 100, t_p = 96 \) and \( h = 3 \) (the methodology for finding the optimal value of the parameter \( h \) is based on the analysis of classification errors and is described in [10]). Concerning the tuples from the training set, there is a minor difference compared with the procedure from Sect. 2 – the sequence of class values \( (q_c) \) being the same.
as one of the sequence of predictor variables \((q_t)\), we can not include in a
tuple which contains the class value \(q_{ct}\) the predictor values \(q_{1t}\), \(q_{2t}\) and \(q_{3t}\).
In other words, we can not accept that the same event occurred at time \(t\) to
be simultaneously on the left and on the right side of a temporal rule. As we
can see in Fig. 3, a tuple contains now \(k \cdot h = 9\) predictor values instead of
\(k(h + 1) = 12\), and there is no attribute having an index \(i\) such that \(i \mod(h + 1)\) to be 0. Suppose now that one of the rule generated by C4.5 algorithm
using the previous defined training set has the form

\[
\text{If } (A_3=\text{start\_peak}) \text{ and } (A_7 < 11) \text{ and } (A_1=\text{start\_peak}) \text{ Then Class } \text{start\_valley}
\]

By convention, the event in the head of the rule occurs always at time moment
\(t = 0\), so an event from the body of the rule, corresponding to the attribute
\(A_i\), occurs at time moment \(-(i \mod 4)\). By applying this observation and
the convention on how to use symbol variables in a temporal rule, we obtain
the following temporal rule template

\[
X_{-3}(y_1 = \text{start\_peak}) \land X_{-2}(y_2 < 11) \land X_{-1}(y_1 = \text{start\_peak}) \mapsto X_0(y_1 = \text{start\_valley})
\]

The induction process is repeatedly applied on different models \(M_i\) of the
time structure \(M\), which will generate in the end different sets of temporal
rule templates (see Table 3). It is possible to obtain the same template in two
different sets, but with different confidence, or templates with the same head,
but with different bodies.

The second inference process is designed to obtain temporal meta-rules,
which are temporal rule templates in accordance with Definition 4, but sup-
posed to have a small variability of the estimated confidence among different
models. Therefore, a temporal meta-rule may be applied with the same confi-
dence in any state, complete or incomplete. To obtain such temporal rules, we

\begin{table}
\centering
\caption{Different temporal rule templates extracted from two models \(\hat{M}\) using the
induction process (example)}
\begin{tabular}{ll}
\hline
Model & Temporal Rule Templates \\
\hline
\hspace{1cm} & \hspace{1cm} \\
\hline
\textbf{s}1 \ldots \textbf{s}100 & \begin{align*}
X_{-3}(y_1 = \text{start\_peak}) \land X_{-2}(y_2 < 11) \land \\
& \quad \land X_{-1}(y_1 = \text{start\_peak}) \mapsto X_0(y_1 = \text{start\_valley})
\end{align*} \\
\hline
\textbf{s}300 \ldots \textbf{s}399 & \begin{align*}
X_{-2}(y_1 = \text{peak}) \land X_{-3}(y_3 < 1.1) \land \\
& \quad \land X_{-2}(y_2 \geq 12.3) \mapsto X_0(y_1 = \text{start\_valley})
\end{align*} \\
\hline
\end{tabular}
\end{table}
apply strategies which cut irrelevant relational atoms, according with some
criteria, from the implication clauses of temporal rules templates obtained
during the first induction process. The process of inferring temporal meta-rules
is related to a new approach in data mining, called higher order mining, i.e.
mining from the results of previous mining runs. According to this approach,
the rules generated by the first induction process are first order rules and those
generated by the second inference process (i.e. temporal meta-rules) are higher
order rules. The formalism we proposed does not impose what methodology
to use to discover first order temporal rules. As long as these rules satisfy the
syntactic form described in Definition 4, the strategy (including algorithms,
criteria, statistical methods) developed to infer temporal meta-rules might
be applied.

5 Temporal Meta-Rules

Suppose that for a given model ˜M we dispose of a set of temporal rules tem-
plates, extracted from the corresponding classification tree. It is very likely
that some temporal rules templates contain implication clauses that are irrel-
levant, i.e. after their deletion, the general interpretation of the templates re-
main unchanged (Remark: in the following, by the notion “implication clause”
we consider a relational atom prefixed by the temporal connective $X_{-k}$). In
the frame of a consistent time structure $M$, it is obviously that we cannot
delete an implication clause from a temporal rule template (denoted $TR$) if
the resulting template (noted $TR^-$) has a lower confidence. But for a given
model ˜M, we calculate an estimate (denoted $co(TR, \tilde{M})$) of the true con-
dfidence (denoted $co(TR)$). Because this estimator has a binomial distribution,
we may establish a confidence interval for $co(TR)$ and, consequently, we ac-
cept to delete an implication clause from $TR$ if and only if the lower confidence
limit of $co(TR^-, \tilde{M})$ is greater than the lower confidence limit of $co(TR, \tilde{M})$.

The estimator $co(TR, \tilde{M})$ being the ratio $\#A/\#B$, (see Def. 11), a con-
fidence interval for this value is constructed using a normal distribution de-
pending on $\#A$ and $\#B$ (more precisely, the normal distribution has mean
$\pi = \#A/\#B$ and variance $\sigma^2 = \pi(1-\pi)/\#B$). The lower limit of the interval
is $L_\alpha(A, B) = \pi - z_\alpha \sigma$, where $z_\alpha$ is a quantile of the normal distribution for
a given confidence level $\alpha$. The algorithm which generalize a single temporal
rule template $TR$, by deleting a single implication clause, is presented in the
following:

**Algorithm 2 Generalization 1-delete**

*Step 1* Let $TR = H_1 \land \cdots \land H_m \mapsto H_{m+1}$ be a temporal rule template. Let
$N = \cup \{C_j\}$, where $C_j$ are all the implication clauses that appear in
the body of the template. Rewrite $TR$, by an abuse of notation, as $N \mapsto H_{m+1}$.
If $n = \#N$, denote by $C_1, \ldots, C_n$ the list of all implication clauses from $N$. 
Step 2 For each \( i = 1, \ldots, n \) do
\[
\mathbb{R}^- = \mathbb{R} - C_i, \quad TR^-_i = \mathbb{R}^- \mapsto H_{m+1}^+
\]
\[A = \{i \in \tilde{T} | i \models \mathbb{R} \land H_{m+1}\}, B = \{i \in \tilde{T} | i \models \mathbb{R} \} \]
\[A^- = \{i \in \tilde{T} | i \models \mathbb{R}^- \land H_{m+1}\}, B^- = \{i \in \tilde{T} | i \models \mathbb{R}^-\} \]
\[\text{co}(TR, \tilde{M}) = \#A / \#B, \text{co}(TR^-_i, \tilde{M}) = \#A^- / \#B^- \]
If \( L_\alpha(A, B) \leq L_\alpha(A^-, B^-) \) then store \( TR^-_i \)

Step 3 Keep only the generalized temporal rule template \( TR^-_i \) for which \( L_\alpha(A^-, B^-) \) is maximal.

The core of the algorithm is the Step 2, where the sets used to estimate the confidence of the initial template, \( TR \), and of the generalized template, \( TR^- \), i.e. \( A, B, A^- \) and \( B^- \), are calculated. The complexity of this algorithm is linear in \( n \). Using the criterion of lower confidence limit, (or LCL), we define the temporal meta-rule inferred from \( TR \) as the temporal rule template with a maximum set of implication clauses deleted from \( \mathbb{R} \) and having the maximum lower confidence limit greater than \( L_\alpha(A, B) \). An algorithm designed to find the largest subset of implication clauses that can be deleted will have an exponential complexity. A possible solution is to use the Algorithm 2 in successive steps until no more deletion is possible, but without having the guarantee that we will get the global maximum.

As example, consider the first temporal rule template from Table 3 and suppose that \( \#A = 20 \) and \( \#B = 40 \) (giving an estimate \( \text{co}(TR, \tilde{M}) = 0.5 \), with \( L_{0.95}(0.5) = 0.345 \)). Looking at Table 4, we find two implication clauses which could be deleted (the first and the second) with a maximum \( L_\alpha(A^-, B^-) \) given by the second clause. As a remark, by deleting the first implication clause, the resulting template has an estimate of the confidence (0.489) less than of the original template (0.5), but a lower confidence limit 0.349 greater than \( L_{0.95}(0.5) \), which allows the deletion operation.

If we apply again the Algorithm 2 on the template
\[
X_{-3}(y_1 = \text{start}\_\text{peak}) \land X_{-1}(y_1 = \text{start}\_\text{peak}) \mapsto X_{0}(y_1 = \text{start}\_\text{valley})
\]
(denoted \( TR^- \)), we find that no other implication clause can be deleted, i.e. \( TR^- \) is the temporal meta rule according to the criterion LCL inferred from

<table>
<thead>
<tr>
<th>Deleted Implication Clause</th>
<th>#A^-</th>
<th>#B^-</th>
<th>\text{co}(TR^-_i, \tilde{M})</th>
<th>L_\alpha(A^-, B^-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_{-3}(y_1 = \text{start}_\text{peak}) ) &amp; 24</td>
<td>49</td>
<td>0.489</td>
<td>0.349</td>
<td></td>
</tr>
<tr>
<td>( X_{-3}(y_2 &lt; 11) ) &amp; 30</td>
<td>50</td>
<td>0.60</td>
<td>0.464</td>
<td></td>
</tr>
<tr>
<td>( X_{-1}(y_1 = \text{start}_\text{peak}) ) &amp; 22</td>
<td>48</td>
<td>0.458</td>
<td>0.317</td>
<td></td>
</tr>
</tbody>
</table>
the temporal rule template

\[ X_{-3}(y_1 = \text{start}_\text{peak}) \land X_{-3}(y_2 < 11) \land X_{-1}(y_1 = \text{start}_\text{peak}) \rightarrow X_0(y_1 = \text{start}_\text{valley}). \]

Suppose now that we dispose of two models, \( \tilde{M}_1 = (\tilde{T}_1, \tilde{x}_1) \) and \( \tilde{M}_2 = (\tilde{T}_2, \tilde{x}_2) \), and for each model we have a set of temporal rule templates with the same implicated clause \( H \) (sets denoted \( S_1 \), respectively \( S_2 \)). Let \( S \) be a subset of the union \( S_1 \cup S_2 \). If \( TR_j \in S \), \( j = 1, \ldots, n \), \( TR_j = H_1 \land \cdots \land H_m_j \rightarrow H \), then consider the sets

\[ A_j = \{ i \in \tilde{T}_1 \cup \tilde{T}_2 | i \models H_1 \land \cdots \land H_m_j \land H \}, A = \cup A_j, \]
\[ B_j = \{ i \in \tilde{T}_1 \cup \tilde{T}_2 | i \models H_1 \land \cdots \land H_m_j \}, B = \cup B_j, \]
\[ C = \{ i \in \tilde{T}_1 \cup \tilde{T}_2 | i \models H \}. \]

The performance of the subset \( S \) can be summarized by the number of false positives (time instants where the implication clauses of each template from \( S \) are true, but not the clause \( H \)) and the number of false negatives (time instants where the clause \( H \) is true, but none of the implication clauses of the templates from \( S \)). Practically, the number of false positives is \( fp = \#(B - A) \) and the number of false negatives is \( fn = \#(C - B) \). The worth of the subset \( S \) of temporal rule templates is assessed using the Minimum Description Length Principle (MDLP) [33, 34]. This provides a basis for offsetting the accuracy of a theory (here, a subset of templates) against its complexity. The principle is simple: a Sender and a Receiver have both the same models \( \tilde{M}_1 \) and \( \tilde{M}_2 \), but the states from the models of the Receiver are incomplete states (the interpretation of the implicated clause cannot be calculated). The sender must communicate the missing information to the Receiver by transmitting a theory together with the exceptions to this theory. He may choose either a simple theory with a great number of exceptions or a complex theory with fewer exceptions. The MLD Principle states that the best theory will minimize the number of bits required to encode the total message consisting of the theory together with its associated exceptions. This is a particular instantiation of the MLDP, called two-part code version, which states that, among the set of candidate hypotheses \( \mathcal{H} \), the best hypothesis to explain a set of data is one which minimizes the sum of the length, in bits, of the description of the hypothesis, and the length, in bits, of the description of the data encoded with the help of the hypothesis (which usually amounts to specifying the errors the hypothesis makes on the data). In the case where there are different hypotheses for which the sum attains its minimum, we select those with a minimum description length.

To encode a temporal rule template from \( S \), we must specify its implication clauses (the implicated clause being the same for all rules, there is no need to encoded it). Because the order of the implication clauses is not important, the number of required bits is reduced by \( \kappa \log_2(m!) \), where \( m \) is the number
of implication clauses and $\kappa$ is a constant depending on encoding procedure. The number of bits required to encode the set $S$ is the sum of encoding length for each template from $S$ reduced by $\kappa \log_2(n!)$ (the order of the $n$ templates from $S$ is not important). The exceptions are encoded by indicating the sets false positive and false negative. If $b = \#B$ and $N = \#(\tilde{T}_1 + \tilde{T}_2)$ then the number of bits required is $\kappa \log_2\left(\binom{b}{fp}\right) + \kappa \log_2\left(\binom{N-b}{fn}\right)$, because we have $\binom{b}{fp}$ possibilities to choose the false positives among the cases covered by the rules and $\binom{N-b}{fn}$ possibilities to indicate the false negatives among the uncovered cases. The total number of bits required to encode the message is then equal to theory bits + exceptions bits.

Using the criterion of MDLP, we define as temporal meta-rules inferred from a set of temporal rule templates (implying the same clause and extracted from at least two different models), the subset $S$ that minimizes the total encoding length. An algorithm designed to extensively search this subset $S$ has an exponential complexity, but in practice (and especially when $\#(S_1 + S_2) > 10$) we may use different non-optimal strategies (hill-climbing, genetic algorithms, simulated annealing), having a polynomial complexity.

For a practical implementation of an encoding procedure in the frame of the formalism, one use a notion from the theory of probability, i.e. the entropy. Given a finite set $S$, the entropy of $S$ is defined as $\mathcal{I}(S) = -\sum_{v \in S} freq(v) \cdot \log_2(freq(v))$, where $freq(v)$ means the frequency of the element $v$ in $S$. This measure attains its maximum when all frequencies are equal. Consider now a model $M$, characterized by the states $s_1, \ldots, s_n$, where each state $s_i$ is defined by a $m$-tuple $(v_{i1}, \ldots, v_{im})$. Based on these states consider the sets $A_j, j = 1 \ldots m$, where $A_j = \bigcup_{i=1..n} \{v_i\}$. Let be a temporal rule template inducted from the model $\tilde{M}$ and let be $X_{-k}(y; \rho c)$ an implication clause from this template, with $j \in \{1 \ldots m\}$ and $\rho$ a relational symbol. We define the encoding length for $X_{-k}(y; \rho c)$ to be $\mathcal{I}(A_j)$. The encoding length of a temporal rule template having $k$ implication clauses is thence equal with $\log_2(k)$ plus the sum of encoding length for each clause, reduced by $\log_2(q!)$ (order is not important), but augmented with $\log_2(m \cdot h_{max})$, where $h_{max}$ is the time window of the template. The last quantity expresses the encoding length for the temporal dimension of the rule. Finally, the encoding length of $q$ temporal rule templates is $\log_2(q)$ plus the sum of encoding length for each template, reduced by $\log_2(q!)$ (order is not important), whereas the encoding length of the exceptions is given by $\log_2\left(\binom{b}{fp}\right) + \log_2\left(\binom{N-b}{fn}\right)$.

As example, consider the set of temporal rule templates from Table 3 having as implicated clause $X_0(y_1 = \text{start_valley})$. To facilitate the notation, we denote with $TR_1$, $TR_2$ and $TR_3$ the three concerned templates, written in this order in the mentioned Table. Therefore $S_1 = \{TR_1, TR_2\}$, $S_2 = \{TR_3\}$ and states used to calculate the entropy of the sets $A_j, j = 1..3$ are $\{s_1, \ldots, s_{100}, s_{300}, \ldots, s_{800}\}$. The encoding length for each subset $S \subseteq S_1 \cup S_2$...
is calculated in the last column of Table 5, value which is the sum of the templates encoding length (second column) and the exceptions encoding length (third column). As an observation, even if the set \( \{TR_1, TR_2\} \) has more templates than the set \( \{TR_3\} \), the encoding length for the two templates (14.34) is less than the encoding length of the last template (17.94). The conclusion to be drawn by looking at the last column of Table 5 is that the temporal meta rules, according to the MDLP criterion and inferred from the set \( \{TR_1, TR_2, TR_3\} \) (based on the states \( \{s_1, \ldots, s_{100}\} \) and \( \{s_{300}, \ldots, s_{399}\} \)) is the subset \( S = \{TR_1, TR_2\} \).

Table 5. The encoding length of different subsets of temporal rule templates having as implicated clause \( X_0(y_1 = \text{start\_valley}) \), based on states \( \{s_1, \ldots, s_{100}\} \) and \( \{s_{300}, \ldots, s_{399}\} \)

<table>
<thead>
<tr>
<th>Subset ( S )</th>
<th>Templates Length</th>
<th>Exceptions Length</th>
<th>Total Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {TR_1} )</td>
<td>8.88</td>
<td>70.36</td>
<td>79.24</td>
</tr>
<tr>
<td>( {TR_2} )</td>
<td>7.48</td>
<td>66.64</td>
<td>74.12</td>
</tr>
<tr>
<td>( {TR_3} )</td>
<td>17.94</td>
<td>67.43</td>
<td>85.37</td>
</tr>
<tr>
<td>( {TR_1, TR_2} )</td>
<td>14.34</td>
<td>46.15</td>
<td>60.49</td>
</tr>
<tr>
<td>( {TR_1, TR_3} )</td>
<td>24.82</td>
<td>41.2</td>
<td>66.02</td>
</tr>
<tr>
<td>( {TR_2, TR_3} )</td>
<td>23.42</td>
<td>38.00</td>
<td>61.42</td>
</tr>
<tr>
<td>( {TR_1, TR_2, TR_3} )</td>
<td>31.72</td>
<td>30.43</td>
<td>62.15</td>
</tr>
</tbody>
</table>

Because the two definitions of temporal meta-rules differ not only in criterion (LCL, respectively MLDP), but also in the number of initial models (one, respectively at least two), the second inference process is applied in two steps. During the first step, temporal meta-rules are inferred from each set of temporal rule templates based on a single model. During the second step, temporal meta-rules are inferred from each set of temporal rules created during the step one and having the same implicated clause (see Fig. 4).

There is another reason to apply firstly the LCL criterion: the resulting temporal meta-rules are less redundant concerning the set of implication clauses and so the encoding procedures, used by MLDP criterion, don’t need an adjustment against this effect.

6 Conclusions

In this article we constructed a theoretical framework for a methodology introduced in [9], which has as finality the discovery of knowledge, represented in the form of general Horn clauses, inferred from databases with a temporal dimension. To obtain what we called temporal rules, a discretisation phase that extracts events from raw data is applied first, followed by an inductive
phase, which constructs classification trees from these events. The discrete and continuous characteristics of an event, according to its definition, allow us to use statistical tools as well as techniques from artificial intelligence on the same data.

The theoretical framework we proposed, based on first-order temporal logic, permits to define the main notions (event, temporal rule, constraint) in a formal way. The concept of consistent linear time structure allows us to introduce the notions of general interpretation, of support and of confidence, the last two measure being the expression of the two similar concepts used in data mining.

Also included in the proposed framework, the process of inferring temporal meta-rules is related to a new approach in data mining, called higher order mining, i.e. mining from the results of previous mining runs. According to this approach, the rules generated by the first induction process are first order rules and those generated by the second inference process (i.e. temporal meta-rules) are higher order rules. Our formalism do not impose which methodology must be used to discover first order rules. As long as these rules may be expressed according to Definition 4, the strategy (here including algorithms, criterions, statistical methods), developed to infer temporal meta-rules may be applied.

It is important to mention that the condition of the existence of the limit, in the definition of consistent linear time structure, is a fundamental one: it express the fact that the structure $M$ represents a homogenous model and therefore the conclusions (or inferences) based on a finite model $\tilde{M}$ for $M$ are consistent. However, at this moment, we do not know methods which may certified that a given model is consistent. In our opinion, the only feasible approach to this problem is the development of methods and procedure for detecting the change points in the model and, in this direction, the analysis of the evolution of temporal meta-rules seems a very promising starting point.
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1 Introduction

An association rule is commonly understood to be an expression of the form \(X \rightarrow Y\), where \(X\) and \(Y\) are sets of items. The association rule \(X \rightarrow Y\) means that transactions containing items of set \(X\) tend to contain items of set \(Y\). There are two measures of intensity of an association rule – confidence and support.

An association rule discovery task is a task to find all the association rules of the form \(X \rightarrow Y\) such that the support and confidence of \(X \rightarrow Y\) are above the user-defined thresholds \(\text{minconf}\) and \(\text{minsup}\). The conventional a-priori algorithm of association rules discovery proceeds in two steps. All frequent itemsets are found in the first step. A frequent itemset is a set of items that is included in at least minsup transactions. Association rules with a confidence of at least minconf are generated in the second step [1].

Particular items can be represented by Boolean attributes and a Boolean data matrix can represent the whole set of transactions. The algorithm can be modified to deal with attributes with more than two values. Thus, the association rules for example of the form \(A(a_1) \land B(b_3) \rightarrow C(c_7)\) can be mined. We assume that the attribute \(A\) has \(k\) particular values \(a_1, \ldots, a_k\).
The expression $A(a_1)$ denotes the Boolean attribute that is true if the value of attribute $A$ is $a_1$ etc.

The goal of this chapter is to draw attention to an alternative approach to mining association rules. This approach is based on representing each possible value of an attribute by a single string of bits $[10, 11]$. In this way it is possible to mine for association rules of the form, for example, $A(\alpha) \land B(\beta) \rightarrow C(\gamma)$ where $\alpha$ is not a single value but a subset of all the possible values of the attribute $A$. The expression $A(\alpha)$ denotes the Boolean attribute that is true for a particular row of data matrix if the value of $A$ in this row belongs to $\alpha$, and the same is true for $B(\beta)$ and $C(\gamma)$.

The bit string approach means that it is easy to compute all the necessary frequencies. Then we can mine not only for association rules based on confidence and support but also for rules corresponding to various additional relations of Boolean attributes including relations described by statistical hypotheses tests. Association rules of this type are introduced in Sect. 2. The bit string approach also makes it easy to mine for conditional association rules that are mentioned also in Sect. 2.

The bit string approach was used several times in the implementation of the GUHA method of mechanising hypotheses formation [3, 4, 5, 7]. We present the GUHA procedure 4ft-Miner that is a contemporary implementation of this approach (see Sect. 2). The 4ft-Miner procedure has very fine tools to tune the set of potentially interesting association rules to be automatically generated and verified and also tools to filter and to sort the set of found association rules. Some of these tools were invented on the basis of more than 30 years experience with the GUHA method. There are also some new tools never implemented in former implementations of the GUHA method. These tools come from 8 years experience with the procedure 4ft-Miner.

The principles of the bit string approach are described in Sect. 4. The final algorithm is very fast and it is approximately linearly dependent on the number of rows of the analysed data matrix. Time and memory complexity are discussed in Sect. 5. The 4ft-Miner procedure is a part of the academic system LISp-Miner for KDD research and teaching. Main features of the LISp-Miner system are mentioned in Sect. 6.

2 Association Rules

The association rule here is understood to be an expression $\varphi \approx \psi$ where $\varphi$ and $\psi$ are Boolean attributes. The association rule $\varphi \approx \psi$ means that the Boolean attributes $\varphi$ and $\psi$ are associated in the way given by the symbol $\approx$.

The symbol $\approx$ is called the 4ft-quantifier. It corresponds to a condition concerning a four-fold contingency table of $\varphi$ and $\psi$. Various types of dependencies of $\varphi$ and $\psi$ can be expressed by 4ft-quantifiers.

The association rule $\varphi \approx \psi$ concerns the analysed data matrix $\mathcal{M}$. The rule $\varphi \approx \psi$ is true in data matrix $\mathcal{M}$ if the condition corresponding to the
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4ft-quantifier is satisfied in the four-fold contingency table of \( \varphi \) and \( \psi \) in \( \mathcal{M} \), otherwise \( \varphi \approx \psi \) is false in data matrix \( \mathcal{M} \).

We define the value \( \text{Val}(\varphi \approx \psi, \mathcal{M}) \) of \( \varphi \approx \psi \) in \( \mathcal{M} \) as \( \text{Val}(\varphi \approx \psi, \mathcal{M}) = 1 \) if \( \varphi \approx \psi \) is true in \( \mathcal{M} \), and as \( \text{Val}(\varphi \approx \psi, \mathcal{M}) = 0 \) if \( \varphi \approx \psi \) is false in \( \mathcal{M} \).

The four-fold contingency table of \( \varphi \) and \( \psi \) in data matrix \( \mathcal{M} \) is a quadruple \( \langle a, b, c, d \rangle \) of natural numbers such that

- \( a \) is the number of rows of \( \mathcal{M} \) satisfying both \( \varphi \) and \( \psi \)
- \( b \) is the number of rows of \( \mathcal{M} \) satisfying \( \varphi \) and not satisfying \( \psi \)
- \( c \) is the number of rows of \( \mathcal{M} \) not satisfying \( \varphi \) and satisfying \( \psi \)
- \( d \) is the number of rows of \( \mathcal{M} \) satisfying neither \( \varphi \) nor \( \psi \).

The four-fold contingency table (the 4ft table) of \( \varphi \) and \( \psi \) in \( \mathcal{M} \) is denoted by \( 4\text{ft}(\varphi, \psi, \mathcal{M}) \). In addition we sometimes use \( r = a + b \), \( s = c + d \), \( k = a + c \), \( l = b + d \) and \( n = a + b + c + d \), see Table 1.

<table>
<thead>
<tr>
<th>( M )</th>
<th>( \psi )</th>
<th>( \neg \psi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varphi )</td>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>( \neg \varphi )</td>
<td>( c )</td>
<td>( d )</td>
</tr>
<tr>
<td>( k )</td>
<td>( l )</td>
<td>( n )</td>
</tr>
</tbody>
</table>

The Boolean attributes \( \varphi \) and \( \psi \) are derived from the columns of data matrix \( \mathcal{M} \). We assume there is a finite number of possible values for each column of \( \mathcal{M} \). Basic Boolean attributes are created first. The basic Boolean attribute is an expression of the form \( A(\alpha) \) where \( \alpha \subset \{a_1, \ldots a_k\} \) and \( \{a_1, \ldots a_k\} \) is the set of all possible values of the column \( A \). The basic Boolean attribute \( A(\alpha) \) is true in row \( o \) of \( \mathcal{M} \) if it is \( a \in \alpha \) where \( a \) is the value of the attribute \( A \) in row \( o \). Boolean attributes \( \varphi \) and \( \psi \) are derived from basic Boolean attributes using propositional connectives \( \lor \), \( \land \) and \( \neg \) in the usual way.

The value of a Boolean attribute \( \varphi \) in row \( o \) of \( \mathcal{M} \) is denoted by \( \varphi(o, \mathcal{M}) \). It is \( \varphi(o, \mathcal{M}) = 1 \) if \( \varphi \) is true in row \( o \) of \( \mathcal{M} \), if \( \varphi \) is false then \( \varphi(o, \mathcal{M}) = 0 \).

We usually call the columns of the data matrix \( \mathcal{M} \) attributes. The possible values of attributes are called categories. We assume that the rows of \( \mathcal{M} \) correspond to the observed objects see Fig. 1. There are also some examples of basic Boolean attributes and Boolean attributes in Fig. 1. We write only \( A_1(1) \) instead of \( A_1(\{1\}) \), \( A_1(1, 2) \) instead of \( A_1(\{1, 2\}) \) etc.

There are various 4ft-quantifiers. Some examples are given below. Further 4ft-quantifiers are defined in [3, 6, 16] and also at http://lispminer.vse.cz/.

The 4ft-quantifier \( \Rightarrow_{p, \text{Base}} \) of founded implication [3] is defined for \( 0 < p \leq 1 \) and \( \text{Base} > 0 \) by the condition \( \frac{a}{a + b} \geq p \land a \geq \text{Base} \). The association rule \( \varphi \Rightarrow_{p, \text{Base}} \psi \) means that at least 100\( p \) per cent of rows of \( \mathcal{M} \) satisfying
Object Columns of $\mathcal{M}$ Examples of Boolean Attributes
\begin{tabular}{cccc}
Row & i.e. Attributes & Basic Boolean Attributes & Boolean Attributes \\
$M_a$ & $A_1, A_2 \ldots A_K$ & $A_1(1)$ & $A_1(1) \land A_2(1,4,5)$ & $\neg A_K(6)$ \\
\hline
$\delta_1$ & 1 9 \ldots 4 & 1 & 0 & 1 \\
$\delta_2$ & 1 4 \ldots 6 & 1 & 1 & 0 \\
$\delta_3$ & 3 5 \ldots 7 & 0 & 1 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
$\delta_n$ & 2 2 \ldots 6 & 0 & 0 & 0 \\
\end{tabular}

Fig. 1. Data matrix $\mathcal{M}$ and examples of Boolean attributes

$\varphi$ satisfy also $\psi$ and that there are at least $Base$ rows of $\mathcal{M}$ satisfying both $\varphi$ and $\psi$.

The 4ft-quantifier $\Leftrightarrow_{p,Base}$ of founded double implication [6] is defined for $0 < p \leq 1$ and $Base > 0$ by the condition $\frac{a}{a+b+c} \geq p \land a \geq Base$. The association rule $\varphi \Leftrightarrow_{p,Base} \psi$ means that at least $100p$ per cent of rows of $\mathcal{M}$ satisfying $\varphi$ or $\psi$ satisfy both $\varphi$ and $\psi$ and that there are at least $Base$ rows of $\mathcal{M}$ satisfying both $\varphi$ and $\psi$.

Fisher’s quantifier $\sim_{\alpha,Base}$ [3] is defined for $0 < \alpha < 0.5$ and $Base > 0$ by the condition $\sum_{i=a}^{\min(r,k)} \frac{\binom{r}{i}(\binom{n-i}{k})}{\binom{n}{r}} \leq \alpha \land ad > bc \land a \geq Base$. This quantifier corresponds to the statistical test (on the level $\alpha$) of the null hypothesis of independence of $\varphi$ and $\psi$ against the alternative one of the positive dependence.

The 4ft-quantifier $\rightarrow_{conf,sup}$ is for $0 < conf < 1$ and $0 < sup < 1$ defined by the condition $\frac{a}{a+b} \geq conf \land \frac{a}{n} \geq sup$. It corresponds to the “classical” association rule with confidence $conf$ and support $sup$.

Each 4ft-quantifier $\approx$ can be understood as a $\{0,1\}$-valued function defined for all 4ft tables $(a, b, c, d)$ such that $\approx (a, b, c, d) = 1$ if and only if the condition corresponding to $\approx$ is satisfied for $(a, b, c, d)$. For example

- $\Rightarrow_{p,Base} (a, b, c, d) = 1$ if and only if $\frac{a}{a+b+c} \geq p \land a \geq Base$
- $\Leftrightarrow_{p,Base} (a, b, c, d) = 1$ if and only if $\frac{a}{a+b+c} \geq p \land a \geq Base$

If the condition depends only on $a$ and $b$ then we write only $\approx (a, b)$ instead of $\approx (a, b, c, d)$, e.g. we write $\Rightarrow_{p,Base} (a, b)$ instead of $\Rightarrow_{p,Base} (a, b, c, d)$. Similarly we write only $\Leftrightarrow_{p,Base} (a, b, c)$ instead of $\Leftrightarrow_{p,Base} (a, b, c, d)$ etc.

The 4ft-Miner procedure mines also for conditional association rules of the form $\varphi \approx \psi/\chi$ where $\varphi$, $\psi$ and $\chi$ are Boolean attributes. The intuitive meaning of $\varphi \approx \psi/\chi$ is that $\varphi$ and $\psi$ are in the relation given by 4ft-quantifier $\approx$ when the condition $\chi$ is satisfied. Both the association rule $\varphi \approx \psi$ and the conditional association rule $\varphi \approx \psi/\chi$ concern the analysed data matrix $\mathcal{M}$. The Boolean attributes $\varphi$, $\psi$ and $\chi$ are derived from the columns of the analysed data matrix in the same way as described for $\varphi$ and $\psi$ above.
The conditional association rule $\varphi \approx \psi / \chi$ is true in data matrix $M$ if there is both a row of $M$ satisfying $\chi$ and if the association rule $\varphi \approx \psi$ is true in data matrix $M / \chi$, otherwise $\varphi \approx \psi$ is false in data matrix $M$. The data matrix $M / \chi$ consists of all rows of data matrix $M$ satisfying $\chi$. We define the value $Val(\varphi \approx \psi / \chi, M)$ of $\varphi \approx \psi / \chi$ in $M$ as $Val(\varphi \approx \psi / \chi, M) = 1$ if $\varphi \approx \psi$ is true in $M / \chi$ and as $Val(\varphi \approx \psi / \chi, M) = 0$ if $\varphi \approx \psi$ is false in $M / \chi$.

3 4ft-Miner Procedure

The procedure 4ft-Miner mines for association rules $\varphi \approx \psi$ and for conditional association rules $\varphi \approx \psi / \chi$. We would like to point out that 4ft-Miner is a GUHA procedure in the sense of [3]. We also use the terminology introduced in [3] e.g. the notions antecedent, succedent, relevant question, etc.

The input of 4ft-Miner consists of
- the analysed data matrix
- several parameters defining the set of association rules to be automatically generated and tested.

The analysed data matrix is created from a database table. Any database accessible by the ODBC can be used. The columns of the database table are transformed into attributes (i.e. columns) of the analysed data matrix. There is a special module DataSource in the LISP-Miner system intended for these transformations. It is, for example, possible to use the original values from the given column of the database table as the categories of the defined attribute. It is also possible to define new categories as intervals of the given length. Moreover the DataSource module can generate the given number of equifrequency intervals as new categories.

The association rules to be automatically generated and verified are called relevant questions [3]. There are very fine tools to tune a definition of a set of relevant questions. The parameters defining the set of relevant questions are described in Sect. 3.1.

The output of 4ft-Miner procedure consists of all prime association rules. The association rule is prime if it is both true in the analysed data matrix and if it does not immediately follow from other simpler output association rules. The definition of the prime association rule depends on the properties of the used 4ft-quantifier.

Let us e.g. consider the 4ft-quantifier $\Rightarrow_{p, \text{Base}}$ of founded implication (see Sect. 2). If the association rule $A(a_1) \Rightarrow_{p, \text{Base}} B(b_1)$ is true then the association rule $A(a_1) \Rightarrow_{p, \text{Base}} B(b_1, b_2)$ is always also true. Thus if the association rule $A(a_1) \Rightarrow_{p, \text{Base}} B(b_1)$ is part of an output then the association rule $A(a_1) \Rightarrow_{p, \text{Base}} B(b_1, b_2)$ is not prime and thus it is not listed in the output.

There are interesting and important results concerning deduction rules among association rules that are related to the definition of the prime association rule see [3, 16]. The precise definition of the prime association rule
does not fall with the scope of this chapter. Please note that the 4ft-Miner procedure deals also with missing information [3, 13]. The details concerning dealing with missing information again does not fall with the scope of this chapter.

There are also great possibilities of filtering and sorting the output set rules. An example of 4ft-Miner application is given in Sect. 3.2.

3.1 Input of 4ft-Miner

The 4ft-Miner procedure mines for association rules of the form \( \varphi \approx \psi \) and for conditional association rules of the form \( \varphi \approx \psi / \chi \). The Boolean attribute \( \varphi \) is called antecedent, \( \psi \) is called succedent [3] and \( \chi \) is called condition.

Definition of the set of relevant questions consists of

- definition of a set of relevant antecedents
- definition of a set of relevant succedents
- definition of a set of relevant conditions
- definition of the 4ft-quantifier \( \approx \).

Antecedent, succedent and condition are conjunctions of literals. Literal is a basic Boolean attribute \( A(\alpha) \) or a negation \( \neg A(\alpha) \) of a basic Boolean attribute. The set \( \alpha \) is a coefficient of the literals \( A(\alpha) \) and \( \neg A(\alpha) \). The expression

\[
A(a_1, a_7) \land B(b_2, b_5, b_9) \Rightarrow_{p, \text{Base}} C(c_4) \land \neg D(d_3)
\]

is an example of an association rule. Here \( A(a_1, a_7), B(b_2, b_5, b_9), C(c_4) \) and \( \neg D(d_3) \) are literals. Moreover \( a_1 \) and \( a_7 \) are categories of \( A \) and \( \{a_1, a_7\} \) is a coefficient of \( A(a_1, a_7) \) (we write \( A(a_1, a_7) \) instead of \( A(\{a_1, a_7\}) \), the same is true for additional literals).

To increase the possibilities of defining the set of relevant questions is antecedent \( \varphi \) defined as a conjunction

\[
\varphi \equiv \varphi_1 \land \varphi_2 \land \cdots \land \varphi_k
\]

where \( \varphi_1, \varphi_2, \ldots, \varphi_k \) are partial antecedents. Each \( \varphi_i \) is chosen from one set of relevant partial antecedents. A partial antecedent is thus a conjunction of literals. The length of the partial antecedent is the number of literals in this conjunction.

The definition of the set of relevant antecedents is given by at least one definition of the set of relevant partial antecedents. The set of partial antecedents is given in the following manner:

- the minimum and maximum length of the partial antecedent is defined
- a set of attributes from which literals will be generated is given
- some attributes can be marked as basic, each partial antecedent then must contain at least one basic attribute
- a simple definition of the set of all literals to be generated is given for each attribute.
• *classes of equivalence* can be defined, each attribute belongs to a maximum one class of equivalence; no partial antecedent can contain two or more attributes from one class of equivalence.

We would like to point out that the minimum length of the partial antecedent can be 0 and this results in some conjunctions of length 0. The value of the conjunction of length 0 is identical to 1 thus the partial antecedent $\varphi_i$ of the length 0 can be omitted from the antecedent.

The *length of the literal* is the number of categories in its coefficient. The set of all literals to be generated for a particular attribute is given by:

• the type of coefficient; there are seven types of coefficients: *subsets, intervals, cyclic intervals, left cuts, right cuts, cuts, one particular category*
• the minimum and the maximum length of the literal
• positive/negative literal option:
  – generate only positive literals
  – generate only negative literals
  – generate both positive and negative literals

We use the attribute A with categories \{1, 2, 3, 4, 5\} to give examples of particular types of coefficients:

• *subsets*: definition of subsets of length 2–3 gives literals $A(1,2)$, $A(1,3)$, $A(1,4)$, $A(1,5)$, $A(2,3)$, ... , $A(4,5)$, $A(1,2,3)$, $A(1,2,4)$, $A(1,2,5)$, $A(2,3,4)$, ... , $A(3,4,5)$
• *intervals*: definition of intervals of length 2–3 gives literals $A(1,2)$, $A(2,3)$, $A(3,4)$, $A(4,5)$, $A(1,2,3)$, $A(2,3,4)$ and $A(3,4,5)$
• *cyclic intervals*: definition of intervals of length 2–3 gives literals $A(1,2)$, $A(2,3)$, $A(3,4)$, $A(4,5)$, $A(5,1)$ $A(1,2,3)$, $A(2,3,4)$, $A(3,4,5)$, $A(4,5,1)$ and $A(5,1,2)$
• *left cuts*: definition of left cuts with a maximum length of 3 defines literals $A(1)$, $A(1,2)$ and $A(1,2,3)$
• *right cuts*: definition of right cuts with a maximum length of 4 defines literals $A(5)$, $A(5,4)$, $A(5,4,3)$ and $A(5,4,3,2)$
• *cuts* means both left cuts and right cuts
• *one particular value* means one literal with one chosen category, e.g. $A(2)$.

Let us emphasize that even if the type *subsets* covers all the other types of literals it still has sense to use the particular subtypes. There are e.g. more than $10^{11}$ literals – subsets with length 10 for the attribute *Age* with 100 categories. At the same time, there are only 91 literals of the type *intervals* with length 10.

Definitions of the set of relevant succedents and of the set of relevant conditions are analogous. The set of relevant antecedents, the set of relevant succedent and the set of relevant conditions can overlap. However, association rules with more than one literal created from the same attribute are not generated.
There are 16 various types of 4ft-quantifiers. Examples of types of the 4ft-quantifier are founded implication, lower critical implication, founded double implication etc. (see Sect. 2). To define the 4ft-quantifier means to choose the type of quantifier and to define the values of its parameters (e.g. $p$ and $\text{Base}$ for the founded implication $\Rightarrow_{p,\text{Base}}$).

### 3.2 4ft-Miner Application Example

An example of the analysis of financial data is given in this section. The analysed data matrix LoanDetails is derived from data on a fictitious bank see [http://lisp.vse.cz/pkdd99/Challenge/](http://lisp.vse.cz/pkdd99/Challenge/). There are 6181 rows in the LoanDetails data matrix. Each row corresponds to a particular loan.

There are 12 attributes derived from the columns of the LoanDetails data matrix. The attributes can be divided into four groups.

The group Client has four attributes:

- **Sex** with 2 categories *female* and *male*
- **Age** with 5 categories – intervals $(20, 30), (30, 40), (40, 50), (50, 60), (60, 70)$
- **Salary** with 5 categories *very low*, *low*, *average*, *high* and *very high*
- **District** with 77 categories i.e. districts where the clients live.

The group Loan has four attributes:

- **Amount** i.e. the amount of borrowed money in thousands of Czech crowns divided into 6 categories – intervals $(0; 20), (20; 50), (50; 100), (100; 250), (250; 500)$ and $\geq 500$.
- **Repayment** i.e. repayment in thousands of Czech crowns with 10 categories – intervals $(0, 1), (2, 3), (4, 5), ..., (8, 9)$ and $> 9$.
- **Months** i.e. the number of months to repay the whole amount with values divided into 5 categories – intervals $1 - 12, 13 - 24, ..., 49 - 60$.
- **Quality** with 2 categories *good* (i.e. the loan is already paid up or it is repaid without problems) and *bad* (i.e. the loan finished and it is not paid up or it is repaid with problems).

The group Crimes has two attributes:

- **Crimes95** i.e. the number of crimes in the District of the client in the year 1995 divided into 6 categories – intervals $(0; 2000), (2000; 4000), ..., (8000; 10000)$ and $\geq 10000$.
- **Crimes96** i.e. the number of crimes in the District of the client in the year 1996 divided into the same 6 categories as for the attribute Crimes95.

The group Unemployment has two attributes:

- **Unemployment95** i.e. unemployment in the District of the client in the year 1995 (measured in percentage) divided into 8 categories – intervals $(0; 1), (1; 2), ..., (7; 8)$.
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- **Unemployment96** i.e. unemployment in the District of the client in the year 1996 (measured in percentage) divided into 10 categories – intervals \((0; 1), \ldots, (9; 10)\).

We solve the task **What combinations of characteristics of a client and of his district are (almost) equivalent to a bad loan and for what type of loan?**. It can be written in a slightly formal way like an association rule:

\[
\text{Client(?)} \land \text{Crimes(?)} \land \text{Unemployment(?)} \Leftrightarrow^* \text{Quality(bad) / LoanType(?)}
\]

This task can be solved by the procedure 4ft-Miner with the parameters described in Fig. 2. There are definitions of three partial antecedents. Partial antecedent **Client** has a minimum length of 1 and a maximum length of 4, no class of equivalence and four attributes see Fig. 3. All four attributes are marked as basic and positive literals with a coefficient of the type \(\text{subsets}\) are automatically generated for them. Both the minimum and the maximum length of the coefficient is 1 for all attributes. This means that there are 2 literals for attribute **Sex**, 5 literals for attribute **Age**, 5 literals for attribute **Salary** and 77 literals for attribute **District**. Thus there are 8423 partial antecedents **Client** corresponding to the expression “Client(?)” given this way.

The partial antecedent **Crimes** has a minimum length of 0 and a maximum length of 2, no class of equivalence and two attributes **Crimes95** and **Crimes96**. Both attributes are marked as basic and have positive literals with coefficients
of the type interval. The minimum length of coefficients is 1 and the maximum length is 3 for both attributes see Fig. 2.

The attribute Crimes95 has 6 categories (0; 2000), (2000; 4000), (4000; 6000), (6000; 8000), (8000; 10000) and \( \geq 10000 \) see above. Let us denote them 1, 2, 3, 4, 5, and 6 respectively to show more clearly the corresponding literals. There are the following literals with coefficients–intervals of length 1–3:

- \( \text{Crimes95}(1) \) i.e. \( \text{Crimes95}(\langle 0; 2000) \)\)
- \( \text{Crimes95}(1,2) \) i.e. \( \text{Crimes95}(\langle 0; 2000), \langle 2000; 4000) \)\)
- \( \text{Crimes95}(1,2,3) \) i.e. \( \text{Crimes95}(\langle 0; 2000), \langle 2000; 4000), \langle 4000; 6000) \)\)
- \( \text{Crimes95}(2) \) i.e. \( \text{Crimes95}(\langle 2000; 4000) \)\)
- \( \ldots \)
- \( \text{Crimes95}(5,6) \) i.e. \( \text{Crimes95}(\langle 8000; 10000), \geq 10000) \)
- \( \text{Crimes95}(6) \) i.e. \( \text{Crimes95}(\geq 10000) \).

There are 15 such literals together. The attribute Crimes96 also has 6 categories and thus there are also 15 literals for it. It means that there are 256 partial antecedents Crimes corresponding to the expression “Crimes(?)” defined this way. There is one partial antecedent Crimes of the length 0, 30 partial antecedents Crimes of the length 1 and 225 partial antecedents Crimes of the length 2. The partial antecedent Crimes of the length 0 is identically true but we have to consider it when counting the total number of antecedents.

We would like to point out that the literal \( \text{Crimes95}(0; 2000), (2000; 4000) \) corresponds to the basic Boolean attribute \( \text{Crimes95}(0; 4000) \) with one category equivalent to the interval (0; 4000) etc.

Partial antecedent Unemployment has two attributes Unemployment95 with 8 categories and Unemployment96 with 10 categories. Further parameters are the same as for the partial antecedent Crimes. This means that there
are 614 partial antecedents Unemployment corresponding to the expression “Unemployment(?).”

Note that there are 1,323,960,832 (i.e., \(8 \times 256 \times 614\)) antecedents of the form Client(?) \(\land\) Crimes(?) \(\land\) Unemployment(?).

There is one partial succedent Loan Quality that has one literal Quality(bad) of the type one particular category.

There is one partial condition LoanType with a minimum length of 0 and a maximum length of 3 and with three attributes see Fig. 4. All three attributes are marked as basic and have positive literals with a coefficient of the type subset. Both the minimum and maximum length of the coefficients is 1 for all attributes.

This means that there are 6 literals for attribute Amount, 10 literals for attribute Repayment and 5 literals for attribute Months. There is one class of equivalence called Repayment-Months that contains attributes Repayment and Months. This means that no partial condition LoanType can contain both Repayment and Months. We define this class of equivalence because the attributes Repayment and Months are strongly dependent. This means that there are 92 partial conditions LoanType.

We use the 4ft-quantifier \(\Leftrightarrow_{0.95,25}\) of founded double implication with parameters \(p = 0.95\) and \(Base = 25\) (see Sect. 2) instead of the symbol \(\Leftrightarrow^*\). This means that we search for characteristics Client(?) of clients and characteristics Crimes(?) and Unemployment(?) of districts such that their combination is almost equivalent to bad loans of type LoanType(?).

There are more than \(12 \times 10^{10}\) relevant questions of the form Client(?) \(\land\) Crimes(?) \(\land\) Unemployment(?) \(\Leftrightarrow^*\) Quality(bad) / LoanType(?) defined this way. The procedure 4ft-Miner solves the task of finding all the prime association rules in 8 minutes and 6 seconds (on PC with Intel Pentium4
on 3 GHz and 512MB RAM). Due to various optimizations less than $5.4 \times 10^6$ of the relevant questions were actually verified. 290 prime association rules were found.

An example of an output rule is given in Fig. 5. The rule shown in Fig. 5 we can write in the form

$$Age(30, 40) \land DISTRICT \leftrightarrow_{0.967.29} Quality(bad) / TYPE$$

where

$$DISTRICT = CRIME \land UNEMPLOYMENT$$

$$CRIME = Crimes95(0, 4000) \land Crimes96(0, 6000)$$

$$UNEMPLOYMENT = Unemployment95(2.0, 3.0) \land Unemployment96(2.0, 3.0)$$

$$TYPE = Amount(100, 250) \land Repayment(1, 2)$$

Here we write $Age(30, 40)$ instead of $Age((30, 40))$, $Crimes95(0, 4000)$ instead of $Crimes95((0, 2000), (2000, 4000))$. We also write $Crimes96(0, 6000)$ instead of $Crimes96(<= (4000, 6000))$ that is the 4ft-Miner abbreviation for the literal $Crimes96((0, 2000), (2000, 4000), (4000, 6000))$ and analogously for further literals. The 4ft table for this rule is given in Table 2.

Data matrix LoanDetails / TYPE consists of 84 rows (i.e. loans) of data matrix LoanDetails satisfying the Boolean attribute TYPE. There are 30 loans satisfying $Age(30, 40) \land DISTRICT$ or $Quality(bad)$ and 29 of them (i.e. 96.7 = $100 \times \frac{29}{29+1+0}$ per cent) satisfy both $Age(30, 40) \land DISTRICT$ and $Quality(bad)$.

This means that the combination $Age(30, 40) \land DISTRICT$ of the characteristics of the client and of his district is almost (at the level 96.7 per cent) equivalent to bad loan for the type of loan $Amount(100, 250) \land Repayment(1, 2)$.
There are a lot of possibilities of sorting and filtering the found prime association rules. We can, for example, ask 4ft-Miner to show only association rules that satisfy these conditions:

- only attributes District, Crimes95 and Unemployment95 are contained in antecedent
- there are at least 30 clients satisfying both antecedent and succedent.

This requirement can be expressed in the window Filter shown in Fig. 6. Our requirements are marked by dotted arrows. Four association rules satisfy these conditions and 4ft-Miner lists them in the form shown in Fig. 7.

Let us emphasize that these examples are not a serious analysis of the problem of bad loans. They only demonstrate some of the main features of the 4ft-Miner procedure that implements the bit string approach to mining association rules introduced in Sect. 4. Some considerations of time and space complexity are in Sect. 5.

<table>
<thead>
<tr>
<th>LoanDetails / TYPE</th>
<th>Quality(bad)</th>
<th>~ Quality(bad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age(30,40) ∧ DISTRICT</td>
<td>29</td>
<td>0</td>
</tr>
<tr>
<td>~ (Age(30,40) ∧ DISTRICT)</td>
<td>1</td>
<td>54</td>
</tr>
<tr>
<td>30</td>
<td>54</td>
<td>84</td>
</tr>
</tbody>
</table>
4 Bit String Approach

We use the data matrix $\mathcal{M}$ from Fig. 8 to present the principles of the bit string approach. The basic principle is to present each attribute (i.e. columns of $\mathcal{M}$) by cards of its categories. Let $\{1,2,3,4\}$ be the set of all categories of the attribute $A_1$. Then the attribute $A_1$ is represented by cards $A_1[1], A_1[2], A_1[3], A_1[4]$ of categories 1,2,3,4 respectively.

The card $A_1[1]$ of category 1 is the string of bits. Each row of data matrix $\mathcal{M}$ corresponds to one bit of the card $A_1[1]$. There is “1” in the bit corresponding to row $o_i$ if and only if there is the value 1 in row $o_i$. In other words there is “1” in the $i$-th bit of the card $A_1[1]$ if and only if the basic Boolean attribute $A_1(1)$ is true in row $o_i$. The same is true for other categories and attributes. The cards $A_1[1], A_1[2], A_1[3], A_1[4]$ are shown in Fig. 8.
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Cards of Boolean attributes $\varphi$ and $\psi$ are used to compute frequencies from 4ft tables. The card of the Boolean attributes $\varphi$ is denoted by $\mathcal{C}(\varphi)$. The card $\mathcal{C}(\varphi)$ is a string of bits that is analogous to the card of the category. Each row
of the data matrix corresponds to one bit of $C(\varphi)$ and there is “1” in the i-th bit if and only if $\varphi$ is true in row $o_i$.

It is evident that $C(\varphi \land \psi) = C(\varphi) \land C(\psi)$, $C(\varphi \lor \psi) = C(\varphi) \lor C(\psi)$, $C(\neg \varphi) = \neg C(\varphi)$. Here $C(\varphi) \land C(\psi)$ is a bit-wise conjunction of bit strings $C(\varphi)$ and $C(\psi)$, analogously for $\lor$ and $\neg$. Moreover it is $C(A_1(1, 2)) = A_1[1] \lor A_1[2]$ for the basic Boolean attribute $A_1(1, 2)$ etc.

It is important that the bit-wise Boolean operations $\land$, $\lor$ and $\neg$ are carried out by very fast computer instructions. Very fast computer instructions are also used to carry out a bit string function $\text{Count}(\xi)$ returning the number of values “1” in the bit string $\xi$. This function is used to compute frequencies $a, b, c, d$ from 4ft table $4ft(\varphi, \psi, \mathcal{M})$ see Table 3.

<table>
<thead>
<tr>
<th>$\mathcal{M}$</th>
<th>$\psi$</th>
<th>$\neg \psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi$</td>
<td>$a$</td>
<td>$b$</td>
</tr>
<tr>
<td>$\neg \varphi$</td>
<td>$c$</td>
<td>$d$</td>
</tr>
</tbody>
</table>

It is $a = \text{Count}(C(\varphi) \land C(\psi))$, $b = \text{Count}(C[\varphi]) - a$, $c = \text{Count}(C[\psi]) - a$, $d = n - a - b - c$ where $n$ is the total number of rows in the data matrix $\mathcal{M}$.

The algorithm of the 4ft-Miner is sketched in Fig. 9. This algorithm is for

![Fig. 9. The generation and verification algorithm](image)
unconditional association rules $\varphi \approx \psi$. The algorithm for conditional association rules is similar. The algorithm maintains special data structures *traces of literals*, *trace of antecedent* $\varphi$ and *trace of succedent* $\psi$.

The trace $T_A$ of antecedent $\varphi = \alpha_1 \land \alpha_2 \land \ldots \land \alpha_K$ with literals $\alpha_1$, $\alpha_2$, $\ldots$, $\alpha_K$ consists of $K$ steps – $T_{A1}$, $T_{A2}$, $\ldots$, $T_{AK}$. The $i$-th step $T_{Ai}$ is the card of the conjunction $\alpha_1 \land \alpha_2 \land \ldots \land \alpha_i$. The last step is the card $C(\varphi)$ of the whole antecedent $\varphi$, see Fig. 10. The trace $T_S$ of succedent $\psi$ is analogous to the trace $T_A$ of antecedent $\varphi$.

<table>
<thead>
<tr>
<th>Step</th>
<th>Computation of the Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{A1}$</td>
<td>$C(\alpha_1)$</td>
</tr>
<tr>
<td>$T_{A2}$</td>
<td>$T_{A1} \land C(\alpha_2)$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$T_{Ai}$</td>
<td>$T_{Ai-1} \land C(\alpha_i)$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$T_{AK-1}$</td>
<td>$T_{AK-2} \land C(\alpha_{K-1})$</td>
</tr>
<tr>
<td>$T_{AK}$</td>
<td>$T_{AK-1} \land C(\alpha_K) = C(\alpha_1 \land \ldots \land \alpha_i \land \ldots \land \alpha_K)$</td>
</tr>
</tbody>
</table>

Fig. 10. Trace of antecedent $\alpha_1 \land \alpha_2 \land \ldots \land \alpha_{K-1} \land \alpha_K$.

The antecedents are generated in the depth-first way. This means that for all possible antecedents $\alpha_1 \land \cdots \land \alpha_{K-1} \land \alpha_K$ with the same beginning $\alpha_1 \land \cdots \land \alpha_{K-1}$ the step $T_{AK-1}$ is computed only once. We need one operation only – the bit-wise conjunction of bit strings $T_{AK-1}$ and $C(\alpha'_K)$ to compute the card of the new antecedent $\alpha_1 \land \cdots \land \alpha_{K-1} \land \alpha'_K$ if the old-one literal $\alpha_K$ is replaced by a new literal $\alpha'_K$.

The trace of the literal is a similar data structure that is maintained for each literal. The antecedents and order in which the algorithm generates them are outlined in Fig. 12. We assume that there is only one partial antecedent defined according to Fig. 11.
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**Fig. 11. Sample antecedent**
We further assume that there are five categories very low, low, average, high and very high of the attribute Salary, that the first five districts are Benesov, Beroun, Blansko, Breclav and Brno and that the last three districts are Zdar, Zlin, Znojmo, see also Sect. 3.2.

\[
\begin{align*}
\text{Sex(female)} \\
\text{Sex(female)} \land \text{Salary(very low)} \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Benesov)} \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Benesov, Beroun)} \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Benesov, Beroun, Blansko)} \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Benesov, Beroun, Breclav)} \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Benesov, Beroun, Brno)} \\
\vdots \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Zdar, Zlin, Znojmo)} \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Zlin)} \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Zlin, Znojmo)} \\
\text{Sex(female)} \land \text{Salary(very low)} \land \text{District(Znojmo)} \\
\text{Sex(female)} \land \text{Salary(low)} \\
\vdots \\
\text{Sex(female)} \land \text{Salary(very high)} \land \text{District(Znojmo)} \\
\text{Sex(male)} \\
\vdots \\
\text{Sex(male)} \land \text{Salary(very high)} \land \text{District(Znojmo)} 
\end{align*}
\]

Fig. 12. Antecedents order example

Let us remark that bit string representation of analysed data is used also in granular computing approach [9]. Informally speaking, a binary representation of a granule [9] corresponds to a card of category. The algorithm used in [9] is however different from the algorithm used in the 4ft-Miner procedure.

5 Time and Space Complexity

The core of machine operations used in running 4ft-Miner are the bit string Boolean operations $\land, \lor, \neg$ and the bit string function $\text{Count}(\xi)$ see Sect. 4. Their operation time is linearly dependent on the length of particular bit strings i.e. cards of categories, steps in traces of literals and steps in traces of antecedent, succedent and condition. It implies that the operation time of the 4ft-Miner procedure must be approximately linearly dependent on the number of rows of the analysed data matrix.

This conclusion is confirmed by an experiment with the task described in Sect. 3.2. The task is run with similar parameters as the task described in Fig. 2 for two further data matrices – LoanDetails*10 and LoanDetails*20.
Data matrix $\text{LoanDetails}^{*10}$ is the data matrix $\text{LoanDetails}$ magnified by factor 10. This means that $\text{LoanDetails}^{*10}$ contains 10 copies of each row of data matrix $\text{LoanDetails}$. In the same way, data matrix $\text{LoanDetails}^{*20}$ is the matrix $\text{LoanDetails}$ magnified by factor 20.

The two tasks are run with the same definition of the set of relevant questions except the parameter $\text{Base}$ of the 4ft-quantifier $\Leftrightarrow p, \text{Base}$. We used the 4ft-quantifier $\Leftrightarrow 0.95, 250$ for the data matrix $\text{LoanDetails}^{*10}$ instead of the quantifier $\Leftrightarrow 0.95, 25$ for the data matrix $\text{LoanDetails}$. This was to achieve the same number of actually verified association rules. The optimisation of the solved task is based on skipping all subsets of potentially true association rules for which it is clear that their $a$-frequency cannot be 250 or more. These subsets of potentially interesting rules can be skipped on the frequency analysis of current steps in the traces of condition and of antecedent (see Sect. 4). In the same way we used the 4ft-quantifier $\Leftrightarrow 0.95, 500$ for the data matrix $\text{LoanDetails}^{*20}$ instead of the quantifier $\Leftrightarrow 0.95, 25$ for the data matrix $\text{LoanDetails}$.

We used PC with Intel Pentium4 on 3 GHz and 512 MB RAM. The results of experiments are given in Table 4.

<table>
<thead>
<tr>
<th>Data Matrix</th>
<th>Rows</th>
<th>4ft Quantifier</th>
<th>No. of Rules</th>
<th>exec. time</th>
<th>Ratio to LoanDetails</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{LoanDetails}$</td>
<td>6181</td>
<td>$\Leftrightarrow 0.95, 25$</td>
<td>5 380 263</td>
<td>8 min 6 sec</td>
<td>1.0</td>
</tr>
<tr>
<td>$\text{LoanDetails}^{*10}$</td>
<td>61 810</td>
<td>$\Leftrightarrow 0.95, 250$</td>
<td>5 380 263</td>
<td>39 min 22 sec</td>
<td>4.9</td>
</tr>
<tr>
<td>$\text{LoanDetails}^{*20}$</td>
<td>123 620</td>
<td>$\Leftrightarrow 0.95, 500$</td>
<td>5 380 263</td>
<td>87 min 34 sec</td>
<td>10.8</td>
</tr>
</tbody>
</table>

We can conclude that the dependency of the operation time of the 4ft-Miner procedure on the number of rows of the analysed data matrix is in our experiment a little worse than linear.

Also the representation of analysed data by necessary strings of bits is not a problem. Table 5 shows the memory required for data matrices $\text{LoanDetails}$, $\text{LoanDetails}^{*10}$ and $\text{LoanDetails}^{*20}$.

We would like to point out that a lot of practically important tasks for mining association rules concerns data of a similar size as our example. This means that these tasks can be solved without problems at common PC’s. Moreover in many cases we receive the solution in several minutes or even in several seconds. Therefore the 4ft-Miner procedure is also suitable for teaching purposes.
Table 5. Bit strings representation memory requirements

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Categories</th>
<th>Memory Required for Data Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LoanDetails</td>
</tr>
<tr>
<td>Sex</td>
<td>2</td>
<td>1.5 kb</td>
</tr>
<tr>
<td>Age</td>
<td>5</td>
<td>3.8 kb</td>
</tr>
<tr>
<td>Salary</td>
<td>5</td>
<td>3.8 kb</td>
</tr>
<tr>
<td>District</td>
<td>77</td>
<td>58.1 kb</td>
</tr>
<tr>
<td>Crimes95</td>
<td>6</td>
<td>4.5 kb</td>
</tr>
<tr>
<td>Crimes96</td>
<td>6</td>
<td>4.5 kb</td>
</tr>
<tr>
<td>Unemployment95</td>
<td>8</td>
<td>6.0 kb</td>
</tr>
<tr>
<td>Unemployment96</td>
<td>10</td>
<td>7.5 kb</td>
</tr>
<tr>
<td>Quality</td>
<td>2</td>
<td>1.5 kb</td>
</tr>
<tr>
<td>Amount</td>
<td>6</td>
<td>4.5 kb</td>
</tr>
<tr>
<td>Repayment</td>
<td>10</td>
<td>7.5 kb</td>
</tr>
<tr>
<td>Months</td>
<td>5</td>
<td>3.8 kb</td>
</tr>
<tr>
<td>total</td>
<td>142</td>
<td>107 kb</td>
</tr>
<tr>
<td>the number of rows</td>
<td>6 181</td>
<td>61 810</td>
</tr>
</tbody>
</table>

6 LISp-Miner System

The 4ft-Miner procedure is an important part of the academic LISp-Miner system for KDD research and teaching [http://lispminer.vse.cz](http://lispminer.vse.cz). The LISp-Miner system is developed by a group of teachers and students. There are several research activities related to the LISp-Miner system.

The first activity concerns applications of the bit string approach used in the implementation of the 4ft-Miner procedure. A system of software modules were developed for dealing with corresponding data structures and algorithms [8]. These modules were further modified to be an efficient tool for the implementation of further data mining procedures. Examples of such procedures are the procedures KL-Miner [17] and SDS-Miner [8]. These modules were also used in implementation of a new version of the machine learning procedure KEX [2] that is also part of the LISp-Miner system [8]. The bit string approach can also be used in relational data mining [14].

There is also research into the logical foundations of KDD see [5, 13, 15, 16]. This research concerns the observational calculi introduced in [3]. The other research direction concerns the presentation of the results of data mining in a natural language [19].
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Summary. The paper presents an approach to and technique for direct mining of binary data with missing values aiming at extraction of classification rules, whose premises are represented in a conjunctive form. This approach does not assume an imputation of missing values. The idea is (1) to generate two sets of rules serving as the upper and low bounds for any other sets of rules corresponding to all arbitrary assignments of missing values, and then, (2) based on these upper and low bounds of the rules’ sets, on testing procedure and on a classification criterion to select a subset of rules to be used for classification. The approach is primarily oriented to the application domains where an imputation is either cannot be theoretically justified or is impossible at all. Examples of such applications are given by domains where information used for classification is composed of asynchronous data streams of various frequencies and thus possessing different “life time”, or such information is missing due to peculiarities of information collection system. Instead of missing value imputation, the proposed approach uses training dataset to cut down the potential rules set via forming its low and upper bounds with the subsequent testing the rules of the upper bound against the new dataset with missing values and selection of the most appropriate rules. The approach was applied to learning of intrusions detection in computer network based on asynchronous data streams incoming from multiple data sources. Experimental results confirm that the proposed approach to direct mining of data with missing values can yield good results.

1 Introduction

In the last three decades a large number of diverse powerful approaches, methods and techniques for data mining and Knowledge Discovery in Data bases (KDD) was developed. They are of wide use practically in any area of information technology, scientific research and industry that demonstrate ever increasing interest to extending practical application of data mining and KDD in new applications.

Unfortunately, as a rule, most of the popular and powerful data mining and KDD techniques cannot deal directly with real-life data due to the fact that
most data bases are incomplete, contain wrong items and noise. The available data mining and KDD software tools usually contain special means aiming at data cleaning and outlier detection. The above means help to cope with certain kind of distortions in real-life data bases, thus, making the “traditional” data mining and KDD techniques applicable. However, incompleteness of data bases, particularly, presence of missing values, remains in challenge. The reason is that, opposite to the distortion like noise and presence of outliers, the problem of data mining with missing values is of fundamental difference. An ambiguity of missing values forces KDD miner either to predict these values, thus making the task more definite or to select somehow a solution from all possible ones. In any case, the latter leads to the computationally intensive search.

In the last two decades the main effort of a researcher dealing with data mining with missing values concerned the methods of the first type, i.e. the methods oriented to determining a reasonable assignment (“imputation”) of the missing values. Significantly fewer investigations dealt with “direct” mining of data with missing values not presupposing the use of missing values imputation. A straightforward approach ignoring the examples with missing values is an exception. But as a rule such an approach significantly impoverish training and testing datasets, thus, making impossible a creation of powerful classification mechanisms. For instance, if percentage of missing values is 5% for each attribute and the dataset comprises 40 attributes then at average only 13% of the original sample can be used for training and testing [14]. However, in practice the percentage of missing values can be much higher, say, up to (20–30)% and over. In these cases the total number of examples without missing values can be about zero. Other existing approaches of the similar kind, i.e. approaches mainly not focused on missing values imputation, are outlined in Sect. 2 surveying the related works.

This paper proposes an approach to and technique for lattice-based direct mining of binary datasets with missing values aiming at extraction of classification rules with premises represented in a conjunctive form. The idea is to extract the sets of rules serving as the upper and low bounds for any other sets of rules corresponding to arbitrary assignments of missing values, and then, based on these upper and low bounds of rules’ sets, on the results of testing procedure and on a classification quality criterion, to select a set of rules to be used in the classification mechanism. Let us emphasize that this method does not assume the imputation of missing values.

The rest of the paper is organized as follows. Section 2 briefly surveys related works indicating the basic ideas of dealing with missing values proposed in the previous research. Section 3 briefly describes a number of newly arisen applications of high practical importance where data mining and KDD with missing values is a central subtask. A peculiarity of these applications is a limited possibility to impute missing values due to restricted size of training and testing dataset and also due to distributed and asynchronous nature of input data streams used in both learning and decision making procedures.
Section 4 presents data mining with missing values problem statement and outlines the respective algorithm of rules extraction for the case if training and testing datasets are binary. It also presents the GK2 algorithm used in this work for extraction of rules from binary data, the basic idea and main theorems constituting a basis for building upper and low bounds of the rules’ sets corresponding to any arbitrary assignments of missing values. This section also demonstrates the basic algorithms by example. Section 5 describes the experiments and experimental results of computation of upper and low bounds of the rules’ sets and peculiarities of this procedure. As a case study the learning of intrusion detection in computer network as applied to anomaly detection task is used. Testing procedure and use of its results to create a classification mechanism are also described in Sect. 5. In conclusion the paper results are evaluated, and a tentative plan of future works is outlined.

2 Related Works

One of the earliest works on data mining and KDD with missing values applied to decision tree mining is [20]. In it, while considering the use of C4.5 technique to induce decision trees based on data with missing values, the author emphasized three main problems that are 1) How to deal with missing values in selection of a test to partition the training dataset if different attributes contain various percentage of missing values; (2) How to treat the cases, in which values of X are unknown for the selected test based on attribute X; and (3) How to proceed with a test on an attribute whose value is unknown if decision tree is induced. Although these questions were set within context of the particular method, C4.5, with certain variations they remain important up to now for majority of approaches to data mining and KDD dealing with missing values. In general case the above questions can be formulated as follows:

(1) How to deal with missing values in training procedure?
(2) How to evaluate the training quality? For instance, how to assign a truth value to a rule tested on a case when certain attributes of the rule premise cannot be assigned a value?
(3) How to use the constructed classification mechanism (decision tree-based, rule-based, etc.) for classification of unseen data with missing values?

In most papers all these questions are reformulated into “how to impute missing values or cut the dataset?” at every of three aforementioned steps (1)–(3) of data mining procedure. Indeed, if this problem were solved then the data mining problem would be a “standard” one, thus implying an application of a broad spectrum of existing techniques.

In practice, a selection of any technique for missing values imputation should depend on “the missing mechanism” [14] and on the relationships between the data attributes. From statistical point of view, three classes of
missing data mechanisms can exist. In the simplest case (in the first class) the data are missing completely at random: probability that an attribute $X$ value is missing does not depend on $X$ value location in the respective attribute domain. In the second class of the missing mechanism, the fact that the value of an attribute $X$ is missing depends on the value of some other attribute $Y$. This fact provides a data miner with additional information, which can be used in a certain way in order to more trustworthy impute the missing values. In the third class, a probability that value of an attribute $X$ is missing depends on its value. Information concerning this probability can be used for missing value imputation. For example, in some cases data are missing because the value to be measured is either too large or too small, and this is why it is simply immeasurable. This fact can provide useful information for correct dealing with missing values. Additional source of a priori information that can be used for justification of missing data imputation is provided by knowledge about relationships existing between data attributes within particular classes.

The researchers propose many different approaches to and techniques for missing values imputation. In the simplest approach the records with missing values are erased from a training dataset, but this can lead to the fact that the rest of training sample could contain too small number of examples. An example was given in Sect. 1 [14].

Most of existing approaches is of statistical nature and use both knowledge about missing mechanism and correlations between attributes of each example computed based on available dataset. Imputation by regression (linear regression and logistic regression) [24] including multiple imputation [24] is one of such approaches to dealing with unknown data values. It can be applied to predict the value of one or several variables. These regression-based procedures use non-missing attributes. The disadvantage of this approach is that in many cases estimating by regression is as complex as learning of classification [30].

Hot Deck imputation [26] is a local approach, where the dataset is preliminary clustered on the basis of a similarity measure and then, within each cluster, the missing values are assigned the cluster most frequent values. Although this class of procedures has no rigorous mathematical justification, practitioners reported that this approach works well in many applications.

An approach called Expectation Maximization ([5, 14]), EM, is an algorithm based on estimations of the parameters of the probability distribution of an incomplete sample evaluated by maximum likelihood procedure.

The aforementioned approaches are based on the use of attributes with non-missing values. Several approaches use direct manipulation with missing data. As a rule, they are used to build decision trees ([13, 21]. The authors of the work [12] proposed to assign missing values the most probable ones estimated on the basis of training dataset. The paper [20] proposes to treat the value “unknown” as a new possible value of each attribute and to deal with it in the same way as with other attributes. However, the last approach
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works satisfactory if the unknown value is located close to the upper or low bounds of the value domain.

The paper [30] is focused on binary classification of data with missing values. Its idea is to somehow generate for both classes the equal number of rules with premises in conjunctive form, to assess the rules on the basis of testing procedure and then to use these rules, for example, in a weighted voting mode, while only accounting for those rules, which take definite values over the unseen case to be classified.

Specific problems have to be solved when we deal with missing values in association rule mining task. Ignorance of the missing values leads either to the reduced rates of support and confidence or/and generation of inconsistent rules that cannot be distinguished from the useful ones. This problem and probable approaches to overcoming it are discussed in [22] and [23]. The idea of these two papers consists in the use of some kind of dataset preprocessing, which, given item set, allows to discover from original dataset a so-called valid dataset, which corresponds to maximal data subset not containing missing values in the given item set. One more approach to the same task is proposed in [16]. It intends to generate so-called approximate rules, \( \sim \)AR-rules. This algorithm is built on the well known Apriory algorithm and uses two main steps to deal with missing and noisy data. At the first step missing values are imputed via replacing with a probability distribution over possible values represented in terms of their frequencies in the dataset. At the second step this imputed dataset is used to mine association rules.

3 Examples of Applications

In the previous section it was indicated that one of the important aspects of data mining and KDD from databases with missing values is the nature of missingness. Indeed, the values of data can be missing due to imperfection of sensors and other components of measurement mechanism (errors, failures, e.g., transient failure, communication failure, etc.). In this case a reasonable data imputation procedure is pertinent. It is quite different if information cannot be collected due to certain reasons, like conditions of natural environment (e.g., if airborne observation equipment is used then information can be unavailable due to meteorological factors or due to masking). In this case imputation might be not relevant at all. Much more specific and complicate case, where missing values imputation is not applicable, can arise as a result of temporal and/or spatial nature of data, asynchronous and distributed mode of data collection, and discrete and distributed mode of decision making. An abstract example of such kind is as follows.

Let us consider what is often called a situation [6]. Generally, situation is understood as a state of a complex system constituted, for example, by a number of semi-autonomous objects ("situation objects", for short) having their particular goals (intents) and operating in a coordinated mode to achieve
a common goal. Let us note that “situation object” can be a “physical” object (say, group of aircrafts) or an “abstract” one (e.g., components of software in which traces of attacks against computer network are manifested). Situation can be characterized by its “state” taking value from a finite set of labels. States of situation objects and respectively state of situation on the whole are of dynamic nature, i.e., they are varying in time.

There exists a distributed sensor system observing either particular objects or definite regions, where the situation objects can be located. Observations are distributed and asynchronous, and can be performed at different discrete time instants. The observations constitute the input of a decision making system aiming at classification of the state of the situations in discrete, as a rule, irregular time instants. This task is also well known as “situation assessment” [6]. As a rule, an observation system is capable to provide the situation assessment system only with a series of “snapshots” of the overall “picture”, where a part of data can be missing. Here it is important to note that situation is specified not only in terms of states of particular situation objects but also in terms of a number of relationships given over them (spatial, temporal, and other, most of which is application-specific). Therefore, loss of information about an object unavoidably leads to missing of the values of attributes specifying relationships between the object in question and other ones.

According to the modern view of the architecture of the situation assessment system [7], the decision making procedure in it is organized at least at two levels. At the first level, local decisions corresponding to assessments of the particular object states are produced. At the second level these decisions are combined. Combining of decision is a conventional decision making task, whose input is formed by local decisions assessing the states of particular situation objects and relationships between them. As a rule, this input contains missing values and the size of sample presenting former experience and available for situation assessment learning is limited and does not provide statistically reliable information needed for missing values imputation.

Let us explain the above abstract consideration by example that is a detection of intrusions in computer network. This task is a typical application from the situation assessment scope containing missing values in both training and testing samples.

Currently the coordinated distributed attacks performed by a team of malefactors from distributed hosts constitute main threats for computer networks and information. “Traces” of an attack can appear in input traffic or in different data generated by a computer network assurance system. For example (see Fig. 1, and also [9]), these traces are displayed in IP packets of traffic, in Tcpdump generated via traffic preprocessing, in audit data trail, in sequences of system calls of operating system, in data resulting from

---

1 Situation assessment task is a central subtask of the well known and very important modern task called “situational awareness” [6].
monitoring of application servers, queries to databases and directories, in data specifying users’ profiles, etc. Such data are generated in different hosts of computer network. The timely detection of an illegitimate user’s activity to assess a security status of computer network is potentially feasible only in case of information from different sources fusion. Formally, intrusion detection is a classification task, that has to detect intrusions based on combining of particular alerts produced by analyzers (local classifiers) dealing with particular data sources. Assessment of the security–related status of a computer network intending to detect malicious activity presents an interesting example of situation assessment tasks.

Let us describe a case study from intrusion detection scope, which is further used to validate an approach proposed for dealing with missing values in data mining and KDD procedures. The purpose of the description given below is also to explain why temporal nature of data from different sources leads to missing values in input data of an intrusion detection system (IDS).

In the case study the anomaly detection task is considered. In it classification of user’s activity is produced on the basis of network-based data (see Fig. 1. Multiplicity of data sources (given in grey color) within a host which can alert intrusions (The content of the figure is taken from [9]).
Fig. 1. Along with the dataset of examples of the security status “Normal” the dataset of class “Abnormal” is considered. The dataset presenting cases of the class “Abnormal” comprises the examples of four attack types: Probing, Remote to local (R2L); Denial of service (DOS) and User to root (U2R). The examples of attacks of each type selected for the case study are SYN-scan, FTP-crack attack, SYN flood, and PipeUpAdmin ([4, 17, 28, 29]).

Let us briefly describe the data sources used for the anomaly detection and, respectively, for the anomaly detection learning. These data sources are produced through preprocessing of the traffic raw data, corresponding to the network-based level. These data are presented by four data sources as follows ([8, 9]):

1. **Stream of binary vectors specifying** stream of headers of IP packets. The components of this vector are constituted by different parameters of packet headers. Mining of such data stream is performed by an algorithm developed by the authors specifically for such kind of data streams. It is based on correlation and regression techniques. Respective source-based classifier produces stream of binary decisions belonging to \{Normal, Alert\} and assessing each particular connection.

2. **Statistical attributes of connections (sessions of users) manifested in input traffic.** As features the duration, status, total number of connection packets and also six additional attributes specifying other statistics of the connection are used. Source-based classifier produces binary stream of decisions belonging to \{Normal, Alert\} with regard to each particular connection.

3. **Statistical attributes of traffic (users’ activity) during the short time (5 sec) intervals.** This data source is presented by four features specifying integral characteristics of input traffic that are total numbers of connections and services of different types during 5 sec. Source-based classifier operating with these data also produces stream of binary decisions belonging to \{Normal, Alert\} with regard to connections occurred within particular sliding windows of 5 sec time interval.

4. **Statistical attributes of traffic (users’ activity) for long time intervals.** In this data source, the same statistics as for short time interval are used as the features. The length of time interval is varied and corresponds to 100 connections.

The training and testing samples for each of above four types were produced on the basis of processing of Tcpdump/ Windump data (see Fig. 1)^2. TCPtrace utility was used for this purpose as well as several other programs.

Thus, the strategy of anomaly detection is organized in two steps. First, source-based classifiers asynchronously produce binary decisions taking values from the set \{Normal, Alert\}. These decisions constitute a binary vector of

---

^2 This preprocessing was carried out by Ph.D. student of SPIIRAS M. Stepashkin under supervision of Prof. I. Kotenko.
features processed at the upper level, whose purpose is to combine these decisions and produce the final one. This strategy corresponds to a well known meta-classification approach [19].

Meta-classification procedure possesses certain peculiarities caused by the fact that IDS is a real-time system, and source-based classifiers produce their decisions asynchronously, because each source-based classifier produces its decision at the time when it receives all the data needed for making decisions, which is irregular process. Figure 2 demonstrates this property graphically.

Fig. 2. Explanation of the model of meta-data used for training of meta-classifier and decision making within interval \([t_1, t_2]\). Vertical lines correspond to the times of arrival of new decisions of source-based classifiers that correspond to the times of producing decisions by meta-classifier

Let us call a decision newly produced by a source-based classifier an input event for meta-classifier and represent it as \(<\text{Decision of source-based classifier } X, \text{ Time}>\). At a certain time some base classifiers have already produced decisions though other ones have not. To combine such decisions, meta-classifier can act in two modes: (1) to wait when all base classifiers produce the decisions and then combine them, and (2) update the combined decision at the time of a new input event arrival. Let us omit here a thorough analysis of both approaches, although this aspect is very interesting, and only explain and justify shortly the second variant selected in this work.

For this variant, there exists a risk that some of the decisions previously produced by the source-based classifiers are already not relevant to the situation ("too archaic"). To take this fact into account, for each base classi-
fier (data source) we introduce a so called life time of decisions produced by it. “Life times” are various for different sources, and their particular values are elicited from experts. If time interval elapsed from the moment of a decision producing exceeds its life time then in the meta-data the value corresponding to this decision is reckoned as missing. Therefore, in this case meta-classification is performed on the basis of data with missing values.

Thus, temporal and asynchronous nature of data sources leads to the data mining and decision making formal model with missing values.

The intrusion detection-based case study described above is used below for exploration of the properties and peculiarities of the developed lattice-based approach to data mining with missing values destined for rule extraction. Detailed specification of training and testing samples generated from input traffic containing both legitimate and illegitimate users’ activity is done in Sect. 5.

4 Mining Rules from Data with Missing Values

The main ideas of the developed approach to mining data with missing values are as follows:

(1) To avoid imputation of missing values both in training and testing samples and also in classification of unseen data with missing values;

(2) Instead of missing value imputation, to assess the upper and low bounds of the sets of rules that can be extracted from the training dataset under all possible assignments of missing values in it; and

(3) To compute the above upper and low bounds by use of rigorous rule extraction techniques.

To better explain the ideas of the developed approach to extraction of rules from data with missing values, let us first outline general ideas of most existing mining techniques dealing with complete datasets. Although in this work we use GK2 algorithm developed by the authors [10, 11], for our purposes it is important to briefly remind about well known AQ basic algorithm, because GK2 differs from it only in algorithmic implementation of AQ basic step numbered below as step 3. It should be noted that AQ is the earliest proposed method of such kind [15], and up to now it remains a basic one for many other learning algorithms and systems (rough set-based [18], [27], RIPPER [3], CN2 [2], etc.). The last version of this method, AQ20, was implemented recently.

4.1 AQ Method

AQ method ([15]) aims at induction of rules in the form “if \(<condition>\) then \(<class>\)”, where \(<condition>\) is a conjunction of attributes (“attribute test”). Several rules can also be represented as disjunction of rules. A conjunct is said to cover an example if it takes value “true” for this example.
The basic AQ induces rules for each class step by step. Simple description of this algorithm is as follows [15]:

1. Divide all examples into subsets \( PE \) of positive and \( NE \) of negative examples;
2. Choose randomly or by design one example from \( PE \) and call it the seed;
3. Find a set of maximally general rules (MGR) characterizing the seed. The generalization limit is defined by the set \( NE \); a resulted description of the seed is not allowed to cover any example from \( NE \). The obtained set of rules is called a star;
4. According to a criterion select the best rules in the star;
5. If these rules jointly with the previously found rules cover all examples from \( PE \) then stop. Otherwise, find another seed among the uncovered examples in \( PE \) and go to 2.

Step 3 is performed by a special procedure called star generation procedure that is the central one in AQ and many other algorithms. The rule preference criterion is chosen according to the task at hand, and in many cases it combines several simple criteria, however, the rule coverage factor (the ratio of covered examples of the set \( PE \)) usually is the first among them.

### 4.2 Extraction Rules from Propositional Data with Missing Values: The Main Theorem

Let us assume that training dataset is presented in binary scale and assigned one of three values: “0”, “1” and “∗” interpreted as “false”, “true” and “unknown” (missing) respectively. Also assume that the column corresponding to the class label does not contain missing values.

Briefly the idea of dealing with missing values without their imputation is as follows. Assume that the selected seed does not contain missing values, and the set of counterexamples, \( NE \), does not contain cases equal to the selected seed. If we completely assigned missing values of training dataset in arbitrary way, we would be able to extract maximally general rules via a conventional technique, for example, through the AQ algorithm. Different variants of such assignments would lead to different sets of rules extracted. Let us denote the set of extracted rules for an arbitrary assignment of the missing values as \( R_\ast \).

It was found out that for each seed there exist two sets of maximally general rules serving as exact low and upper bounds for all possible sets of rules corresponding to any arbitrary assignments of missing values. They correspond to two special assignments of missing values in training dataset. Given seed, these bounds meet the following deducibility relations:

\[
R_{low} \subseteq R_\ast \subseteq R_{upper}
\]  

where \( R_{low} \) – the exact low bound of all the sets of MGR; \( R_{upper} \) – the exact upper bound of all the sets of MGR, and \( R_\ast \) – the set of MGR corresponding to an arbitrary assignment of the missing values.
Informally, it could be said that $R_{upper}$ bound corresponds to the "optimistic" assignment of the missing values, whereas $R_{low}$ corresponds to the "pessimistic" one. Let us explain conceptually how “optimistic” and “pessimistic” assignments can be built and then justify the above assignments design formally.

Let us denote an arbitrary example of the training dataset as $t(i)$, where $i$ is the index of this example in dataset table. Let $k$ be the index of the seed (index of chosen positive example), $I_k^+$ be the set of indexes assigned to attributes of seed. While searching for MGR corresponding to the chosen seed $t(k)$, we ignore all the columns of training dataset, whose indexes do not belong to the set $I_k^+$. After such reduction of the training dataset other positive examples and all negative examples can contain missing values for attributes with indexes from the set $I_k^-$. Let us denote the index set of missing values in particular negative example $t(l)$ by $I^-_{l,k}$, the index set of undefined attributes in particular positive example $t(r), r \neq k$, by $I^+_{r,k}$. Let us further consider two variants of assignment of missing values of attributes with indexes $i \in I^-_{l,k}$ (for negative examples) and with indexes $i \in I^+_{r,k}$ (for positive examples):

$$t^l_i = \neg t^k_i, \quad i \in I^-_{l,k}, \quad l \in NE, \quad (2)$$
$$t^r_i = t^k_i, \quad i \in I^+_{r,k}, \quad r \in PE, \quad (3)$$

and

$$t^l_i = t^k_i, \quad i \in I^-_{l,k}, \quad l \in NE, \quad (4)$$
$$t^r_i = \neg t^k_i, \quad i \in I^+_{r,k}, \quad r \in PE. \quad (5)$$

The first assignment, (2)–(3), is such that it maximally “increases” the distinctions between the seed and negative examples, and maximally “increases” the similarities between the seed and positive examples. On the contrary, the second one, (4)–(5), maximally “increases” the similarities between the seed and negative examples, and maximally “increases” the distinctions between the seed and other positive examples. Intuitively, the first assignment is called optimistic because it cannot decrease both the generalization level of the MGR generated from complete dataset and the values of their coverage factors of such MGR. In the second assignment that is called “pessimistic” both the generality of MGR generated from the complete dataset and values of their coverage factors cannot increase. The Theorem 1 given below formulates formally the above facts introduced conceptually and indicates how to find the upper and low bounds of MGR.

---

3 Informally, $I^-_{l,k}$ comprises the subset of indexes of missing values in the negative example $t(l)$, which are assigned in seed $t(k)$. Analogously, $I^+_{r,k}$ comprises the subset of indexes of missing values in the positive example $t(r)$, which are assigned in seed $t(k)$. 
Theorem 1. Let us assume that seed \( t(k) \) does not contain missing values. Let \( R_* \) be the set of all maximally general rules for an arbitrary assignment of missing values in the negative and positive examples \( t(i) \), whose indexes \( i \in I_{l,k}^-, l \in NE \), and \( i \in I_{r,k}^+, r \in PE \) respectively; \( R_{\text{upper}} \) be the set of all maximally general rules corresponding to the assignments of missing values in the positive and negative examples (2)–(3), and \( R_{\text{low}} \) be the set of all maximally general rules corresponding to the assignments of missing values (4)–(5).

Then \( R_{\text{low}} \subseteq R_* \subseteq R_{\text{upper}} \).

This theorem provides a general framework for mining data with missing values. In other words, it restricts the search through explicit indication of the set of rules within which the maximally general rules should be found. Unfortunately, it says nothing about how, based on the above upper and lower bounds, to select the set of rules in a particular application. In general case, the rule set under search results from analysis of particular rule properties, appropriate organization of the testing procedure and use of requirements to the classification mechanism properties. The main of these aspects will be analyzed below as applied to the case study introduced in Sect. 3.

To demonstrate the Theorem 1 numerically let us first explain briefly an algorithm of rule extraction that is used for this purpose below.

4.3 GK2 Algorithm for Extraction Rules

Rule induction algorithm GK2 [10, 11] operates with relational Boolean data. For demonstration of this algorithm, the data sample presented in Table 1 is used.

<table>
<thead>
<tr>
<th>( t(i) )</th>
<th>( t_1 )</th>
<th>( t_2 )</th>
<th>( t_3 )</th>
<th>( t_4 )</th>
<th>( t_5 )</th>
<th>( t_6 )</th>
<th>Class ( Q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t(1) )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( t(2) )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( t(3) )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( t(4) )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( t(5) )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( t(6) )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( t(7) )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( t(8) )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( t(9) )</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( t(10) )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( t(11) )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( t(12) )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( t(13) )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( t(14) )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( S(l) )</th>
<th>( X_1 )</th>
<th>( X_2 )</th>
<th>( X_3 )</th>
<th>( X_4 )</th>
<th>( X_5 )</th>
<th>( X_6 )</th>
<th>Class ( Q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{1,1} )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( S_{1,2} )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( S_{1,3} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( S_{1,4} )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( S_{1,5} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( S_{1,6} )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

This theorem is proved rigorously but here this proof is omitted for brevity.
The following notations are used hereinafter: $I_m = \{1, \ldots, m\}$ – index set of attributes (see Table 1); $I_k \subseteq I_m$ – a subset of attribute indexes; $PE$, $NE$ – the sets of indexes of positive and negative examples respectively; $t(k)$ – $k$-th example (row of the relational data table) of training dataset; $X = \{x_1, \ldots, x_m\}$ – the set of propositions corresponding to the data attributes. Each of them can be used with negation ($\bar{x}_i$) or without it ($x_i$); in both cases it is called “literal”. A literal is denoted as $\tilde{x}_i$ and it can take value $x_i$ or $\bar{x}_i$; $\Phi_X = \{x_1, \ldots, x_m\}$ – the entire set of formulae that can be built over the proposition set $\{x_1, \ldots, x_m\}$ by use of connectives $\&$ (conjunction), $\lor$ (disjunction) and negation.

A premise $<\text{condition}>$ of a rule, which GK2 induces in the form “if $<\text{condition}>$ then $<\text{predicted class}>$”, is a conjunction of the literals constituted by a subset of attributes. Formally, any rule $R_j$ is specified as follows:

$$R_j = F_j \supset Q, F_j = \&_{i \in I_j} \tilde{x}_i,$$

where $R_j$ stands for rule indexed by $j$, $F_j = \&_{i \in I_j} \tilde{x}_i$ is a rule premise, $I_j$ is a subset of attribute indexes, $Q$ is a class label, and $\supset$ denotes logical implication connective. Further it is default assumed that each rule to be extracted has to be consistent that is a rule premise $F_j$ can take “true” value only over the positive training examples $PE$. This also means that there is no pair of equal examples belonging to both $PE$ and $NE$ sets of the training sample.

If formula $F_j \supset Q$ (we speak about the formula as the whole but not about its premise) takes value “true” over all positive and negative examples of training dataset then it is called “consistent” with training dataset. However, if the formula is consistent with training dataset but its premise $F_j$ covers no positive examples of class $Q$ then it cannot be “interesting”.

The purpose of GK2 is, given the seed, to search for $MGR$. In particular applications certain additional constraints (constraint on maximal length of rules, minimal value of coverage factor, etc.) can additionally be imposed.

Additional notations used below are as follows: $\Phi$ – the set of formulae $F_j$ present in (6) (potential premises of rules $R_j = F_j \supset Q$), $\Phi \subseteq \Phi_X$; $U \subseteq \Phi$ – a subset of $F_j \in \Phi$ with positive coverage factor over examples of class $Q$; $Z \subseteq U$ – the set of all premises of consistent formulae $F_j \supset Q$ having positive values of the coverage factor; $Z^+ \subseteq Z$ – the set of premises of the set of the $MGR$, corresponding to the given seed. Let us note that formulae sets $Z^+ \subseteq Z \subseteq U \subseteq \Phi$ introduced are the sets of premises of rules if the seed belongs to the class $Q$. In the same way the set of premises $Z^-$ of the $MGR$ can be introduced for the seeds of the class $\bar{Q}$.

Let us introduce a definition of the partial order relation between premises $F_j$ of rules $R_j \subset Z$.

**Definition 1.** Let $F_j \in Z$ and $F_r \in Z$. We say that $F_j \preceq F_r$ (“formula $F_j$ is less than or equal to $F_r$”) if and only if $I_j \subseteq I_r$ and all common literals of $F_j$ and $F_r$ are less than or equal to $F_r$.
these formulae have the same “sign” (i.e. each pair of common propositions both are either negative or positive).

In other words, formulae $F_j$ and $F_r$ are such, that the former comprises a subset of literals of the latter and their common literals are of the same “sign”. Thus, formula $F_j$ is “shorter” and this is why “more general” than formula $F_r$. It can be proved that this order imposes a lattice structure over all formulae $F_j \in Z$, hence, $Z = (Z, \preceq)$ is a lattice ([1]). According to the lattice properties, the lattice $Z$ contains the subset of so-called “minimal” (shortest) formulae $Z^+$, and this subset is such that $Z^+$ is deductively equivalent to the complete formulae set $Z$. It should be reminded that the formulae set $Z^+$ comprises all the shortest (“minimal”) premises of rules under search. Thus, the task of search for MGR is equal to the search for rules belonging to the subset $Z^+$. GK2 is destined to search for the subset $Z^+$.

Conceptually, the main course of GK2 can be as follows: (1) to search for the set $U$, (2) to search for its subset $Z$, and, finally, (3) to isolate the subset $Z^+$ from the set $Z$. The subset $Z^+$ corresponds to the complete set of MGR.

Let us consider the theoretical basis of GK2 algorithm implementing step 3.2 of the AQ algorithm presented in Subsect. 4.2.

Let the seed $t(k) \in PE$ correspond to the $k$-th line of the training dataset $T$. Its formal specification in propositional logic looks as follows:

$$F_k = \&_{i \in I_k} \tilde{x}_i = \tilde{x}_1^k \tilde{x}_2^k \ldots \tilde{x}_m^k,$$

where

$$\tilde{x}_i = \{x_i, \, \text{if} \, \, t(k,i) = 1, \, \text{or} \, \, \bar{x}_i, \, \text{if} \, \, t(k,i) = 0\}$$

Formula $F_k \in U$, because its coverage factor is positive, actually its coverage factor is no less than $1/|PE|$, where $|PE|$ is equal to the cardinality of the set $PE$. It is also consistent according to the assumption that there is no identical example in $NE$.

Each formula $F_k$ defines a formula set $U_k$ as follows:

$$U_k = \{F_{ki} \in U : F_{ki} \preceq F_k\}.$$  \hspace{1cm} (9)

where $F_{ki}$ comprises a subset of literals constituting $F_k$, and the set $U$, the entire set of formulae having positive values of coverage factor, is as follows:

$$U = \cup_{k \in PE} U_k.$$  \hspace{1cm} (10)

Let us recall that the set $U$ can contain inconsistent premises, and our tentative purpose is to extract all consistent ones, i.e. to find the set $Z$ of all consistent premises of rules having positive coverage factor.

---

6 It is said that a formulae set $A$ is deductively equivalent to the formulae set $B$ if and only if each formula of $B$ is inferable from the formulae set $A$.

7 In (7) and hereafter the conjunction symbol is omitted for brevity.
The premise (7) corresponds to one of the most specialized rules for the class Q. Generalization corresponds to deletion of certain literals from it, and this deletion either preserves the premise coverage factor value or increases it. Such a deletion has also to preserve consistency of the resulting premise. The last requirement restricts the possibility of rule generalization. Like AQ, the idea of GK2 is to search for consistent premises of minimal length.

GK2 algorithm aims to search for the complete set of $MGR \ Z^+$ without search for the entire set of consistent rules with positive coverage factor $Z$, that leads to considerable decrease of computations. Below this procedure is described in strictly formal way, but all its steps are explained informally by examples.

Let us specify an arbitrary $k$-th positive example $t(k)$ in terms of propositional formula like (7) indexing its literals by superscript $k$. The "similarity" $k$-th and $l$-th positive examples of the training sample corresponds to the coincidence of the literals with the same subscripts of the formulae $F_k$ and $F_l$ (both of them must be either positive or negative):

$$S(x_i^k, x_i^l) = \begin{cases} 1, & \text{if } x_i^k = \bar{x}_i^l, \text{ and } 0, & \text{otherwise.} \end{cases}$$ (11)

Component-wise negation of the similarity vector sometimes is called a distinction vector. For each pair of examples, one can compute the binary vector of similarities.

Let us select an example $t(k) \in PE$, and call it (like in AQ algorithm, [6]) a seed. Representation of this seed in terms of propositional formula looks like it is given in formula (7). Let us introduce the similarity matrix $S(k)$ reflecting similarities between given seed $t(k)$ specified by $F_k$ and all negative examples represented in the same form (7). The dimensionality of this matrix is equal to the number of attributes in the training data table $T$ and its size is equal to the cardinality of the set $NE$. Thus, in the Table 2 matrix $S(k)$ indicates similarities between seed number $k$ and negative examples in its positions assigned "1", and it indicates their distinctions in its positions assigned "0". An example of $S$ matrix for seed $t(1)$ and negative examples, presented in Table 1, is given in Table 2.

The next step of GK2 is to introduce a lattice-like structure over the lines of matrix $S(k)$, whose use decreases the amount of further computations.

**Definition 2.** Let $S_{r,k}$ and $S_{l,k}$ be two lines of the matrix $S(k)$. We say that $S_{r,k} \geq S_{l,k}$ if and only if this inequality is held for $S_{r,k}$ and $S_{l,k}$ component-wise and values "0" and "1" are considered here as integers, i.e. $1 > 0$.

An example of such a partial ordering of lines of $S$ matrix given in Table 2 in terms of Hasse diagram is depicted in Fig. 3.

The maximal elements of the set of lines of $S$ matrix play an important role in the GK2 algorithm: they and only they have to be accounted for in the further search for $MGR$ because they accumulate the maximal similarities (indicated as "1" in $S$–matrix) between seed and total batch of the negative examples. In Fig. 3 the maximal elements are $S_{2,1}$, $S_{9,1}$, and $S_{14,1}$.
Let $I_{\text{max}}(k)$ stand for the set of maximal lines built for the seed $k$ and $l \in I_{\text{max}}(k)$ – index of a maximal line. Let $I_{D}(k, l)$ also stand for the set of indexes of attributes of the maximal line $l$ assigned “0”. In other words, each $I_{D}(k, l)$ comprises the list of positions of the maximal lines $S_{i,k}$, where it differs from the seed $k$:

$$I_{D}(k, l) = \{ i : i \in I_{m}, S_{k,i}(i) = 0 \}.$$  \hfill (12)

For example, the sets $I_{D}(k, l)$ corresponding to the maximal negative lines in Fig. 3 are as follows:

$$I_{D}(2, 1) = \{2, 4\}, I_{D}(9, 1) = \{2, 3\}, I_{D}(14, 1) = \{1, 2\}. \hfill (13)$$

The sets $I_{D}(k, l)$ indicate minimal distinctions between the seed and negative examples and therefore indicate the literals - candidates for keeping in the premise $F_{k}$ (7) to preserve consistency.

Thus, given seed, a generalization algorithm intended to search for all MGR can be described as follows:

1. Given seed $k$, build a lattice of auxiliary family set $MA(k) = \langle \{A_{s}(k)\}, \subseteq \rangle$ where all $A_{s}(k)$ meet two conditions:
   a. $A_{s}(k) \in I_{m}$, i.e. it is a subset of the attribute indexes;
   b. $A_{s}(k)$ has nonempty intersection with each $I_{D}(k, l)$:

   $$\forall l \in I_{\text{max}}(k) [A_{s}(k) \cap I_{D}(k, l) \neq \emptyset].$$

2. Find the minimal sets of the lattice $MA(k)$.
3. Map each minimal set of the lattice $MA(k)$ the maximally generalized rule like it is prescribed in the Theorem 2 given below.

Let us give an informal explanation of the algorithm described above. The major property of the sets $A_{s}(k) \subseteq I_{m}$ constituting the lattice $MA(k)$ is that each of them must contain at least one attribute from every set of distinctions $I_{D}(k, l), l \in I_{\text{max}}(K)$. Therefore, minimal elements of $MA(k)$ correspond to the sets of minimal distinctions of the seed $k$ for all lines of the similarity matrix $S(k)$. Thus, the formula $F_{ki} = \&_{j \in U_{k}} \bar{x}_{j} \in U_{k}$ is a shortest premise of a consistent rule with positive value of the coverage factor if the set of
indexes \( I_k \) is one of \( A_s(k) \), and at that the “signs” of the respective literals in premise \( F_{ki} \) are the same as in formula \( F_k \) in (7). This condition guarantees the consistency of rule \( F_{ki} \supset Q \). If such a formula is built on the basis of minimal elements of the lattice \( MA(k) \), then it is one of the maximally general one. This conclusion is the content of the Theorem 2:

**Theorem 2.** A formula \( F_{ki} = \&_{\tilde{x}_j \in I_k} x_j \in U_k \) is the premise of a consistent rule with positive value of coverage factor if and only if \( I_k \in \{ A_s(k) \} \).

**Corollary 1.** A formula \( F_{ki} = \&_{\tilde{x}_j \in I_k} x_j \in U_k \) is the premise of a maximally general rule if and only if \( I_k \in \{ A_s(k) \} \) and \( A_s(k) \) is a minimal element of the lattice \( MA(k) \).

It is worth noting that there is no need to compute the complete family set \( \{ A_s(k) \} \). It is actually possible to compute directly its minimal elements on the basis of an algorithm of minimal binary cover (see, for example, [16]). One of such algorithms was developed by the authors of this paper and used in the GK2 software implementation.

Thus, a brief description of the GK2 algorithm for extraction rules from binary data is as follows:

1. (Same as in AQ) Divide training data sample into subsets \( PE \) of positive examples and \( NE \) of negative examples;
2. (Same as in AQ) Select a seed, \( t(k) \in PE \).
3.1. Compute \( S(k) \) matrix according to (11).
3.2. Compute the set of indexes \( I_{max}(k) = \{ S_l,k \} \) of maximal negative lines of the \( S(k) \) matrix.
3.3. Compute the index sets \( I_D(k,l) \) using (12).
3.4. Find minimal elements of the lattice \( MA(k) \).
3.5. Generate the premises of \( MGR \) as indicated in Theorem 2.

The further steps of GK2 are the same as for AQ algorithm.

**Numerical Example**

Let us continue the example of search for \( MGR \) based on sample given in Table 1. The results corresponding to the step 3.3 are given in (13). The next step, 3.4, has to generate the family set \( \{ A_s(K) \} \) in order to build the lattice \( MA(k) \) and to find its minimal elements. Although in the implemented software we use for this purpose an original algorithm of minimal binary covers, in example at hand \( \{ A_s(K) \} \) can just be built manually:

\[
\{ A_s(K) \} = \{ \{2\}, \{1, 2\}, \{2, 4\}, \{2, 3\}, \{1, 3, 4\}, \{2, 3, 4\}, \{1, 2, 3, 4\} \}.
\]

Hasse diagram of the lattice \( MA(1) \) structured according to the theoretic-set inclusion is given in Fig. 4. The minimal elements of the lattice \( MA(1) \) are \{2\} and \{1, 3, 4\}.
The next step 3.5 is to generate \textit{maximally general rules} on the basis of minimal elements of the lattice $MA(1)$ that results in the following:

$$R_1 = \overline{x_2} \supset Q, R_2 = \overline{x_1} x_3 x_4 \supset Q.$$ 

Let us notice that propositions $x_1$ and $x_2$ appear in rules $R_2$ and $R_1$ with negation because both of them have such “sign” in the formula $F_1$ built for the \textit{seed} $t(1)$ (see Table 1).

The values of the coverage factors for these rules are as follows:

$$S(x_2, Q) = 0.4, S(\overline{x_1} x_3 x_4, Q) = 0.4.$$ 

\subsection*{4.4 Mining Rules from Data with Missing Values: An Example}

Let the training sample with missing values be as given in Table 3. This dataset corresponds to the same data as in Table 1 but some attributes in the former are missing. The percentage of the missing data is about 25%. To perform a comparison of \textit{MGR} that can be extracted from such a sample with the \textit{MGR} extracted from completely defined sample, let us solve the task of extraction rules from data with missing values for the same \textit{seed}, i.e. for the \textit{seed} $t(1)$.

The Theorem 2 assumes that seed does not contain missing values, therefore the first what is necessary to do is to delete from the training data the columns corresponding to the attributes, whose values are missing in the chosen \textit{seed}, i.e. to delete columns corresponding to the attributes $x_2$ and $x_5$, therefore $I^+_t = \{1, 3, 4, 6\}$. The columns to be deleted are given in Table 3 in grey color. Thus, the training dataset must be such as presented in Table 3 without columns indexed by the subscripts second and fifth.

According to the Theorem 2, to search for the set of \textit{MGR} rules $R_{upper}$, it is necessary to assign the missing values to the positive and negative examples as made in Table 4. Respectively, to search for the \textit{MGR} rules of the set $R_{low}$, it is necessary to assign the missing values as shown in Table 5. Below both tasks (search for $R_{upper}$ and search for $R_{low}$) are being solved in parallel.
Table 3. Boolean training data with missing values

<table>
<thead>
<tr>
<th>$t(i)$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
<th>Class $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t(1)$</td>
<td>0</td>
<td></td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>0</td>
</tr>
<tr>
<td>$t(3)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>0</td>
</tr>
<tr>
<td>$t(4)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$t(5)$</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$t(6)$</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$t(7)$</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>0</td>
</tr>
<tr>
<td>$t(8)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>1</td>
</tr>
<tr>
<td>$t(9)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$t(10)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$t(11)$</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t(12)$</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(13)$</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(14)$</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Training data used for extraction of the set $R_{upper}$

<table>
<thead>
<tr>
<th>$t(i)$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
<th>Class $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t(1)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(2)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(3)$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(4)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(5)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(6)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(7)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(8)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(9)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(10)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(11)$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(12)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(13)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(14)$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Training data used for extraction of the set $R_{low}$

<table>
<thead>
<tr>
<th>$t(i)$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
<th>Class $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t(1)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(2)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(3)$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(4)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(5)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(6)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(7)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(8)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(9)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(10)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(11)$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(12)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(13)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t(14)$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The following computations correspond to the steps 3.1–3.5 of the GK2 algorithm:

**Step 3.1** This step consists in computations of similarity matrices $S(1)$ for data given in Table 4 and in Table 5. The results are given in Table 6 and Table 7 respectively. Let us denote these matrices as $S_{upper}(1)$ and $S_{low}(1)$ respectively.
### Table 6. $S(1)$ matrix used to search for the set $MA_{upper}$

<table>
<thead>
<tr>
<th>$t(i)$</th>
<th>$t'_1$</th>
<th>$t'_3$</th>
<th>$t'_5$</th>
<th>$t'_6$</th>
<th>Class $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t(1)$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(3)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(4)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(5)$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t(6)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(7)$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(8)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t(9)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(10)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t(11)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$t(12)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(13)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(14)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 7. $S(1)$ matrix used to search for the set $MA_{low}$

<table>
<thead>
<tr>
<th>$t(i)$</th>
<th>$t'_1$</th>
<th>$t'_3$</th>
<th>$t'_4$</th>
<th>$t'_5$</th>
<th>Class $Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t(1)$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t(2)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(3)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(4)$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(5)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t(6)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(7)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(8)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$t(9)$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$t(10)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t(11)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$t(12)$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(13)$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$t(14)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

**Step 3.2.** According to this step, it is necessary to order the negative lines of the matrices $S_{upper}(1)$ and $S_{low}(1)$ (see Fig. 5 and Fig. 6 respectively) and to find the maximal elements $I_{max}^{upper}$ and $I_{max}^{low}$ for both of them. The results are as follows:

\[
I_{max}^{upper} = \{3, 9, 14\} = \{1101, 1001, 0111\}, \\
I_{max}^{low} = \{2, 3, 14\} = \{1101, 1011, 0111\}.
\]

**Step 3.3.** Computation of the index sets of distinctions for both cases. This step results in the following:

\[
I^{upper}_{D}(1, 3) = \{3, 6\}, I^{upper}_{D}(1, 9) = \{3, 4\}, I^{upper}_{D}(1, 14) = \{1\} ; \\
I^{low}_{D}(1, 2) = \{4\}, I^{low}_{D}(1, 3) = \{3\}, I^{low}_{D}(1, 14) = \{1\}.
\]

**Step 3.4.** Building the lattices $MA_{upper}(1)$ and $MA_{low}(1)$ and determining its minimal elements. For brevity, we present the final result of this step, i.e. the sets $MA_{min}^{upper}(1)$ and $MA_{min}^{low}(1)$ of minimal elements of the above partially ordered sets:
Step 3.5. The resulting sets of maximally general rules (upper and low bounds) are as follows:

\[
R_{\text{upper}} = \{ \bar{x}_2 \supset Q, \bar{x}_1 x_3 x_4 \supset Q \} ;
\]
\[
R_{\text{low}} = \{ \bar{x}_1 x_3 x_4 \supset Q \} .
\]

Let us discuss the results of the example. It is obvious that \( R_{\text{low}} \subset R_{\text{upper}} \).

The coverage factors of the rules from the set \( R_{\text{upper}} \) are

\[
S(\bar{x}_2 \supset Q) = 0.4, S(\bar{x}_1 x_3 x_4 \supset Q) = 0.6 ,
\]
and the same for the rule from the set \( R_{\text{low}} \) is

\[
S(\bar{x}_1 x_3 x_4, Q) = 0.2 .
\]

Let us compare the sets of maximally general rules computed for complete data, \( R_\ast = \bar{x}_2 \supset Q, \bar{x}_1 x_3 x_4 \supset Q \) with \( R_{\text{upper}} \) and \( R_{\text{low}} \) sets of rules. The rule \( \bar{x}_1 x_3 x_4 \supset Q \) is included in all sets, but the rule \( \bar{x}_2 \supset Q \in Z^- \) does not appear in both \( R_{\text{upper}} \) and \( R_{\text{low}} \). This fact does not contradict the Theorem 2, because in the last example the deducibility relation presented in formula (1) is held.
While comparing the values of the coverage factors, one can see that $S(x_1 x_3 x_4, v) = 0.4$ preserves the same value for rules from $R_\ast$ and $R_{upper}$, but both of them are greater than the coverage factor of the same rule belonging to the set $R_{low}$. All these conclusions are compatible with the Theorem 2.

5 Classification Mechanism Design and Experimental Results

This section demonstrates how to practically exploit the result of the Theorem 1 for direct extraction of rules from binary data with missing values and also presents some experimental results obtained based on the case study described in Sect. 2, i.e. intrusion detection case study.

5.1 Training and Testing Datasets

The training and testing datasets were computed through preprocessing the real-life Tcpdump/Windump data containing Normal and Abnormal users’ activity. For preprocessing purpose TCPtrace utility as well as several other programs were used. Through preprocessing of data traffic level four datasets were computed. General description of the structure of the training and testing datasets was given in Sect. 3 although in the experiments whose results are presented below these datasets were simplified.

It was assumed that detection of intrusions is performed according to two-level classification structure. At the first level four source-based classifiers produce decisions based on “local” data. The output of each local classifier (they are also called base-classifiers) is represented as a binary time-stamped stream of decisions taking values from the set (Normal, Alert). These four asynchronous streams of decisions extended by three additional attributes indicating the name of data sources form the input of the classifier of the second level, meta-classifier, whose task is to on-line combine asynchronous streams of decisions produced by the base classifiers. Meta-classifier produces its decisions at the time when it receives a new decision (“event”) from any base classifier. Due to asynchronous nature of the base classifiers decision making and finite “life time” of decisions produced, some previous inputs of meta-classifier to the time when the latter has to update classification can become out of date. If so then at that time the respective inputs of meta-classifier are considered as missing. The nature of missingness was explained in Sect. 3 (see also Fig. 2).

We omit here descriptions of the base classifiers training and testing algorithms, the results of rule mining and mechanisms of base-classifiers’ decision making, since these subjects are beyond the paper scope. For our purpose it is sufficient to describe the inputs of meta-classifier, meta-data with missing values, specified in terms of streams of binary attributes. Since the primary goal of the experiments is to explore the proposed idea of direct mining of
data with missing values, and not to design an effective intrusion detection system, we simplified the mechanism that accounts for the data ageing resulting in missingness of values. The idea behind this is to compare the sets of rules and classification qualities for two statements of the same task. The first task is to mine a complete dataset (if to ignore the finite values of “life time”), generate classification rules and classification mechanism and to evaluate the quality of the resulting classification. The second task is similar but in it training and testing datasets were generated from the former datasets with the use of random missing data mechanism resulting in 20% of missing values. In the resulting datasets the number of missing values within particular examples varies from one to three and there exist about 20% of examples without missing values.

The resulting training datasets (both complete and with missing values) contain 128 examples; 14 of them correspond to the class “Normal” users’ activity and 114 correspond to the class “Abnormal”. The testing meta–data contain entirely different examples and consist of 11 examples of the class “Normal” and 233 examples of the class “Abnormal”. Both tasks, with and without missing values are solved in parallel what allows to assess the developed direct mining algorithm. Hereinafter for brevity, the following notations of meta–classifier input data attributes are used:

\[ \text{BK}_\text{ConnPacket} \equiv X_1; \text{BK}_\text{ConnAggreg} \equiv X_2; \text{BK}_\text{Aggreg5sec} \equiv X_3; \]
\[ \text{BK}_\text{Aggreg100con} \equiv X_4; \text{InitConn} \equiv X_5; \text{Init5sec} \equiv X_6; \text{Init100conn} \equiv X_7. \]

5.2 Algorithm for Direct Mining of Rules from Data with Missing Values

The procedure of direct mining of rules from data with missing values developed based on the Theorem 1 consists in the following steps:

1. Assign the missing values of the training dataset “pessimistically” and mine the rules of the set \( R_{\text{low}} \) using an algorithm (we used for this purpose the GK2 algorithm) for classes \( Q \) and \( \bar{Q} \). Denote the resulting rule sets as \( R_{\text{low}}(Q) \) and \( R_{\text{low}}(\bar{Q}) \) respectively.

2. Assign the missing values of the training dataset “optimistically” and mine the rules of the set \( R_{\text{upper}} \) for classes \( Q \) and \( \bar{Q} \). Denote the resulting rules’ sets as \( R_{\text{upper}}(Q) \) and \( R_{\text{upper}}(\bar{Q}) \) respectively.

Note. In the experiments the length of rule premises was restricted by 3 literals.

3. Assess the quality of the extracted rules of the sets \( R_{\text{upper}}(Q), R_{\text{upper}}(\bar{Q}) \) using certain criteria through testing procedure.

Notes. (1) We do write about separate testing of the rules from the sets \( R_{\text{low}}(Q) \) and \( R_{\text{low}}(\bar{Q}) \) due to deducibility relations \( R_{\text{low}}(Q) \subseteq R_{\text{upper}}(Q) \) and \( R_{\text{low}}(\bar{Q}) \subseteq R_{\text{upper}}(\bar{Q}) \) following from the Theorem 1. (2) As the criteria of each rule quality we used a value of the coverage factor (in percent-
and percentage of false positives. (3) In most cases the rules from the sets $R_{low}(Q)$ and $R_{low}({\bar{Q}})$ possess more or less good quality.

4. Based on evaluation criteria, select the best rules from the sets for a use in classification mechanism that jointly provide a reasonable tradeoff between the total number of the selected rules and quality.

**Note.** The selection procedure is carried out by experts, and the selection is based on application dependent requirements to the probabilities of correct classification, false positives (false alarms) and false negatives (missing of attack).

5. Design classification mechanism and assess its performance quality.

6. If necessary, repeat some steps of the above algorithm to add new rules from the previously generated sets and/or generate additional rules.

### 5.3 Experimental Results

Let us describe experimental results in step by step fashion according to the above algorithm with comments at some of the steps. This description also aims to give more detailed explanations concerning the proposed algorithm for direct mining of data with missing values and to dwell upon some technical details of the algorithm implementation.

Steps 1 and 2 generate rules of the sets $R_{low}(Q)$, $R_{upper}(Q)$, $R_{low}({\bar{Q}})$, and $R_{upper}({\bar{Q}})$. Rule extraction procedure was restricted by search for rules, whose premises contain no more than three literals. Under this condition the total number of extracted rules for “optimistic” assignment of missing values is equal to 58 at that 35 of them belong to the rule set $R_{upper}(Q)$ (two of them also belong to $R_{low}(Q)$), and 23 – to $R_{upper}(Q) \cup R_{low}(Q)$ at that $R_{low}(Q)$ contains eight rules not belonging to $R_{upper}(Q)$ but deducible from it.

Figure 7 demonstrates the sets of rules $R_{low}(Q)$ and $R_{upper}(Q)$, and the rules of the set $R_C(Q)$ extracted from the same training data though having no missing values. In this figure, the rules of the sets $R_{low}(Q)$, $R_C(Q)$ and $R_{upper}(Q)$ are marked with symbols “L” (“Low”), “C” (“Complete”) and “U” (“Upper”) respectively. It could be seen that the rules $RS_{10}$, $RS_{21}$, $RS_{22}$, $RS_{23}$ are deducible from any of the rules $RS_7$, $RS_8$ or $RS_{15}$; the rules $RS_4$, $RS_5$ and $RS_6$ are deducible from the rule $RS_{17}$, and the rule $RS_{24}$ is deducible from any of the rules $RS_1$, $RS_2$, or $RS_{17}$. Let also note that the rules of the set $R_C(Q)$ either belong to or are deducible from the set of rules $R_{upper}(Q)$. Therefore deducibility relation $R_{low}(Q) \subseteq R_C(Q) \subseteq R_{upper}(Q)$ is held.

The finally selected rules’ sets $R(Q)$ and $R(\bar{Q})$, mapped by their relative coverage factors and false positives are presented in Table 8. Among the selected rules fourteen belong to the set $R(Q) \subseteq R_{upper}(Q)$ and eight – to $R(Q) \subseteq R_{upper}(Q)$. The rules selected from the set $R_{upper}(Q)$ are highlighted grey in Fig. 8.

These rules were used to construct a classification mechanism, and it was constructed as a weighted voting algorithm where each rule of the set $R(Q)$
Fig. 7. The rules of the sets $R_{low}(\bar{Q})$, $R_C(\bar{Q})$, and $R_{upper}(\bar{Q})$. The rules selected for use in classification mechanism are given in grey.

Fig. 8. Explanation of the choice of a threshold $d'$ in classification mechanism (16).
Table 8. Qualities of the rules selected for a use in decision making mechanism

<table>
<thead>
<tr>
<th>Rules for class Q (Normal)</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R7</th>
<th>R10</th>
<th>R12</th>
<th>R15</th>
<th>R19</th>
<th>R20</th>
<th>R22</th>
<th>R24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage %</td>
<td>18</td>
<td>9</td>
<td>18</td>
<td>36</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>Refusals %</td>
<td>27</td>
<td>64</td>
<td>55</td>
<td>45</td>
<td>27</td>
<td>45</td>
<td>54</td>
<td>36</td>
<td>36</td>
<td>54</td>
<td>54</td>
</tr>
<tr>
<td>False positives %</td>
<td>55</td>
<td>27</td>
<td>27</td>
<td>18</td>
<td>54</td>
<td>36</td>
<td>27</td>
<td>45</td>
<td>45</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Coverage %</td>
<td>67</td>
<td>47</td>
<td>49</td>
<td>50</td>
<td>61</td>
<td>49</td>
<td>48</td>
<td>57</td>
<td>67</td>
<td>52</td>
<td>46</td>
</tr>
<tr>
<td>Refusals %</td>
<td>33</td>
<td>53</td>
<td>51</td>
<td>50</td>
<td>37</td>
<td>49</td>
<td>51</td>
<td>41</td>
<td>31</td>
<td>46</td>
<td>53</td>
</tr>
<tr>
<td>False negatives %</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.4</td>
<td>0.4</td>
<td>0</td>
<td>1.3</td>
<td>0.9</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rules of class Q (Abnormal)</th>
<th>RS</th>
<th>RS</th>
<th>RS</th>
<th>RS</th>
<th>RS</th>
<th>RS</th>
<th>RS</th>
<th>RS</th>
<th>RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage %</td>
<td>18</td>
<td>9</td>
<td>18</td>
<td>36</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Refusals %</td>
<td>27</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>False negatives %</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>0</td>
</tr>
</tbody>
</table>

was weighted proportionally to the difference between relative coverage and relative false positives and then normalized to 1. The same weighting procedure was applied to the rules of the set $R(\overline{Q})$.

5.4 Classification Mechanisms

Three classification mechanisms were tested. The first of them was built based upon the weighted rules set $R(Q)$:

$$\hat{Q} = \begin{cases} Q, & \text{if } W(X) \geq 0, \\ \overline{Q}, & \text{otherwise} \end{cases}$$

(14)

where $W = \sum_{i=1}^{R(Q)} a_i v[R_i(Q)]$, $a_i$ – weights of the rule $R_i(Q) \in R(Q)$, $|R(Q)|$ – cardinality of the rule set $R(Q)$, and $v[R_i(Q)]$ – truth value of the premise of the rule $R_i(Q)$.

The second mechanism is analogous to the first one but built on the basis of the weighted rules set $R(\overline{Q})$:

$$\hat{Q} = \begin{cases} Q, & \text{if } W(X) \geq 0, \\ \overline{Q}, & \text{otherwise} \end{cases}$$

(15)
where \( W = \sum_{i=1}^{\lvert R(\bar{Q}) \rvert} b_i v[R_i(\bar{Q})] \), \( b_i \) - weight of the rule \( R_i(\bar{Q}) \in R(\bar{Q}), \lvert R(\bar{Q}) \rvert \) - cardinality of the rule set \( R(\bar{Q}) \), and \( v[R_i(\bar{Q})] \) - truth value of the premise of the rule \( R_i(\bar{Q}) \).

The third classification mechanism exploits both \( R(Q) \) and \( R(\bar{Q}) \) sets of rules. Since the cardinalities of these sets are different, it is necessary to previously normalize them to provide the equal values of the sums of the weights of rules \( a_i \) and \( b_i \):

\[
\sum_{i=1}^{\lvert R(Q) \rvert} a'_i = \sum_{i=1}^{\lvert R(\bar{Q}) \rvert} b'_i = 1,
\]

that can be easily achieved by respective normalization of the previously computed weights \( a_i \) and \( b_i \).

Thus, the third classification mechanism is as follows:

\[
\tilde{Q} = \begin{cases} 
Q, & \text{if } D(X) \geq \tilde{d}, \\
\bar{Q}, & \text{otherwise}
\end{cases}
\]

where \( D = \sum_{i=1}^{\lvert R(Q) \rvert} a'_i v[R_i(Q)] - \sum_{i=1}^{\lvert R(\bar{Q}) \rvert} b'_i v[R_i(\bar{Q})] \), \( \tilde{d} \) - experimentally chosen threshold. Figure 8 demonstrates how the value of \( \tilde{d} \) was chosen. (in our case the chosen value is equal to 0.05).

The results of the testing of three above mentioned mechanisms are depicted in Fig. 8 and Fig. 9. In Fig. 8 two curves are depicted; the right one presents the estimation of the probability density for the value of \( d \) built for the cases when an input example of the classification mechanism (16) belongs to the class \( Q \) (“Normal”), whereas the left one presents the estimation of the probability density for the value of \( d \) built for the examples belonging to the class \( \bar{Q} \) (“Abnormal”). The choice of the threshold value of \( d \) depends on the application-oriented requirements to the classification mechanism quality, which as a rule is selected as a tradeoff between probabilities of correct classification, false positive and false negative. Let us note that the square under right curve given \( d \leq \tilde{d} \) corresponds to the false negatives (in our case – false alarms) probability whereas the square under left curve given \( d > \tilde{d} \) corresponds to the false positives (in our case – missing of signals) probability.

Figure 9 proves that within the case study in question classification mechanism (16) reveals rather good performance quality. In particular, it provides the estimated probability of the correct classification close to 0.997 if tested on joined testing and training samples with missing values (the right most diagram in Fig. 9). Testing of this mechanism on joined testing and training samples without missing values results in the estimated probability of the correct classification close to 0.99 (the second diagram at the left most). This figure also demonstrates the results of testing classification mechanisms (14) and (15). It can be seen that their performance qualities are worse than performance quality of the mechanism (16).

In general, the presented experimental results allow to optimistically evaluate the developed approach to direct mining of rules from the dataset with missing values.
6 Conclusion

The paper develops an approach to and technique for the lattice based direct mining of binary data with missing values aimed at extraction of classification rules with premises represented in a conjunctive form. The proposed approach does not assume an imputation of missing values. The idea is to generate two sets of rules, which serve as the upper and low bounds for any other sets of rules corresponding to all possible assignments of missing values, and then, based on these upper and low bounds of the rules' sets, on testing procedure and on a classification criterion, to select a subset of rules to be used for classification. Instead of missing values imputation, the proposed approach uses training dataset to cut down the upper bound rule set via testing its rules on other dataset with missing values with the subsequent selection of the most appropriate rules.

The motivation of imputation avoidance is that there exist a number of important applications where information cannot be collected due to certain reasons; for example, due to conditions of natural environment (for example, if airborne observation equipment is used, the information can be unavailable due to meteorological factors or due to masking). Much more specific
and complicate case, in which missing values imputation is not applicable at all, can arise as a result of temporal and/or spatial nature of data, asynchronous and distributed mode of data collection, and discrete and distributed mode of decision making. The detection of intrusions in computer network demonstrates an application of such kind. In this application, input data of an intrusion detection system operating on the basis of multiple data sources can be represented as temporal stream of decisions received from distributed solvers (agents) responsible for forming alerts in case of illegitimate users’ activity.

The proposed approach to the direct mining of rules from data with missing values is mathematically sound. One of its advantages is that it can be implemented by the use of any well known methods intended for extraction of rules having the premises in conjunctive form. Particularly, it can be implemented on the basis of such well known methods as AQ, CN2, RIPPER, etc. In our research we use the GK2 algorithm which is close to AQ. The paper gives a brief description of GK2 algorithmic basis.

Experimental results aiming at exploration and validation of the proposed approach to direct mining of rules from data with missing values confirm that it can yield strong and reliable results. Indeed, analysis of the set of rules extracted by its use and its comparison with the set of rules that would be extracted from the same dataset if it did not contain missing values exhibited their considerable overlapping. Example of such a comparison given in Fig. 7 demonstrates this fact, particularly, here only one rule, $RS_{16}$, belonging to the upper bound rules’ set does not belong to the set of rules that could be extracted from the same data having no missing values.

The approach will be further tested on different applications from various areas with the focus on applications from a situational awareness scope. An interesting future task in regard to direct mining of data with missing values is the use of dependencies between attributes to evaluate the predictive power of the rules extracted by direct mining along with their evaluations on the basis of testing procedures.
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Summary. Clustering is an important task in data mining and machine learning. In this paper, a normalized graph sampling algorithm for clustering that improves the solution of clustering via the incorporation of a priori constraint in a stochastic graph sampling procedure is adopted. The important question of how many clusters exists in the dataset and when to terminate the clustering algorithm is solved via computing the ensemble average change in entropy. Experimental results show the feasibility of the suggested approach.

1 Introduction

Clustering has been an important area of research in pattern recognition and computer vision. Unsupervised clustering can be broadly classified into whether the clustering algorithm is hierarchical or non-hierarchical. Hierarchical methods often model the data to be clustered in the form of a tree, or a dendrogram [1]. The lowest level of the tree is usually each datum as a cluster. A dissimilarity measure is defined for merging clusters at a lower level to form a new cluster at a higher level in the tree. The hierarchical methods are often computationally intensive for large number of samples and is difficult to analyze if there is no logical hierarchical structure in the data.

Non-hierarchical methods divide the samples into a fixed number of groups using some measure of optimality. The most widely used measure is the minimization of the sum of squared distances from each sample to its cluster center. The k-means algorithm, also known as Forgy’s method [2] or MacQueen [3] algorithm is a classical algorithm for non-hierarchical unsupervised clustering. However, the k-means algorithm tends to cluster data into even populations and rare abnormal samples in medical problems cannot be properly extracted as individual clusters.

Graph based clustering has received a lot of attention recently. A graph theoretic approach to solving clustering problem with the minimum cut criteria has been proposed [4]. A factorization approach has been proposed for
clustering [5], the normalized cuts have been proposed as a generalized method for clustering [6] and [7]. Graph-based clustering is also shown to be closely related to similarity-based clustering [8].

While previous approach to minimum cuts problem find solutions with high efficiency for generic data [9]. In a recent paper, we introduced a normalized sampling algorithm that incorporates information on cluster properties which improves the solutions for clustering problem [10]. Entropy constraints are incorporated into the minimum cuts framework for controlling the clustering process in finding the most relevant clusters. In this paper, we will investigate the use of entropy for determining the number of clusters and the termination criteria for the clustering process.

2 Graph Based Clustering

In this section, we will briefly review the graph based clustering process. The cluster data is modeled using an undirected weighted graph. The data to be clustered are represented by vertices in the graph. The weights of the edge of vertices represents the similarity between the object indexed by the vertices. Let \( x_i \) be the feature vector corresponding to the \( i \)-th object to be clustered and there are \( N \) data to be clustered. The similarity matrix \( S \in \mathbb{R}^{N \times N} \) where \( s_{ij} \) represents the similarity between the vector \( x_i \) and \( x_j \). A popular choice of the similarity matrix is of the form

\[
s_{ij} = \exp \left( -\frac{|x_i - x_j|}{\sigma^2} \right)
\]

(1)

where \( |x| \) is an euclidean distance of \( x \) and \( \sigma \) is a scale constant. The exponential similarity function have been used for clustering in [5], [6] and [7]. The graph \( G \) is simply formed by using the objects in the data as nodes and using the similarity \( s_{ij} \) as the values (weights) of the edges between nodes \( i \) and \( j \).

The full similarity graph consists of \( N \) pairs of similarity values which maybe quite large when the number of data is large. A reduction of computation complexity can be obtained if we can use the following graphs for representing the similarity relationship. The thresholded similarity graph \( G \) is obtained by removing similarities values which are close to zero, thus the set of edges consists of all pairs of vertices with similarities larger than a threshold \( \theta \),

\[
E = \{(i, j) : s_{ij} > \theta \} .
\]

(2)

The threshold \( \theta \) can be selected as three or four times the values of \( \sigma \) which can guarantee the similarities values of those removed edges are close to zero. However, the disadvantage of the thresholded graph is that the number of removed nodes cannot be guaranteed and have high dependence on the distribution of the data. Another similarity graph that can drastically reduce the number of edges is that \( k \)-nearest neighbor (kNN) similarity graph. The kNN
graph consists of the edges that are the $k$-th nearest neighbours of each other, thus the set of edges are given by

$$E = \{(i, j) : j \in N_i\}.$$  \hspace{1cm} (3)

The $k$NN similarity graph has the advantage that the number of edges is bounded by $kN$ which has linear dependence on $N$.

For a partition of the vertices $V$ into two disjoint sets $A$ and $B$, the cut is the total similarity between vertices in $A$ and $B$,

$$f(A, B) = \sum_{i \in A} \sum_{j \in B} s_{ij}.$$  \hspace{1cm} (4)

The minimum cut criterion is the finding of the partitions $A$ and $B$ such that the cut is minimized. As $f(A, B)$ measures the similarity between the disjoint sets $A$ and $B$, minimizing this criterion has the intuitive advantage of minimizing the similarity between two groups of vertices. Two partitions that have small similarity between each other can be considered as good partitions. However, the minimum cuts partitioning often finds solutions that consists of sporadic outlying data point or clusters which are often not too useful for categorization [6]. Thus the minimum cuts criterion has to be augmented with other constraint for effective clustering.

3 Maximum Entropy Algorithm

While the minimum cuts provides good measure of similarity between two clusters, another measure is needed for measuring the usefulness of the partitioning. The entropy is often used as information criteria in compression and communications [11]. In recent years, the maximum entropy principle has been increasingly popular as an aid for inference in various pattern recognition and machine learning applications. The maximum entropy principle was originally proposed by Jaynes [12] to the inference of unknown probability distribution. With the use of the concentration theorem and the study of multiplicities, it has been shown that distributions of higher entropy have higher multiplicities and are thus more likely to be observed [13]. Applications of maximum entropy includes image reconstruction [14] and image segmentation [15].

The maximum entropy algorithm has also found to be suitable for Bayesian inference methodology. In the Bayesian statistics approach to pattern recognition, the specification of the a priori information is often required to establish the a priori probability of the data. The maximum entropy principle allows us to select a distribution with maximum entropy that satisfies the given constraint of the problem.
4 Graph Contraction Algorithm

The contraction algorithm for minimum cuts [9] consists of an iterative procedure that contract two connected nodes $i$ and $j$:

- Randomly select an edge $(i, j)$ from $G$ with probability proportional to $S_{ij}$
- Contract the edge $(i, j)$ into a meta node $ij$
- Connect all edges incident on $i$ and $j$ to the meta node $ij$ while removing the edge $(i, j)$

This contraction is repeated until all nodes are contracted into a specified number of clusters. The probability of drawing an edge connecting $\{i, j\}$ is given by,

$$P(\{i, j\}) = \frac{s_{ij}}{\sum_i \sum_j s_{ij}}.$$  \hspace{1cm} (5)

Thus two vertices that have high similarity values will be likely to be merged together to form a cluster. The contraction algorithm iteratively select vertices with high similarity values for merging until the desired termination criterion is reached. This contraction algorithm will be referred to as unit sampling method as the contraction algorithm in [9] considers metanode as one unit irrespective of the content or the number of vertices inside the metanode.

Figure 1 shows a schematic representation of the contraction process. The figure on the left shows the graph before contraction. The two nodes in the center marked with crosses are selected to be contracted. The figure on the right shows the graph after contraction. In the center of the right figure, a single metanode is created from the contraction of two nodes as shown in the left figure. Notice the edges connecting to the nodes before contraction are all retained after contraction.

Define the configuration entropy of the system by

$$H = -\sum_{i=1}^{N} \frac{n_i}{N} \log \left( \frac{n_i}{N} \right)$$ \hspace{1cm} (6)

Fig. 1. Graph Contraction. Left figure: two nodes selected for contraction; Right figure: Graph after contraction
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where \( n_i \) is the number of vertices in the metanode \( i \). There are a number of observations configuration entropy. In the starting phase of the contraction, each node contain only one data and there is no metanode. The entropy in the starting phase of contraction is given by

\[
H = -\sum_{i=1}^{N} \frac{1}{N} \log \left( \frac{1}{N} \right)
\]  

(7)

and equals to \( \log(N) \). This is the maximum entropy for distributing \( N \) objects. The graph contraction process leads to a monotonic decreases in entropy, which is shown as follows. Consider the entropy change \( dH \) in a contraction process of merging the metanodes \( a \) and \( b \)

\[
dH = - \left( \frac{n_a}{N} \log \left( \frac{n_a}{N} \right) + \frac{n_b}{N} \log \left( \frac{n_b}{N} \right) - \frac{n_a + n_b}{N} \log \left( \frac{n_a + n_b}{N} \right) \right)
\]  

(8)

where \( n_a \) and \( n_b \) is the number of data in the metanodes \( a \) and \( b \) respectively. This expression can be simplified to

\[
dH = - \left( \frac{n_a}{N} \log \left( 1 + \frac{n_b}{n_a} \right) + \frac{n_b}{N} \log \left( 1 + \frac{n_a}{n_b} \right) \right)
\]  

(9)

which is negative number for all positive real values of \( n_a \) and \( n_b \). The entropy at the end of the contraction, when all nodes are merged into one meta node, is zero. There are considerable advantages in using the entropy as measurement for the states of the clustering. The computation complexity for calculation the entropy for each contraction is incremental and can be implemented in constant time.

There are various implications from this study of the change in entropy. The first implication is that this change of entropy allows us to select suitable criteria for determining the number of clusters. This will be discussed in the following section. The second implications of this change in entropy provides another motivation for improving the sampling method. As the clustering algorithm aims at finding high entropy cluster with small cuts values. The sampling procedure for selecting nodes for merging can be improved if the higher entropy values configurations are preferentially selected as will be discussed in the next section.

5 Normalized Contraction

A major problem for the unit sampling method for contraction is that as the contraction proceeds, the metanodes with a large number of nodes are likely to be selected as their similarities are accumulated over a number of nodes. Although this selection process is effective for minimum cuts problem, such selection may leads to a large central cluster with small outliers near the data
boundary. As the clustering process aims to discover clusters with significant proportions and distinctly different similarity, a more accurate representation of the similarity between two metanodes is needed. The normalized similarity between two metanodes is given by $s'_{ij}$ where

$$s'_{ij} = \frac{s_{ij}}{n_i n_j}.$$  

(10)

where $n_i$ and $n_j$ is the number of vertices in the metanodes $i$ and $j$. The normalized graph sampling algorithm selects an edge $\{i, j\}$ for contraction according to the following probability,

$$P(\{i, j\}) = \frac{s'_{ij}}{\sum_i \sum_j s'_{ij}}.$$  

(11)

Thus two metanodes that have high similarity values and smaller number of vertices will be more likely to be merged together to form a cluster. Another major advantage of the normalized sampling approach is that for each contraction, the probability of selecting two nodes with smaller number of data inside the node is higher. From (9), smaller $n_a$ and $n_b$ will cause a smaller change in entropy. Thus this normalized sampling scheme has a higher probability of forming lower entropy configurations. The net effect in multiple contractions is that the entropy of the normalized sampling remains high until the last few iterations where there most of the metanodes contain a large number of datapoint and the merging of such metanodes causes a dramatic decrease in entropy.

Figure 2 shows the comparison of the entropy change between the two sampling schemes of a contraction process for contracting 500 data. The details of this data (dataset I) and the experiment is described in the experimental results section. The starting entropy is log(500) and final entropy when all data is merged into a single node is 0. At the beginning of the contraction, both schemes have similar entropy. Starting at one third of iterations, the normalized sampling scheme starts to give higher entropy compared to the unit sampling scheme without normalization.

To take a closer look between the entropy change between successive iterations, the entropy change for the two sampling schemes are shown in Fig. 3 and Fig. 4 respectively. We can see that large entropy changes in the unit sampling scheme occurs at sporadic locations during the contraction process while the large entropy changes occurs mostly at the last few iterations. The confinement of large entropy changes towards the last few iterations allows the development of an efficient two stage algorithm.

6 Entropy Criteria for Clustering

The entropy concentration property of the normalized sampling is epse The graph-contraction based clustering process starts with $n$ data which contracts
Fig. 2. Entropy of contraction process for sampling scheme and normalized sampling scheme

Fig. 3. Entropy Change for unit sampling scheme

Fig. 4. Entropy Change for normalized sampling scheme
to a system of \( n - k \) clusters in the \( k \)-th step. If the number of clusters is known a priori, then the clustering process can terminate accordingly. However, in some situations, the user has to estimate the number of clusters in the dataset. Although the actual number of clusters is often hard to be estimated, we can obtain some statistics which provide us with information about the possible cluster arrangement. Two clusters measures are found to be valid in this graph sampling approach to clustering. The first cluster measure is the ensemble average change in entropy \( d\hat{H}_t \) at iteration \( t \)

\[
d\hat{H}_t = \sum_{i \in E} dH_t
\]

where \( i \) denotes the \( i \)-th trial of the experiment \( E \), where each of the experiment is started with a unique pseudo-random seed. The iterations with maximum change in entropy will correspond to likely positions for clustering. The use of the ensemble average ensures that the average change in entropy can be measured which is more accurate than just measuring the entropy change of a single series of contraction. There will be significant changes in the entropy when significant clusters are merged together. However, as there are multiple clusters, all merges between the multiple clusters will cause large change in entropy and thus we expect to see several significant changes in entropy, each corresponding to one merging of the cluster. And the first significant changes in entropy indicates the merging first major cluster. Figure 5 shows three Gaussian Clusters. Figure 6 shows the ensemble average entropy of contraction on the Gaussian clusters. In this case the biggest change in entropy occurs in iterations 700 which leads to the conclusion that there is 3 clusters in the data.

Take another example of 4 Gaussian clusters as shown in Fig. 5, the ensemble average entropy of contraction is shown in Fig. 8. In this case, the maximum change in entropy corresponds to two clusters. This scenario represents the merging of two pairs of clusters into two clusters. To get a clear picture, we zoom into the entropy figure near the end of the iterations as

![Three Gaussian Clusters](image)

Fig. 5. Three Gaussian Clusters
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Fig. 6. Ensemble average entropy of contraction on the Gaussian clusters

shown in Fig. 9. The first significant change occurs at iterations 507, which corresponds to estimating four clusters in the dataset. The largest change of entropy occurs when the each of the two pairs of clusters merged into two clusters.

7 Results on Real Datasets

In this section, the graph clustering algorithm is applied to UCI datasets. The similarity graph employed is the 8-nearest neighbour graphs. The scale constant $\sigma$ is set to the mean of all 8-nearest neighbour distances of the data. The contractions are repeated 100 times to obtain the ensemble average value.
In the vehicle dataset, there are 846 vehicles outlines from four different types of vehicles. Using the normalized contraction algorithm, we plot the average entropy of the contraction process. As the entropy drops concentrate at the end of the contraction, only the last ten iterations are plotted, corresponding to the formation of eleven clusters at the first data-point to two clusters at the last data-point. Figure 10 shows the average change in entropy in the vehicle dataset. The largest change in entropy occurs at the last 3 iterations which corresponds to predicting correctly that there are 4 clusters.

In the image segmentation dataset, there are 2310 data, each with 19 features. There are 7 different types of images in the dataset. Figure 11 shows the average change in entropy of the image dataset. The largest change in
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Fig. 10. Zoom-in view of Ensemble average entropy on the vehicle dataset

Fig. 11. Zoom-in view of Ensemble average entropy on the image segmentation dataset

entropy corresponds to predicting the number of clusters to be six, while the actual number of clusters is 7. However, this is a noisy dataset which is non-separable. The number of predicted cluster is very close to the actual value.

Although the exact number of clusters in an unknown dataset is often difficult to be established, however measures can be established to cluster datasets by similarity. Furthermore, the study in this paper suggest that the study of entropy helps to analyze the possible structure within the data. Results using synthetic datasets and the real datasets suggest that the average change in entropy is an effective indicator for the possible cluster structure in the datasets.
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Summary. Since the late 1980s, neural networks have been widely applied to data mining. However, they are often criticised and regarded as a “black box” due to the lack of interpretation ability. This chapter describes a domain independent approach to the use of neural networks for mining multiple class, small objects in large images. In this approach, the networks are trained by the back propagation algorithm on examples which have been cut out from the large images. The trained networks are then applied, in a moving window fashion, over the large images to mine the objects of interest. During the mining process, both the classes and locations of the objects are determined. The network behaviour is interpreted by analysing the weights in learned networks. Visualisation of these weights not only gives an intuitive way of representing hidden patterns encoded in learned neural networks for object mining problems, but also shows that neural networks are not just a black box but an expression or a model of hidden patterns discovered in the data mining process.

1 Introduction

As more and more data is collected as electronic form, the need for data mining is increasing extraordinarily. Due to the high tolerance to noisy data and the ability to classify unseen data on which they have not been trained, neural networks have been widely applied to data mining [1, 2, 3].

However, neural networks have been criticised for their poor interpretability, since it is difficult for humans to interpret the symbolic meaning behind the learned network weights and the network internal behaviour. For this reason, a neural network is often regarded as a black box classifier or a prediction engine [2]. In this chapter, we argue that it is not quite true, particularly for data mining in image data. We use the “weight matrices” to interpret the “hidden patterns” in learned networks for multiple class object mining problems.

This chapter addresses the problem of mining a number of different kinds of small objects in a set of large images. For example, it may be necessary to find all tumors in a database of x-ray images, all cyclones in a database of
satellite images or a particular face in a database of photographs. The common characteristic of such problems can be phrased as “Given subimage$_1$, subimage$_2$, ..., subimage$_n$ which are examples of the object of interest, find all images which contain this object and its location(s)”. Figure 2 shows examples of problems of this kind. In the problem illustrated by Fig. 2(b), we want to find centers of all of the 5 cent and 20 cent coins and determine whether the head or the tail side is up. Examples of other problems of this kind include target detection problems [4, 5, 6] where the task is to find, say, all tanks, trucks or helicopters in an image. Unlike most of the current work in the object mining/detection area, where the task is to find only objects of one class [4, 7, 8], our objective is to mine objects from a number of classes.

Neural networks have been applied to object classification and mining problems [7, 9, 10, 11]. In these approaches, various features/attributes such as brightness, colour, size and perimeter are extracted from the sub-images of the objects and used as inputs to the networks. These features are usually quite different and specific for different problem domains. Extracting and selecting good features is often very time consuming and programs for feature extraction and selection often need to be hand-crafted. The approach described in this chapter directly uses raw pixels as inputs to the networks.

1.1 Goals

The overall goal of this chapter is to develop a domain independent approach to the use of neural networks for mining multiple class objects in large images and to investigate a way of interpreting weights in learned networks. Instead of using specific image features, this approach directly uses raw image pixels as inputs to neural networks. This approach will be examined on a sequence of object mining problems of increasing difficulty. Specifically, we investigate:

- Will this approach work for a sequence of multiclass object mining problems of increasing difficulty?
- Will the performance deteriorate as the degree of difficulty of the detection problems increases?
- Can the weights in learned networks be interpreted in some ways and “hidden patterns” be successfully discovered and represented?
- Will the number of training examples affect object mining performance?

1.2 Structure

In the remainder of this chapter, we first describe the background, the image databases and our neural network approach, then present a set of experimental results. After making a detailed analysis and interpretation of the learned network weights, we conclude this approach and give a number of future directions.
2 Background

2.1 Object Mining and Its Dimensions

The term object mining here refers to the detection of small objects in large images. This problem is also known as object detection, which includes both object classification and object localisation. Object classification refers to the task of discriminating between images of different kinds of objects, where each image contains only one of the objects of interest. Object localisation refers to the task of identifying the positions of all objects of interest in a large image.

We classify the existing object mining systems into three dimensions based on whether the approach is segmentation free or not, domain independent or specific, and the number of object classes of interest in an image.

According to the number of independent stages used in the detection procedure, we divide the object mining methods into two categories:

- **Segmentation based approach**, which uses multiple independent stages for object mining. Most research on object mining involves four stages: preprocessing, segmentation, feature extraction and classification [12, 13, 14], as shown in Fig. 1. The preprocessing stage aims to remove noise or enhance edges. In the segmentation stage, a number of coherent regions and “suspicious” regions which might contain objects are usually located and separated from the entire images. The feature extraction stage extracts domain specific features from the segmented regions. Finally, the classification stage uses these features to distinguish the classes of the objects of interest. The algorithms or methods for these stages are generally domain specific. Learning techniques such as decision trees, neural networks and genetic algorithms/programming are usually applied to the classification stage. In general, each independent stage needs a program to fulfill that specific task and accordingly multiple programs are needed for object mining problems. Success at each stage is critical to achieving good final detection performance. Detection of trucks and tanks in visible, multispectral infrared and synthetic aperture radar images [5] and recognition of tanks in cluttered images [9] are two examples.

- **Single pass approach**, which uses only a single pass to mine the objects of interest in large images. There is only a single program produced for the whole object mining procedure. The major property of this approach is that it is segmentation free. Mining tanks in infrared images [6] and

![Fig. 1. A typical procedure for object detection](image-url)
detecting small targets in cluttered images [11] based on a single neural network are examples of this approach.

While most recent work on object mining/detection problems concentrates on the segmentation based approach, this chapter focuses on the single pass approach.

In terms of the generalisation of the object mining systems, there are two major approaches:

- **Domain specific object mining**, which uses specific image features as inputs to the detector or classifier. These features, which are usually highly domain dependent, are extracted from entire images or segmented images. In a lentil grading and quality assessment system [15], for example, features such as brightness, colour, size and perimeter are extracted and used as inputs to a neural network classifier. This approach generally involves a time consuming investigation of good features for a specific problem and a hand-crafting of the corresponding feature extraction programs.

- **Domain independent object mining**, which usually uses the raw pixels (low level features) directly as inputs to the detector or classifier. In this case, feature selection, extraction and the hand-crafting of corresponding programs can be completely removed. This approach usually needs learning and adaptive techniques to learn features for the object mining task. Directly using raw image pixel data as input to neural networks for detecting vehicles (tanks, trucks, cars, etc.) in infrared images [4] is such an example. However, long learning/evolution times are usually required due to the large number of pixels. Furthermore, the approach generally requires a large number of training examples [16].

While most recent work focuses on domain specific approaches, this chapter uses a domain independent approach.

Regarding the number of object classes of interest in an image, there are two main types of object mining problems:

- **One class object mining problem**, where there are multiple objects in each image, however they belong to a single class. In nature, these problems contain a binary classification problem: object vs non-object, also called object vs background. Examples are detecting small targets in thermal infrared images [11] and detecting a particular face in photograph images [17].

- **Multiple class object mining problem**, where there are multiple object classes of interest each of which has multiple objects in each image. Detection of handwritten digits in zip code images [18] is an example of this kind.

In general, multiple class object mining problems are more difficult than one class mining problems. This chapter is focused on mining/detecting multiple objects from a number of classes in a set of images, which is particularly
difficult. Most research in object mining/detection which has been done so far belongs to the one class object mining problem.

2.2 Performance Evaluation

Performance in object mining/detection is measured by detection rate and false alarm rate. The detection rate is the number of objects correctly reported as a percentage of the total number of real objects in the image(s). The false alarm rate, also called false alarms per object or false alarms/object [11], refers to the number of non-objects incorrectly reported as objects as a percentage of the total number of real objects. For example, a mining/detection system looking for grey squares in Fig. 2 (a) may report that there are 25. If 9 of these are correct the detection rate will be \( \frac{9}{18} \times 100 = 50\% \). The false alarm rate will be \( \frac{16}{18} \times 100 = 88.9\% \). Note that the detection rate is always between 0 and 100\%, while the false alarm rate may be greater than 100\% for difficult object detection problems.

![Fig. 2. Object mining/detection problems of increasing difficulty](image)

<table>
<thead>
<tr>
<th>Easy (Circles and Squares)</th>
<th>Medium Difficulty (Coins)</th>
<th>Very Difficult (Retinas)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Images: 7</td>
<td>Number of Images: 20</td>
<td>Number of Images: 15</td>
</tr>
<tr>
<td>Number of Objects: 240</td>
<td>Number of Objects: 600</td>
<td>Number of Objects: 164</td>
</tr>
<tr>
<td>Number of Classes: 4</td>
<td>Number of Classes: 5</td>
<td>Number of Classes: 3</td>
</tr>
<tr>
<td>Image Size: 700x700</td>
<td>Image Size: 640x480</td>
<td>Image Size: 1024x1024</td>
</tr>
<tr>
<td>Input Field Size: 14x14</td>
<td>Input Field Size: 24x24</td>
<td>Input Field Size: 16x16</td>
</tr>
</tbody>
</table>

The main goal of object mining is to obtain a high detection rate and a low false alarm rate. There is, however, a tradeoff between them for a detection system. Trying to improve the detection rate often results in an increase in the false alarm rate, and vice versa. It is important to note that mining objects in images with very cluttered backgrounds is an extremely difficult problem and that false alarm rates of 200–2,000\% are common [8, 11].

Also note that most research which has been done in this area so far either only presents the results of object classification where all the objects have
been properly localised and segmented, or only gives the object localisation results where all objects of interest belong to a single class. The object mining results presented in this chapter are the performance for the whole object mining/detection problem (both object localisation and classification).

2.3 Neural Networks for Object Classification and Detection

Since the late 1980s, the use of neural networks in object classification and mining has been investigated in a variety of application domains. These domains include military applications, human face recognition, agricultural product classification, handwritten digit recognition and medical image analysis. The types of the neural networks used include multilayer feed forward networks [19], self-organising maps [20], higher order networks [21, 22] and ART networks [23, 24].

A summary of neural networks for object classification is given in Table 1 according to the kinds of the networks, application domains/problems, the first authors and the year of publication. Most of these systems are feature based in that specific image features are used as inputs to neural networks.

A summary of neural networks for object mining/detection is presented in Table 2. Typically, these tasks belong to the one-class object detection problems, where the objects in a single class in large pictures need to be mined/detected.

In the rest of this chapter, we describe our domain independent neural network approach to multi-class object mining/detection problems, present our results, and interpret learned weights (hidden patterns) in trained neural networks.

3 Image Databases and Object Mining Tasks

3.1 Three Databases and Object Mining Tasks

We used three different image databases in the experiments. Example images and key characteristics are given in Fig. 2. The images were selected to provide object mining problems of increasing difficulty. Database 1 (Easy) was generated to give well defined objects against a uniform background. The pixels of the objects were generated using a Gaussian generator with different means and variances for each class. There are three classes of small objects of interest in this database: black circles (class 1), grey squares (class 2) and white circles (class 3). The coin images (database 2) were intended to be somewhat harder and were taken with a CCD camera over a number of days with relatively similar illumination. In these images the background varies slightly in different areas of the image and between images and the objects to be detected are more complex, but still regular. There are four object classes of interest: the head side of 5 cent coins (class head005), the head side of 20 cent coins
### Table 1. Neural networks for object classification

<table>
<thead>
<tr>
<th>Kind of Network</th>
<th>Applications/Problems</th>
<th>Authors</th>
<th>Year</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed Forward Networks</td>
<td>Classification of mammograms</td>
<td>Verma</td>
<td>1998</td>
<td>[25]</td>
</tr>
<tr>
<td></td>
<td>Target recognition with sonar</td>
<td>Barshan</td>
<td>2000</td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>Maneuver target recognition</td>
<td>Ayrulu</td>
<td>2001</td>
<td>[27]</td>
</tr>
<tr>
<td></td>
<td>Classification of missiles, Planes and helicopters</td>
<td>Howard</td>
<td>1998</td>
<td>[28]</td>
</tr>
<tr>
<td></td>
<td>Classification of tanks and Trucks on laser radar images</td>
<td>Troxel</td>
<td>1988</td>
<td>[30]</td>
</tr>
<tr>
<td></td>
<td>Underwater target classification</td>
<td>Azimi-Sadjadi</td>
<td>2000</td>
<td>[31]</td>
</tr>
<tr>
<td></td>
<td>Mine and mine-like Target detection</td>
<td>Miao</td>
<td>1998</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>Handwritten character recognition</td>
<td>Verma</td>
<td>1998</td>
<td>[33]</td>
</tr>
<tr>
<td></td>
<td>Agricultural product recognition</td>
<td>Winter</td>
<td>1996</td>
<td>[15, 34]</td>
</tr>
<tr>
<td></td>
<td>Multispectral remote sensing Data classification</td>
<td>Lee</td>
<td>1997</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>Natural object classification</td>
<td>Singh</td>
<td>2000</td>
<td>[36]</td>
</tr>
<tr>
<td></td>
<td>Helicopter Classification</td>
<td>Stahl</td>
<td>2000</td>
<td>[37]</td>
</tr>
<tr>
<td>Shared Weight Neural Networks</td>
<td>Handwritten optical character recognition</td>
<td>Soulie</td>
<td>1993</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>Zip code recognition</td>
<td>LeCun</td>
<td>1989</td>
<td>[18, 39]</td>
</tr>
<tr>
<td></td>
<td>Digit recognition</td>
<td>de Redder</td>
<td>1996</td>
<td>[40, 41]</td>
</tr>
<tr>
<td></td>
<td>Lung nodule detection</td>
<td>Lo</td>
<td>1995</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>Microcalcification classification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Auto-associative Memory Networks</td>
<td>Face recognition</td>
<td>Abdi</td>
<td>1988</td>
<td>[43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Valentin</td>
<td>1994</td>
<td>[44]</td>
</tr>
<tr>
<td>ART Networks</td>
<td>Vehicle recognition</td>
<td>Bernardon</td>
<td>1995</td>
<td>[45]</td>
</tr>
<tr>
<td></td>
<td>Tank recognition</td>
<td>Fogler</td>
<td>1992</td>
<td>[46]</td>
</tr>
<tr>
<td>Serf-Organising Maps</td>
<td>Handwritten word recognition</td>
<td>Wessels</td>
<td>2000</td>
<td>[47]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dehghan</td>
<td>2000</td>
<td>[48]</td>
</tr>
<tr>
<td>Probability Neural Networks</td>
<td>Cloud classification</td>
<td>Tian</td>
<td>1998</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>Radar target ‘detection’</td>
<td>Kim</td>
<td>1992</td>
<td>[51, 52]</td>
</tr>
<tr>
<td>Gaussian Basis Function Networks</td>
<td>3D hand gesture recognition</td>
<td>Ahmad</td>
<td>1993</td>
<td>[53]</td>
</tr>
<tr>
<td>Neocognitron Networks</td>
<td>Bend point and end point recognition</td>
<td>Fukushima</td>
<td>1998</td>
<td>[54]</td>
</tr>
<tr>
<td>High Order Neural Networks</td>
<td>2D and 3D helicopter (F18) recognition</td>
<td>Spirkovska</td>
<td>1994</td>
<td>[55]</td>
</tr>
<tr>
<td></td>
<td>Apple sorting (classification)</td>
<td>Hecht-Nielsen</td>
<td>1992</td>
<td>[56]</td>
</tr>
<tr>
<td></td>
<td>Recognition of bars, triangles and squares</td>
<td>Cross</td>
<td>1995</td>
<td>[57]</td>
</tr>
<tr>
<td>Hybrid/Multiple Neural Networks</td>
<td>River identification</td>
<td>Liu</td>
<td>1998</td>
<td>[58]</td>
</tr>
<tr>
<td></td>
<td>Character recognition</td>
<td>LeCun</td>
<td>2001</td>
<td>[59]</td>
</tr>
<tr>
<td></td>
<td>Review</td>
<td>Egmont-Petersen</td>
<td>2001</td>
<td>[60]</td>
</tr>
</tbody>
</table>
(class head020), the tail side of 5 cent coins (class tail005) and the tail side of 20 cent coins (class tail020). All the objects in each class have a similar size. They are located at arbitrary positions and with different rotations. The retina images (database 3) were taken by a professional photographer with special apparatus at a clinic and contain very irregular objects on a highly cluttered background. The objective is to find two classes of retinal pathologies – haemorrhages (class haem) and micro aneurisms (class micro). To give a clear view of representative samples of the target objects in the retina images, one sample piece of these images is presented in Fig. 3. In this figure, haemorrhage and micro-aneurism examples are labeled using white surrounding squares. These objects are not only located in different places, but the sizes of the objects in each class are different as well, particularly for the haemorrhages. In addition, there are also other objects of different classes, such as veins (class vein) with different shapes and the retina “edges” (class edge). The backgrounds (class other) are varied, some parts are quite black, some parts are very bright, and some parts are highly cluttered. Note that in each of the databases the background (non-object) counts as a class (class other), but not a class of interest.

The object mining tasks here are to determine the locations and classes of the relatively small objects of interest in these large images by learning good neural networks. To implement these tasks, the next subsection briefly describes a number of different data sets used in this approach.
3.2 Image Data Sets

To avoid confusion, we define a number of terms related to the image data. A set of entire images in a database constitutes an image data set for a particular problem domain. In this chapter, it is randomly split into two parts: a detection training set, which is used to learn a detector, and a detection test set, which is used for measuring object mining performance. Cutouts refer to the object examples which are cut out from a detection training set. These cutouts form a classification data set, which is randomly split into two parts: a classification training set used for network training, and a classification test set for network testing. The classification test set plays two roles: one is to measure object classification performance, the other is used as a “tuning/validation set” for monitoring network training process in order to obtain good parameters of the learned network for object mining in large images. An input field refers to a square within a large image. It is used as a moving window for the network sweeping (detection) process. The size of the input field is the same as that of the cutouts for network training. The relationships between the various data sets are shown in Fig. 4.
4 The Object Mining Method

4.1 Overview

An overview of the approach is shown in Fig. 5. A brief outline of the method is as follows.

1. Assemble a database of images in which the locations and classes of all the objects of interest are manually determined. Divide these full images into two sets: a detection training set and a detection test set.

2. Determine an appropriate size \((n \times n)\) of a square which will cover all single objects of interest and form the input field of the networks. Generate a classification data set by cutting out squares of size \(n \times n\) from the detection training set. Each of the squares, called cutouts or sub-images, only contains a single object and/or a part of the background. Randomly split these cutouts into a classification training set and a classification test set.
3. Determine the network architecture. A three layer feed forward neural network is used in this approach. The $n \times n$ pixel values form the inputs of the training data and the classification is the output. One hidden layer is used in this approach.\textsuperscript{1} The number of hidden nodes is empirically determined.

4. Train the network by the back propagation algorithm [19] on the classification training data. The trained network is then tested on the classification test set to measure the object classification performance. The classification test data is also used to avoid overtraining the network. This step is designed to find the best trained network for object mining/detection.

5. Use the trained network as a moving window template to mine the objects of interest in the detection test set. If the output of the network for a class exceeds a given threshold then report an object of that class at the current location.

\textsuperscript{1} The theoretical results provided by Irie and Miyake [69] and Funahashi [70] have proved that any continuous mapping can be approximated by a network with a single hidden layer.
6. Evaluate the object mining performance of the network by calculating the detection rate and the false alarm rate.

The remainder of this section describes object classification and object mining process in somewhat detail.

4.2 Object Classification

Object classification involves network training and network testing.

Network Training

We use the backward error propagation algorithm [19] with online learning and the fan-in factor [18, 40] to train the networks. In online learning (also called the stochastic gradient procedure) weight changes are applied to the network after each training example rather than after a complete epoch. The fan-in is the number of elements that either excite or inhibit a given node of the network. The weights are divided by the number of inputs of the node to which the connection belongs before network training and the size of the weight change of a node is updated in a similar way.

Network Testing

The trained network is then applied to the classification test set. If the test performance is reasonable, then the trained network is ready to be used for object mining. Otherwise, the network architecture and/or the learning parameters need to be changed and the network re-trained, either from the beginning or from a previously saved, partially trained network. During network training and testing, the classification is regarded as correct if the output node with the largest activation value corresponds to the desired class of an object.

4.3 Object Mining

After network training is successfully done, the trained network is used to determine the classes and locations of the objects of interest in the detection test set, which is not used in any way for network training. Classification and localisation are performed by the procedures: network sweeping, finding object centres and object matching.

Network Sweeping

During network sweeping, the successfully trained neural network is used as a template matcher, and is applied, in a moving window fashion, over the large images to mine the objects of interest. The template is swept across and down these large images, pixel by pixel in every possible location.
After the sweeping process is done, an object sweeping map for each detected object class will be produced. An object sweeping map corresponds to a grey level image. Sample object sweeping maps for class1, class2 and class3 together with the original image for the easy object mining problem are shown in Fig. 6. During the sweeping process, if there is no match between a square in an image and the template, then the neural network output is 0, which corresponds to black in the sweeping maps. A partial match corresponds to grey on the centre of the object, and a good match is close to white. The object sweeping maps can be used to get a qualitative indication of how accurate the object mining step is likely to be. In the sweeping maps, if a pixel value at a location is greater than or equal to a threshold, then report an object at that location. Figure 6 reveals that class1 and class3 objects will be detected very accurately, but there will probably be errors in class2.

**Fig. 6.** Sample object sweeping maps in object mining/detection

Finding Object Centres

We developed a centre-finding algorithm to find the centres of all objects detected by the trained network. For each class of interest, this algorithm is used to find the centres of the objects based on the corresponding object
sweeping map. The centre-finding algorithm is given as follows. For each object sweeping map,

Step 1 Set a threshold for the class (see Sect. 4.4).
Step 2 Set all of the values in the sweeping map to zero, if they are less than the threshold. For all the non-zero values, repeat Step 3 and Step 4:
Step 3 Search for the largest value, save the corresponding position \((x, y)\), and label this position as an object centre.
Step 4 Set all values in the square input field of the labeled centre \((x, y)\) to zero.

If two or more “objects” for different classes at a position are found, the decision will be made according to the network activations at that position. For example, if one object for class2 and one for class3 at position \((260, 340)\) for the easy object mining problem are reported and the activations for the three classes of interest and the background at this position are \((0.27, 0.57, 0.83, 0.23)\), then the object for class3 will be considered the mined/detected object at that position since the activation for class3 is the biggest.

**Object Matching**

Object matching compares all the object centres reported by the centre finding algorithm with all the desired known object centres and reports the number of objects correctly mined/detected. Here, we allow location error of TOLERANCE pixels in the \(x\) and \(y\) directions. We have used a value of 2 for TOLERANCE. For example, if the coordinates of a known object are \((19, 21)\) and the coordinates of a mined object are \((21, 22)\), we consider that the object has been correctly detected.

**4.4 Choice of Thresholds**

During the object mining process, various thresholds result in different detection results. The higher the threshold, the fewer the objects that can be detected by the trained network, which results in a lower detection rate but also a lower false alarm rate. Similarly, the lower the threshold selected, the higher the detection rate and the higher the false alarm rate. Thus there is a trade-off between the detection rate and the corresponding false alarm rate. Ideally there will be a threshold that gives 100% detection rate with 0% false alarms. If such a threshold cannot be found we use the one that gives 100% detection rate with fewest false alarms as the best object mining result. The threshold can be found by exhaustive search. We use the following heuristic procedure to speed up the search:

1. Initialise a threshold \((T)\) to 0.7, apply the centre-finding algorithm and object matching process and calculate the detection rate \((DR)\) and the corresponding false alarm rate \((FAR)\) to the detection test set.
2. If the DR is less than 100%, decrease the T and calculate the new DR and FAR. Repeat this to obtain all the possible DRs and FARs until a new DR reaches 100% or a new T is less than or equal to 0.40.

3. From the point of step 1, if the FAR is not zero, increase T in order to obtain a new point (a DR with its corresponding FAR). Repeat this procedure until either the FAR is zero, or DR is zero, or the T is greater than or equal to 0.999.

The constants 0.7, 0.40 and 0.999 were empirically determined and worked well for all the image databases. To illustrate the relationship between the detection rate/false alarm rate and the threshold selection, the detection results of one trained network for class2 in the easy images are presented in Table 3.

Table 3. Choice of thresholds: Object mining results for class2 in the easy images

<table>
<thead>
<tr>
<th>Easy Pictures (Basic Method)</th>
<th>Object Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
<td>0.54</td>
</tr>
<tr>
<td>Detection Rate(%)</td>
<td>100</td>
</tr>
<tr>
<td>False Alarm Rate(%)</td>
<td>90.5</td>
</tr>
</tbody>
</table>

| Threshold                   | 0.725 | 0.747 | 0.755 | 0.800 | 0.835 | 0.865 | – | – |
| Detection Rate(%)           | 73.33 | 70.00 | 66.67 | 63.33 | 60.00 | 56.67 | – | – |
| False Alarm Rate(%)         | 3.1 | 2.5 | 2.3 | 1.0 | 0.25 | 0 | – | – |

5 Results

5.1 Object Classification Results

To classify the object cutouts for a particular problem, the number of hidden nodes of the network needs to be empirically determined. We tried a series of numbers of hidden nodes for the three object mining problems: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 13, 15, 20, 30, 50, 100, 150, 200, 300, and 500. The experiments indicated that the networks 196-4-4, 2576-3-5 and 256-5-3 with a set of learning parameters gave the best performance for the easy, the coin, and the retina problems, respectively.

Network training and testing results for object classification are presented in Table 4. In all cases, the network training and testing procedure was repeated 15 times and the average results are presented. Line 1 shows that the best network for the easy images is 196-4-4, the average number of epochs

\[196-4-4\] refers to a feed forward network architecture with 196 input nodes, 4 hidden nodes and 4 output nodes. In this chapter, we use a similar way to express other network architectures.
Table 4. Object classification results for the three databases

<table>
<thead>
<tr>
<th>Image Databases</th>
<th>Network Architecture</th>
<th>Training Epochs</th>
<th>Training Accuracy</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy Images</td>
<td>196-4-4</td>
<td>199.40</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Coin Images</td>
<td>576-3-5</td>
<td>234.6</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Retina Images</td>
<td>256-5-3</td>
<td>475.8</td>
<td>81.62%</td>
<td>71.83%</td>
</tr>
</tbody>
</table>

used to train the network is 199.40, and the trained network can achieve 100% accuracy on the cutouts of both the classification training set and test set. For the coin images, we can also achieve the ideal performance for object classification. However, this is not the case for the retina images, where only 71.83% accuracy was obtained on the test set of the cutouts.

5.2 Object Mining Results

This sub section describes object mining performance of this approach for the three image databases. For each problem, the 15 trained networks obtained in object classification are used to mine objects in the detection test set and the average results are presented.

Easy Images

The best detection rates and the corresponding false alarm rates for the three classes in the easy images are presented in Table 5. The best detection rates achieved for all the three classes are 100%, showing that this approach can successfully mine all the objects of interest in this database. At this point, mining objects in class1 (black circles) and class 3 (white circles) did not produce any false positives (false alarm rates are zero), while mining objects in class2 (grey squares) resulted in a 91.2% false alarm rate on average.

Table 5. Object mining results for the easy images

<table>
<thead>
<tr>
<th>Easy Images</th>
<th>Object Classes</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class1</td>
<td>Class2</td>
<td>Class3</td>
<td></td>
</tr>
<tr>
<td>Detection Rate(%)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>False Alarm Rate(%)</td>
<td>0</td>
<td>91.2</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Coin Images

The object mining results for the coin images are described in Table 6. As in the easy images, the trained neural networks achieved 100% detection rates for all the classes, showing that this approach correctly mined all the objects
Table 6. Object mining/detection results for the coin images

<table>
<thead>
<tr>
<th>Coin Images</th>
<th>Object Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>head005</td>
</tr>
<tr>
<td>Detection Rate (%)</td>
<td>100</td>
</tr>
<tr>
<td>False Alarm Rate (%)</td>
<td>0</td>
</tr>
</tbody>
</table>

of interest from different classes in the coin images. In each run, it was always possible to find a threshold for the network output for class head005 and tail005, which resulted in mining all of the objects of these classes with no false alarms. However, mining classes head020 and tail020 was a relatively difficult problem. The average false alarm rates for the two classes at a 100% detection rate were 182% and 37.5% respectively.

Retina Images

Compared with the performance of the easy and coin images, the results of the two classes haem and micro in the very difficult retina images are disappointing. All the objects of class micro were correctly mined (a detection rate of 100%), however, with a very high false alarm rate. The best detection rate for class haem was only 73.91%. Even at a detection rate of 50%, the false alarm rate was still quite high.

ROC Curves

To give an intuitive view, the extended ROC curves (Receiver Operating Characteristic curves [71, 72]) for class class2 in the easy images, class head020 in the coin images, and classes haem and micro in the retina images are presented in Fig. 7 (a), (b), (c) and (d) respectively.

5.3 Discussion

As can be seen from the object mining results obtained here, it was always possible to detect all objects of interest in the easy and the coin images. This reflects the fact that the objects in the two databases are relatively simple or regular and the background is uniform or relatively uniform. While mining objects in the easy images only resulted in a few false alarms, mining objects in the coin images resulted in a relatively higher false alarm rate. This is mainly because the object mining problems in the coin images are more difficult than in the easy images.

Due to the high degree of difficulty of the object mining problems, the results for the retina images were not good. For class micro, while all objects were correctly detected, a very high number of false alarms were produced. This is mainly because these objects are irregular and complex and the background is highly cluttered. For class haem, it was not possible to detect all
objects of interest (the best detection rate was 73.91%). This is mainly due to the size variance of these objects. The sizes of objects in class haem vary from $7 \times 7$ to $16 \times 16$ pixels – these objects are too different to be considered the same class. Another reason is that the training object examples in the retina images are not sufficient (only 164, see Fig. 2). Due to the insufficient number of training examples, we did not even achieve good object classification results (see Table 4).

Comparing the results obtained in object classification and object mining, it can be found that object classification results are “better” than the object mining results for all the three databases. In the coin images, for example, the trained networks achieved perfect object classification results, that is, 100%
accuracy on classifying all the objects in the four classes. While mining 5 cent coins achieved ideal performance, that is, all objects of the two classes (head005, tail005) were correctly mined with zero false alarm rate, mining the two 20 cent coin classes (head020, tail020) produced a number of false positive objects. The results for the other databases showed a similar pattern. This is due mainly to the fact that multiclass object mining task is generally much more difficult than only the classification task on the same problem domains since multiclass object mining includes both object classification and object localisation.

6 Visualisation and Analysis of Learned Network Weights

To analyse why this approach can be used for multiclass object mining, this section interprets the network internal behaviour through visual analysis of weights in trained networks. For presentation convenience, we use the trained networks for mining regular objects in the coin images. Most other networks contained similar patterns.

Figure 8 shows the network architecture (576-3-5) used in the coin images. The weight groups between the input nodes and the hidden nodes and between
the hidden nodes and the output nodes are also presented. The weight matrices (a), (b), (c) and (d) shown in Fig. 9 correspond to weight groups (a), (b), (c) and (d) in the network architecture in this figure.

Figure 9 shows the weights from a trained 576-3-5 network which has been successfully applied to the coin images. In this figure the full squares represent positive weights and the outline squares represent negative weights, while the size of the square is proportional to the magnitude of the weight. Matrices (a), (b) and (c) show the weights from the input nodes to the first, the second and the third hidden nodes. The weights are shown in a $24 \times 24$ matrix (corresponding to the $24 \times 24$ input field) to facilitate visualisation. Figure 9 (d) shows the weights from the hidden nodes to the output nodes and the biases of these output nodes. The five rows in this matrix correspond to the classes other, tail020, head020, tail005 and head005. The first three of the four columns correspond to weights from the three hidden nodes (associated with weight matrices (a), (b) and (c)) to the five output nodes. The last column corresponds to the biases of the five output nodes.

Fig. 9. Weights in a trained network for object mining/detection in the coin images
Inspection of the first column of Fig. 9 (d) reveals that weight matrix (a) has a positive influence on 5 cent coins and a negative influence on 20 cent coins. It has a strong influence on class tail005 but a weak influence on class head005. The same matrix has a strong negative effect on class other (background). Inspection of the second column reveals that weight matrix (b) has a positive effect on the 5 cent coins and a negative effect on the 20 cent coins. Moreover, it has a strong influence on class head005 but a weak influence on class tail005. Also it has a very strong positive influence on class other. This indicates that the combination of matrices (a) and (b) not only can separate the 5 cent coins from the 20 cent coins and the background, but also can discriminate the 5 cent tails from the 5 cent heads. Inspection of the third column reveals that the weight matrix (c) has a strong negative influence on the tails of both 5 cent and 20 cent coins and a weak influence on the heads of both 5 cent and 20 cent coins. It also strongly supports the background. The fourth column suggests that the biases also play a complementary role for mining objects, particularly for class tail020, class other and class head005. If we regard the nodes of the hidden layers as representing feature detectors learnt by the network, then Figs. 9(a)–(c) are a visual representation of these features. Visually these features “make sense” as there are regions corresponding to the 5 cent coins, the annulus remaining to the background when a 5 cent coin is “removed” from the centre of a 20 cent coin.

For object mining in large images described here, the weight matrices can be considered “hidden patterns” encoded in learned neural networks. Visualisation of the learned network weights reveals that patterns contained in learned networks can be intuitively represented, which strongly supports the idea that neural networks are not just a “black box”, but a model or an expression of patterns discovered during learning.

7 Conclusions

This chapter presented a pixel based approach to mining multiple class objects in large images using multilayer feed forward neural networks. The back propagation algorithm was used to train the network on the sub-images which had been cut out from the large images. The trained network was then applied, in a moving window fashion, over the entire images to mine/detect the objects of interest. Object mining performance was measured on the large images in the detection test set. The experimental results showed that this approach performed very well for mining a number of simple and regular objects against a relatively uniform background. It did not perform well on the very difficult object mining problems in the retina images. As expected, the performance degrades when the approach is applied to object mining problems of increasing difficulty.

Visualisation of the weights in trained neural networks resulting from this approach revealed that trained networks contained feature detectors which
“made sense” for the problem domain and could discriminate objects from different classes. This provides a way of revealing hidden patterns in learned neural networks for object mining problems. This approach also shows that trained neural networks are not just a black box, but a model or an expression of patterns discovered in the learning process.

The approach has the following advantages:

- Raw image pixel data are used as inputs to neural networks, and accordingly traditional specific feature extraction and selection can be avoided.
- It is a domain independent approach and can be directly applied to multiclass object mining problems in different areas.
- Multiple class objects can be mined (classified and localised) in large images with a single trained neural network.
- Patterns encoded in learned neural networks can be visually represented by using weight matrices.

The approach also has a number of disadvantages, which need to be addressed in the future:

- This approach can mine translation and limited rotation invariant objects but does not seem to successfully detect objects with a large size variance such as class haem in the retina images.
- In this approach, the network was trained based on the object cutouts but the trained network was directly applied to the entire images. This might be one of the main reasons which resulted in many false positives in some difficult object mining problems. We are investigating ways of refining the trained networks based on the entire images to improve object mining performance.
- The insufficient number of training examples led to poor object mining performance in the retina images. It would be very interesting to investigate whether this approach can achieve good results using sufficient training examples in the future – this will reveal whether this approach can be used to mine/detect complex and irregular objects against a highly cluttered background.
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Automatic induction from examples has a long tradition and represents an important technique used in data mining. Through induction a method builds a hypothesis to explain observed facts. Many knowledge extraction methods have been developed, unfortunately each has advantages and limitations and in general there is no such method that would outperform all others on all problems. One of the possible approaches to overcome this problem is to combine different methods in one hybrid method. Recent research is mainly focused on a specific combination of methods, contrary, multimethod approach combines different induction methods in an unique manner – it applies different methods on the same knowledge model in no predefined order where each method may contain inherent limitations with the expectation that the combined multiple methods may produce better results. In this paper we present the overview of an idea, concrete integration and possible improvements.

1 Introduction

The aggressive rate of growth of disk storage and thus the ability to store enormous quantities of data has far outpaced our ability to process and utilize it. This challenge has produced a phenomenon called data tombs – data is deposited to merely rest in peace, never to be accessed again. But the growing appreciation that data tombs represent missed opportunities in for example supporting scientific discovering, business exploitation or complex decision making has awaken the growing commercial interest in knowledge discovery and data mining techniques. That in order has stimulated new interest in the automatic knowledge extraction from examples stored in large databases – a very important class of techniques in data mining field.

Machine learning has long tradition in knowledge extraction, which is obviously needed in today’s society that has relatively inexpensive and generally available means to collect and store the data from various environments. With
the variety of environments it is almost impossible to develop single induction method that would fit all possible requirements.

The question how the learning capacity can be increased and generalized has received much attention in particular in machine learning community [1]. The main problem is to learn how to learn and to be able to present new knowledge in the form easy understandable to the human.

Most of the work was concentrated on a single approach with single knowledge representation (see Sect. 2 on single approaches), but recently the explosion of hybrid methods can be observed. One of the possible reasons is that separate research communities like symbolic machine learning, computational learning theory, neural networks, statistics and pattern recognition, etc. have discovered each other. But also many hybrid approaches are somehow limited – thereafter we constructed a new so called multimethod approach trying out some original solutions. The first ideas were presented last year on the ICDM workshop [10], in the current paper we are presenting the improvements.

The brief overview of the idea of hybrid approaches is given in Sect. 3. Then brief overview of multimethod approach [10] is presented in Sect. 4. Concrete integration methods are presented in Sect. 5. In Sect. 6 experiments on some real-world problems from medical domain and results are presented.

Main contributions of our research presented in this paper are:

• an user friendly improved multimethod environment enabling us to “play” (combine, compare, evaluate, etc) with classical single or hybrid approaches and concepts by introducing the operational view on the methods.
• an innovative approach enabling not only to combine induction approaches but to integrate different approaches in a single model, i.e. construction of various parts of a single solution/knowledge with different methods, application of different discretization methods,
• improved exploration capabilities of search algorithms,
• introduction of dynamic problem adaptation based on induced population.

2 Single Method Approaches

Trough the time different approaches evolved, such as symbolic approaches, computational learning theory, neural networks, etc. Most methods are focused in finding a way to extract generalized knowledge from examples. They all use inductive inference, that is the process of moving from concrete examples to general model(s), where the goal is to learn how to extract knowledge from objects by analyzing a set of instances (already solved cases) whose classes are known. Instances are typically represented as attribute-value vectors. Learning input consists of a set of vectors/ instances, each belonging to a known class, and the output consists of a mapping from attribute values to classes. This mapping should accurately classify both the learning instances and also new unseen instances.
Comparing single approaches we cannot find a clear winner. Each method has its own advantages and some inherent limitations.

Decision trees [6] for example are easy understandable to the human and can be used even without a computer, but they have difficulties expressing complex nonlinear problems. On the other hand connectivistics approaches, that simulate cognitive abilities of the brain, can extract complex relations, but solutions are not understandable to humans, and therefore in such way not directly usable for data mining. Evolutionary approaches to knowledge extraction are also a good alternative, because they are not inherently limited to local solution [12] but are computationally expensive.

There are many other approaches, like representation of the knowledge with rules, rough-sets, case based reasoning, support vector machines, different fuzzy methodologies, ensemble methods [2] and all of them try to answer the question: How to find optimal solution i.e. learn how to learn.

3 Hybrid Approaches

Hybrid approaches rest on the assumption that only the synergetic combination of single models can unleash their full power. Each of the single methods has its advantages but also inherent limitations and disadvantages, which must be taken into account when using a particular method. For example: symbolic methods usually represent the knowledge in human readable form and the connectivistics methods perform better in classification of unseen objects and are less affected by the noise in data as are symbolic methods. Therefore the logical step is to combine both worlds to overcome the disadvantages and limitations of a single one.

In general the hybrids can be divided according to the flow of knowledge into four categories [4]:

- sequential hybrid (chain-processing) – the output of one method is an input to another method. For example, the neural net is trained with the training set to reduce noise. Than the neural net and the training set are used to generate decision tree with the neural net’s decision’s.
- parallel hybrid (co-processing) – different methods are used to extract knowledge. In the next phase some arbitration mechanism should be used to generate appropriate results.
- external hybrid (meta processing) – one method uses another external one. For example meta decision trees [5], that use neural nets in decision nodes to improve the classification results.
- embedded hybrid (sub-processing) – one method is embedded in another. That is the most powerful hybrid, but the least modular one, because usually the methods are tightly coupled.

The hybrid systems are commonly static in the structure and cannot change the order of how the single methods are applied.
To be able to use embedded hybrids of different internal knowledge representation, it is commonly required to transform one method representation into another. Some transformations are trivial, especially when converting from symbolic approaches. The problem is when the knowledge is not so clearly presented like in a case of the neural network [3, 14]. The knowledge representation issue is very important in the multimethod approach and we solved it in original manner.

4 Multimethod Approach

Multimethod approach was introduced in [9, 10]. While studying presented approaches we were inspired by the idea of hybrid approaches and evolutionary algorithms. Both approaches are very promising in achieving the goal to improve the quality of knowledge extraction and are not inherently limited to sub-optimal solutions. We also noticed that almost all attempts to combine different methods use the loose coupling approach. Loose coupling is easier to implement, but methods work almost independent of each other and therefore a lot of luck is needed to make them work as a team.

Opposed to the conventional hybrids described in the previous section, our idea is to dynamically combine and apply different methods in no predefined order to the same problem or decomposition of the problem.

The main concern of the multimethod approach [9] is to find a way to enable dynamic combination of methods to the somehow quasi-unified knowledge representation. Multiple equally qualitative solutions like in evolutionary algorithms (EA), where each solution is obtained using application of different methods with different parameters. Therefore we introduce a population composed out of individuals/solutions that have the common goal to improve their classification abilities on a given environment/problem. We also enable coexistence of different types of knowledge representation in the same population. The most common knowledge representation models have to be standardized to support the applicability of different methods on individuals. In that manner the transformation support between each individual method does not need to be provided. The action is based on the assumption that it is highly improbable to find unified representation for all knowledge representations, therefore we decided to standardize the most popular representations like neural nets, decision trees, rules, etc. Standardization brings in general greater modularity and interchangeability, but it has the following disadvantages – already existing methods cannot be directly integrated and have to be adjusted to the standardized representation.

Initial population of extracted knowledge is generated using different methods. In each generation different operations appropriate for individual knowledge are applied to improve existing and create new intelligent systems. That enables incremental refinement of extracted knowledge, with different views on a given problem. For example, using different induction methods such as
different purity measures can be simply combined in decision trees. That is also true for combining different learning techniques for neural networks. As long as knowledge representation is the same a combination of different methods is not a big obstacle.

The main problem is how to combine methods that use different knowledge representation (for example neural networks and decision trees). In such cases we have two alternatives: (1) to convert one knowledge representation into another using different already known methods or (2) to combine both knowledge representations in a single intelligent system. The first approach requires implementation of knowledge conversion (for example there are numerous methods that can convert neural networks into decision trees and vice versa). Such conversions are not perfect and some of the knowledge can be lost. But on the other hand it can give a different view on presented problem that can lead to better results.

The second approach, which is based on combining knowledge, requires some cut-points where knowledge representations can be merged. For example in decision tree such cut-points are internal nodes, where condition in an internal node can be replaced by another intelligent system (for example support vector machine – SVM). The same idea can be applied also in decision leafs (Fig. 1).

Using the idea of the multimethod approach we designed a framework that operates on a population of extracted knowledge representations – individuals. Since methods are usually composed out of operations that can be reused in other methods we introduced methods on the basis of operators. Therefore we introduced the operation on an individual as a function that transforms one or more individuals to a single individual. Operation can be a part of one or more methods, like pruning operator, boosting operator, etc. Operator based view provides the ability to simply add new operations to the framework (Fig. 2).

![Fig. 1. An example of a decision tree induced using multimethod approach. Each node is induced with appropriate method (GA – genetic algorithm, ID3, Gini, Chisquare, J-measure, SVM, neural network, etc.)](image)
4.1 Operators

Usually methods are composed out of operations that can be reused in other methods. We introduced the operation on an individual that is a function, which transforms one or more individuals into a single individual. Operation can be part of one or more methods, like pruning operator, boosting operator, etc.

The transformation to another knowledge representation is also introduced on the individual operator level. Therefore the transition from one knowledge representation to another is presented as a method. Operator based view provides us with the ability to simply add new operations to the framework (Fig. 2).

Representation with individual operations facilitates an effective and modular way to represent the result as a single individual, but in general the result of operation can be also a population of individuals (for example mutation operation in EA is defined on individual level and on the population level). The single method itself is composed out of population operations that use individual operations and is introduced as a strategy in the framework that improves individuals in a population.

A single method itself is composed out of population operations that use individual operations and is introduced as a strategy in the framework that improves individuals in a population (Fig. 2). Population operators can be generalized with higher order functions and thereby reused in different methods.

To increase the modularity and extensibility of the framework the idea of object oriented paradigm has been used. The polymorphism and inheritance in operations and individual representations have been introduced. We extended the idea with the aspect-oriented paradigm that enables clear separation of concerns and avoids tangled individual representation.

With this approach we achieved the modularity and extensibility of the framework without a lot of constrains to the implementation of methods.
The individual and population operations can be easily waved together with no additional effort.

The modular design of the framework enables application of some sub-parts of a method to another method. For example, independent of the induction method used, universal pruning and error reducing operations can be applied on a decision tree. The aspects of individual representation and methods/operations on the individual are strictly separated.

4.2 Meta Level Control

Important concern of the multimethod framework is how to provide the meta level services to manage the available resources and the application of the methods. We extended the quest for knowledge into another dimension that is the quest for the best application order of methods. The problem that arises is how to control the quality of resulting individuals and how to intervene in the case of bad results. Due to different knowledge representations, solutions cannot be trivially compared to each other and the assessment of which method is better is hard to imagine. Individuals in a population cannot be explicitly evaluated and the explicit fitness function cannot be easily calculated. Therefore the comparison of individuals and the assessment of the quality of the whole population cannot be given. Even if some criteria to calculate fitness function could be found, it would be probably very time consuming and computational intensive. Therefore the idea of classical evolutionary algorithms controlling the quality of population and guidance to the objective cannot be applied.

Almost all methods require some parameters that affect their operations and the way of knowledge extraction. By using different parameters, the generalization ability can dramatically increase. In our case the meta multimethod level is self adapting and does not require parameters from the user.

To achieve self-adaptive behaviour of the evolutionary algorithm the strategy parameters have to be coded directly into the chromosome [1]. But in our approach the meta level strategy does not know about the structure of the chromosome, and not all of the methods use the EA approach to produce solution. Therefore for meta level chromosomes the parameters of the method and its individuals are taken. When dealing with self-adapting population with no explicit evaluation/fitness function there is also an issue of the best or most promising individual [8]. But of course the question how to control the population size or increase selection pressure, must be answered effectively.

To overcome above problem we have introduced three basic types of operations on the population: operations for reducing the population size, operations for maintaining the population size and operations for increasing the population size. These operations can be introduced by the method (i.e. evolutionary induced knowledge) or are already integrated in the multimethod framework.
5 Implementation of Multimethod Approach: MultiVeDec

The multimethod framework MultiVeDec is implemented in Java. We’ve adapted existing methods to work inside the framework and unifying the knowledge representation inside a single methodology. For the individual representation the notion of polymorphism was introduced. The framework operations and method operations are designed in a way to accept different (sub)types of the individuals. That enables us to introduce generalized operators that can be executed on generalized and specialized knowledge representation.

We developed the meta level support for method combinations that enables easy weaving of concepts. For example, decision trees can be constructed using top-down induction algorithm using adaptive impurity measure that results in not only one, but multiple different induced decision trees that define the population of knowledge representation that can be then used for the optimization with evolutionary approach. In the evolutionary approach the methods are used as mutation operators on decision nodes, which define the subset of the problem and can be solved with different method. Each condition node is also a classifier that selects the child node based on given instance. In that manner we extended the approach presented in [5].

We’ve implemented symbolic knowledge extraction from SVMs. SVMs can be used to reduce the dimensions of the problem and can provide a decision boundary for discriminative subspace induction [11]. With that approach the amount of data can be reduced and thereby improve performance of other methods.

With evolutionary approaches we attend to find generalized knowledge specialized by the heuristic methods and thereby avoid local optimum. With incremental addition we also validated the modular design of the multimethod framework that is a good test bed for a new methods.

5.1 Concrete Combination Techniques

Basic idea of the multimethod approach is straightforward and is not hard to understand. Main issue represents different method integration and cooperation techniques. Basically, the multimethod approach searches for solutions in huge (infinite) search space and exploits the acquisition technique of each method integrated. Population of individual solutions represent different aspects of extracted knowledge. Conversion from one to another knowledge representation introduces new aspects. We can draw parallels between the multimethod approach and the scientific discovery. In the real life, based on the observed phenomena various hypotheses are constructed. Different scientific communities draw different conclusions (hypotheses) consistent with collected data. For example there are many theories about creation of the universe, but currently widely accepted theory is the theory of the big bang. During the
following phase scientists discuss their theories, knowledge is exchanged, new aspects encountered and data collected is re-evaluated – in that manner existing hypothesis are improved and new better hypotheses are constructed.

In the next subsection we describe some interesting aspects and combination of methods in our implementation of multimethod approach.

Decision Trees

Decision trees are very appropriate to use as glue between different methods. In general condition nodes contain classifier (usually simple attribute comparison), what enables quick and easy integration of different methods. On other hand there exists many different methods for decision tree induction that all generate knowledge in a form of tree. Most popular method is method of greedy heuristic induction of decision tree that produces single decision tree with respect to purity measure (heuristic) of each split in decision tree. Altering purity measure may produce totally different results with different aspects (hypotheses) for a given problem. Clearly there is no single solution, but there are many equivalent solutions that satisfy different objective criteria. Therefore inducing a hypothesis (decision tree) can be viewed as search/optimisation problem. In that case induction of the hypothesis can be made with use of evolutionary algorithms (EA). When designing EA algorithm operators for mutation, crossover and selection have to be carefully chosen [12].

Crossover works on two selected individuals as an exchange of two randomly selected sub-trees. In this manner a randomly selected training object is selected first which is used to determine paths (by finding a decision through the tree) in both selected trees. Then an attribute node is randomly selected on a path in the first tree and an attribute is randomly selected on a path in the second tree. Finally, the sub-tree from a selected attribute node in the first tree is replaced with the sub-tree from a selected attribute node in the second tree and in this manner an offspring is created, which is put into a new population. Another aspect is separation of genotype and phenotype. When representing whole decision tree (conditions and leafs) as genotype, convergence to solution is quite poor. The reason is that decision nodes do not confirm to actual training objects. If decision leafs are removed from genotype and calculated into phenotype of solution, search space is reduced, which results in faster convergence of EA. In multimethod approach we went a step further: in addition we removed most of conditions from genotype. Genotype is represented with a small tree (from root), phenotype is calculated using different decision tree induction methods. In that way we’ve drastically reduced search space for EA and can therefore afford to use complex condition (even other classifiers) in condition nodes.

With the combination of presented crossover and other induction methods, which that works as a constructive operator towards local optimums, and mutations, which that works as a destructive operator in order to keep the
needed genetic diversity, the searching for the solution tends to be directed toward the global optimal solution based on fitness criteria, which also represents another aspect of quest for good results. As commonly noticed, there is no single global criteria that can be used to compare induced individuals. Problem becomes a multi-objective optimization problem, which has to find a good hypothesis with high accuracy, sensitivity, specificity that is not very complex (small in size) and is easy understandable to human. For that reason multimethod approach can uses coevolution and parallel evolution of individuals with different optimization criteria.

There is another issue when combining two methods using other classifier for separation. For example on Fig. 3 there are two hypotheses $h_1$ and $h_2$ that could be perfectly separately induced using existing set of methods. None of the available methods in not able to acquire both hypotheses in a single hypothesis. Therefore we need a separation of problem using another hypothesis $h_3$ that has no special meaning to induce successful composite hypothesis.

![Fig. 3. Hypothesis separation](image)

**SVMs**

Support Vector Machines (SVM) introduced by Vapnik [16] are statistical method that uses structural risk minimization principle that automatically deals with the accuracy/generalisation trade-off. The method gained the popularity in past few years especially on the field of document and text mining, but is not widely used in medical applications. The main reason for that may be the knowledge representation of SVM. SVM do not represent the knowledge in symbolic, in a way easy understandable to the human, but represents its knowledge in the form of support vectors and its weights used in classifications, but are therefore more explanatory than neural networks. Support vector represent important instances that represent boundary of decision class. Such instances can be then used by other methods to determine theirs decision
boundary. With use of different kernels, support vectors can represent other important aspect of classification like centroids [17]. On other hand attribute relevance and separation hyper plane can be extracted and reused in other induction algorithms.

Neural Nets

In our research we focused on multi-layer feed-forward neural networks (MLP). For learning methods we used EA and backpropagation learning. Backpropagation networks are widely used in various fields, giving very good results.

The multi-layer perceptron architecture is the most popular one in practical applications. Each layer uses a linear combination function. The inputs are fully connected to the first hidden layer, each hidden layer is fully connected to the next, and the last hidden layer is fully connected to the outputs.

Finding the right topology for neural network with two hidden layers is a time consuming task and requires a lot of experiences, therefore we evolve topologies with EA. We also use different neuron activation functions with different parameters.

5.2 Problem Adaptation

In many domains we encounter very data with very unbalanced class distribution. That is especially true for applications in medical domain, where most of the instances are regular and only small percent of the instances are assigned to irregular class. Therefore for most of the classifier that want to achieve high accuracy and low complexity it is most rational to classify all new instances into majority class. But that feature is not desired, because we want to extract knowledge (especially when we want to explain decision making process) and want to determine reasons for separation of classes. To cope with presented problem we introduced instance reweighting method that works in similar manner like boosting but on different level. Instances that are rarely correctly classified gain on importance. Fitness criteria of individual take importance into account and forces competition between individual induction methods. Of course there is a danger of over adapting to the noise, but in that case overall classification ability would be decreased and other induced classifier can perform better classification (self adaptation).

6 Experimental Results

Our current data mining research is mainly performed in the medical domain, thereafter the knowledge representation which should be in a human understandable form is very important – so we are focused on the decision tree induction. To make objective assessment of our method a comparison of extracted knowledge used for classification was made with reference methods.
C4.5, C5/See5 without boosting, C5/See5 with boosting, and genetic algorithm for decision tree construction [12]. The following quantitative measure were used:

\[
\text{accuracy} = \frac{\text{num of correctly classified objects}}{\text{num. of all objects}}
\]

\[
\text{accuracy}_c = \frac{\text{num of correctly classified objects in class } c}{\text{num. of all objects in class } c}
\]

\[
\text{average class accuracy} = \frac{\sum \text{accuracy}_c}{\text{num. of classes}}
\]

We decided to use average class accuracy instead of sensitivity and specificity that are usually used when dealing with medical databases. Experiments have been made with seven real-world databases from the field of medicine. For that reason we’ve only selected symbolic knowledge from whole population of resulting solutions.

Detailed description of databases can be found in [9]. Other databases have been downloaded from the online repository of machine learning datasets maintained at UCI.

We compared two variations of our multimethod approach (MultiVe- Dec) with four conventional approaches, namely C4.5 [7], C5/See5, Boosted C5 and genetic algorithm [12]. The results are presented in Table 1. Gray ma.

**Table 1.** A comparison of the multimethod approach to conventional approaches

<table>
<thead>
<tr>
<th></th>
<th>C4.5</th>
<th>C5/See5</th>
<th>C5 Boost</th>
<th>Genetically induced decision trees</th>
<th>SVM(RBF) without problem adaptation</th>
<th>MultiVeDec without problem adaption</th>
<th>MultiVeDec</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>av</strong></td>
<td>76.7</td>
<td>44.5</td>
<td>81.4</td>
<td>83.7</td>
<td>50.0</td>
<td>90.7</td>
<td>93.0</td>
</tr>
<tr>
<td>breastcancer</td>
<td>96.4</td>
<td>94.4</td>
<td>95.3</td>
<td>95.0</td>
<td>96.6</td>
<td>96.7</td>
<td>96.5</td>
</tr>
<tr>
<td>heartdisease</td>
<td>74.3</td>
<td>74.4</td>
<td>80.7</td>
<td>82.2</td>
<td>81.1</td>
<td>78.2</td>
<td>82.2</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>80.8</td>
<td>58.7</td>
<td>82.7</td>
<td>59.8</td>
<td>82.7</td>
<td>59.8</td>
<td>86.5</td>
</tr>
<tr>
<td>marcad</td>
<td>94.1</td>
<td>75.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>94.1</td>
<td>94.1</td>
</tr>
<tr>
<td>Lipids</td>
<td>60.0</td>
<td>58.6</td>
<td>66.2</td>
<td>67.6</td>
<td>71.2</td>
<td>64.9</td>
<td>76.3</td>
</tr>
<tr>
<td>Mvp</td>
<td>91.5</td>
<td>65.5</td>
<td>91.5</td>
<td>65.5</td>
<td>92.3</td>
<td>70.0</td>
<td>91.5</td>
</tr>
</tbody>
</table>

|                      | av | average class accuracy | on test set | average class accuracy on test set |

Looking at the table we can see that in the case of the av database MultiVeDec without problem adaption achieved the best accuracy and average class accuracy, and that was also the case with the marcad, Hepatitis and Mvp databases. In the case of Lipids MultiVeDec has the best class accuracy on the testing set, and in the case of breastcancer and heartdisease the C5 Boost was the very near, but MultiVeDec better for few percents. We should stress out that MultiVeDec produced only one classifier, C5 Boost produced and ensemble of classifier. So we can state that MultiVeDec was the overall
best approach, but anyhow we should remember the “No free lunch theorem” [15], stating that we have to find the best method for each single problem. MultiVeDec tries to compensate that theorem by using different methods simultaneously. We can also observe interesting difference between MultiVeDec with population adaption and without. Performance improved for two databases, but decreased for av database. We speculate, that unbalanced data was compensated in case first case, but in second case the effect of over adapting to outliers took the place.

The success of the multimethod approach can be explained with the fact that some methods converge to local optima. With the combination of multiple methodologies better local (and hopefully global) solution can be found. For example when using decision trees the genetic methodology can determine the attributes near the top of the tree and for the nodes near leaves the greedy method with different impurity measures can be used to reduce search space.

7 Conclusion

In this paper we introduced a multimethod approach used to combine different knowledge extraction methods. We also introduced an improvements of multimethod approach used to combine different induction methods. The existing hybrid systems usually work sequentially or in parallel on the fixed structure and order performing whole tasks. On the contrary multimethod approach works simultaneously with several methods on a single task, i. e. some parts are induced with different classical heuristics, some parts with hybrid methods and still another parts with evolutionary programming. We also presented some techniques used to combine different methods and introduced a technique for dynamic adaptation of the problem.

Presented multimethod approach enables quick and modular way to integrate different methods into existing system and enables the simultaneous application of several methods. It also enables partial application of method operations to improve and recombine methodologies and has no limitation to the order and number of applied methodologies. It encourages standardization of knowledge representation and unifies the operational view on the methods.
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Abstract. In this article we present the application of transformation-based learning (TBL) [1] to the task of assigning tags to postings in online chat conversations. We define a list of posting tags that have proven useful in chat-conversation analysis. We describe the templates used for posting act tagging in the context of template selection. We extend traditional approaches used in part-of-speech tagging and dialogue act tagging by incorporating regular expressions into our templates. We close with a presentation of results that compare favorably with the application of TBL in dialogue act tagging.

1 Introduction

The ephemeral nature of human communication via networks today poses interesting and challenging problems for information technologists. The sheer volume of communication in venues such as email, newsgroups, and chat-rooms precludes manual techniques of information management. Currently, no systematic mechanisms exist for accumulating these artifacts of communication in a form that lends itself to the construction of models of semantics [5]. In essence, dynamic techniques of analysis are needed if textual data of this nature is to be effectively mined.

At Lehigh University we are developing a text mining tool for analysis of chat-room conversations. Project goals concentrate on the development of functionality to answer questions such as “What topics are being discussed in a chat-room?”, “Who is discussing which topics?” and “Who is interacting with whom?” In order to accomplish these objectives, it is necessary to first identify threads in the conversation (i.e., topic threads). One of the first steps in our approach to thread identification is the automatic assignment of tags that characterize postings. These tags identify the type of posting; for example, Greet, Bye, etc. We term this classification task Posting Act Tagging.

Posting act tagging aids in both social and semantic analysis of chat data. For example, the question tag type, which consists of Yes-No-Question and
Wh-Question tags, identifies postings that give clues to both the start and topic of a topic thread within a chat conversation. Other postings tagged as a Greet or Bye, for example, may not contribute significantly to the semantics of a particular topic thread. These types of postings, however, may yield information important to the social analysis of the conversation—e.g., “who is talking with whom?” Thus the tag type assigned to a posting aids the model-building process.

Posting act tagging idea is similar to dialogue act tagging. Reference [4] demonstrates that dialogue act tagging can be widely used in dialogue recognition. Chat conversations are similar to spoken dialogues in some ways. In fact, a chat conversation is a kind of dialogue in written form. Therefore, we expect that techniques applied in dialogue recognition may also be useful in chat conversation analysis.

Chat conversations differ, however, in significant ways from dialogues\(^1\). Chat conversations are usually informal, and multiple topics may be discussed simultaneously. In addition, multiple people are often involved. Participants do not always wait for responses before posting again. Furthermore, abbreviations and emotion icons are frequently used in chat conversations, mixed together with chat-system-generated information.

Based on these and related issues, we have extended dialog act tagging as presented in [3, 4, 6, 7] to classify postings in chat conversations.

In the following sections we present our approach to posting act tagging. We detail the posting tag types that we have used, including some new types specific to chat conversations, in Sect. 2. In Sect. 3 we briefly describe the machine-learning framework that we have employed, transformation-based learning (TBL) [1]. In Sect. 4, we present the application of TBL to posting act tagging. We discuss preliminary experimental results, including a statistical analysis comparing our results with those obtained in dialogue act tagging, in Sect. 5. Finally, we discuss conclusions and future work in Sect. 6 and acknowledge those who have contributed to this work in Sect. 7.

### 2 Posting Act Tags

Table 1 is our posting act tag list and includes 15 tag types. The tag types come from three different sources. The Accept, Bye, Clarify, Greet, and Reject tags are drawn from the VerbMobil project [6]. The Statement, Wh-Question, Yes-No-Question, Yes-Answer, No-Answer, Continuer and Other tag types derive from the dialogue act tagging research reported in [7]. As noted above, the final three tag types are specific to chat conversations and were included based on our research: Emotion, Emphasis, and System.

\(^1\) E.g., the classification work reported in [3] is based on recorded conversations of phone calls to schedule appointments.
Altogether there are over 40 tags employed in dialogue act tagging [8]. In this article, we select a subset of higher frequency dialogue act tags as our posting act tags, and add three chat-specific tags as noted above.

Statement is the most often used tag in dialogue act tagging. It covers more than 36% of the utterances. The Statement tag also has a high frequency in our posting act tagging because we use Statement to cover more than one tag used in dialogue act tagging. Statement can be split into several tags if more detailed tagging information is desired. The tag Other is used for postings that do not fit readily into the other categories (i.e., are untagged).

Since [6] and [7] give clear definitions of the tags used in their work, we briefly define the System, Emotion, and Emphasis tags that we have added.

System postings are generated by chat-room software. For example, when a person joins or leaves a chat room, the chat-room software usually posts a System message.

People express strong feelings in Emotion postings. These feelings include “surprise”, “laughing”, “happiness”, “sadness”, etc. Most chat-room software supports emotion icons, and these icons give clues to participants’ emotional states.

Emphasis postings are the postings in which people emphasize something. For instance, people often use “do” just before a verb to put more emphasis on the verb. Another example is the use of “really” to likewise emphasize a verb.

In this section, we introduced posting act tags for chat conversations. Some of tags are derived from dialogue act tagging; others are specific to chat conversations. Table 1 list all tags, example postings for each tag, and tag distribution in our datasets (training and testing). In the following two sections, we

<table>
<thead>
<tr>
<th>Tag</th>
<th>Example</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statement</td>
<td>I’ll check after class</td>
<td>42.5</td>
</tr>
<tr>
<td>Accept</td>
<td>I agree</td>
<td>10.0</td>
</tr>
<tr>
<td>System</td>
<td>Tom [JADV@11.22.33.44] has left #sacba1</td>
<td>9.8</td>
</tr>
<tr>
<td>Yes-No-Question</td>
<td>Are you still there?</td>
<td>8.0</td>
</tr>
<tr>
<td>Other</td>
<td>**********</td>
<td>6.7</td>
</tr>
<tr>
<td>Wh-Question</td>
<td>Where are you?</td>
<td>5.6</td>
</tr>
<tr>
<td>Greet</td>
<td>Hi, Tom</td>
<td>5.1</td>
</tr>
<tr>
<td>Bye</td>
<td>See you later</td>
<td>3.6</td>
</tr>
<tr>
<td>Emotion</td>
<td>LOL</td>
<td>3.3</td>
</tr>
<tr>
<td>Yes-Answer</td>
<td>Yes, I am.</td>
<td>1.7</td>
</tr>
<tr>
<td>Emphasis</td>
<td>I do believe he is right.</td>
<td>1.5</td>
</tr>
<tr>
<td>No-Answer</td>
<td>No, I’m not.</td>
<td>0.9</td>
</tr>
<tr>
<td>Reject</td>
<td>I don’t think so.</td>
<td>0.6</td>
</tr>
<tr>
<td>Continuer</td>
<td>And . . .</td>
<td>0.4</td>
</tr>
<tr>
<td>Clarify</td>
<td>Wrong spelling</td>
<td>0.3</td>
</tr>
</tbody>
</table>
describe how TBL is applied in the discovery of rules for classifying postings automatically.

3 Overview of Transformation-Based Error-Driven Learning

Transformation Based Learning (TBL) is an emerging technique with a variety of potential applications within textual data mining. TBL has been utilized for tasks such as part-of-speech tagging, dialogue act tagging, and sentence boundary disambiguation, to name a few. TBL performs admirably in these tasks since they rely on the contextual information within textual corpora.

The core functionality of TBL is a three-step process composed of an initial state annotator, templates, and a scoring function [2]. The initial state annotator begins by labeling unannotated input (e.g., postings) with tags based on simple heuristics. Using a scoring function, the annotated input is then compared to a “ground truth” consisting of the same text with the correct labels. TBL automatically generates transformation rules that rewrite labels in an attempt to reduce the error in the scoring function.

Potential rewrite rules are automatically generated from preexisting human-expert-generated templates. The input in question is then re-annotated using newly generated rules, and once again compared with the ground truth. The procedure selects the best rule (the one with minimal error) and saves it to a final rule sequence. This cycle repeats until the reduction in error reaches a predetermined minimum threshold.

At heart, TBL is a greedy learning algorithm. Within each learning iteration, a large set of different transformation rules can be generated. The rule with the best performance (least error as measured by the scoring function) is chosen. The final set of rules can be used for classification of new input.

4 Using TBL in Posting Act Tagging

In this section, we discuss the application of the three steps in the TBL learning process discussed in Sect. 3 to posting act tagging with a special emphasis on template selection. We extend traditional approaches used in template selection in part-of-speech tagging and dialogue act tagging by incorporating regular expressions into the templates.

4.1 Initial State Annotator

Since the Statement tag occurs most frequently in our data sets, we simply tag each posting as Statement in the initial annotator of TBL. If the initial state has high accuracy, the learning process will be more efficient because TBL is a greedy algorithm. Therefore, Statement is the best choice for the initial state of each posting in posting act tagging.
4.2 Template Selection

Through manual study of patterns in chat data we developed a number of rule templates. In this section we discuss the antecedents of seven such templates.

1. “A particular string ‘W’ appears within the current posting, where ‘W’ is a string with white space preceding and following.” Domain-expert-identified regular expressions are used to replace “W” during learning. This template was chosen since manual inspection of chat data yielded the result that certain words are often crucial in posting tagging. For example, a posting with the word “Why” often indicates that this is a Wh-Question posting. This is also true for dialogue act tagging [3]. However, just using a single word in this template is not sufficient for posting act tagging. This is due to the fact that chat conversations are complex. One of complexities is that typos and variations of words frequently occur. For instance, “allright”, “all right”, “alright”, “allriggggght” all have similar meaning. It is not feasible to include all variations explicitly in a template. As a result, we employed regular expressions. For example, the regular expression “al+( )?rig+ht” covers all four variations of “all right”. In Sect. 5 we present a statistical comparison between explicit representations of words vs. the use of regular expressions to confirm this intuitive result.

2. “A character ‘M’ appears in the current posting, where ‘M’ is any punctuation mark.” Punctuation marks are valuable in posting tagging. For example, a question mark usually indicates that a posting is indeed a question.

3. “A word with part of speech tag ‘T’ appears in the current posting, where ‘T’ is a part of speech tag from the Brown tag set.” Part of speech tags often aid in identifying posting tags. For instance, the part of speech tag WRB (when, how, etc.) can be used to identify Wh-Question postings.

4. “The current posting’s length (the number of words) is ‘L’, or the current posting’s length is greater than ‘L’, where ‘L’ is a heuristically chosen constant.” In this case, we observe that some postings’ tags are related to their length. For example, Yes-Answer and No-Answer postings are usually shorter while Statement postings are often long.

5. “The author of the preceding or following posting is the same as the author of the current posting.” Each participant in the chat environment is termed an author. We noted that authors often separate their sentences into several consecutive postings. Thus, it is likely that a posting is a Continuer if its neighbor postings have the same author. For example, the posting “<Tom> and at least try it” is a Continuer of the posting “<TOM> go to play basketball”. These two postings come together and have the same author and topic.

6. “The first character of a posting is ‘C’.” The first character gives a crucial clue in classifying system postings. For instance, system postings do

\[^2\text{See Chap. 4 in [10] for a listing of the Brown Tags used in part-of-speech tagging.}\]
not have (human) authors, whereas author names (i.e., screen names) are usually delimited using characters such as “(” and “)”, “<” and “>”, or “[” and “]” in chat conversations. In IRC chat conversations, “Tom [JADV@11.22.33.44] has joined #sacba1” is an example System posting that is generated by the chat server when a user joins the current conversation. Conversely, a delimiter followed by an author name is often the start of a non-system posting. For example, “<Tom> How is everyone?” Therefore, the first character is useful in discriminating whether a posting is a System posting or not.

7. “The previous or following posting’s tag is ‘T’ ” is also helpful to determine the current posting’s tag. For example, a Yes-Answer or No-Answer is normally nearby a Yes-No-Question.

We have listed seven antecedents useful as templates in TBL. It is necessary, however, that templates have consequents. In our research it sufficed to have a single consequent for all seven antecedents: “Change the current posting’s tag to ‘B’, where ‘B’ is any tag”. An example of a rule generated using template number one is: “if al+( )?rig+ht is in a posting, then change the posting’s tag to Accept”.

The learning process instantiates rules based on these templates using features present in the input postings. As a result, each template generates numerous rules. Within a given iteration during training, all of the rules so generated are applied to the postings in the training set and the rule with the best performance is chosen. We use a scoring function described in Sect. 4.3 to measure learning performance.

4.3 Scoring Function

As in [1], we use accuracy, which is defined in (1), as the scoring function for TBL. If a posting’s tag assigned during learning is the same as the correct tag in the ground truth, that posting is a true positive (TP). The definition of accuracy for posting act tagging is thus:

\[
\text{Accuracy} = \frac{\# \text{ of TP}}{\# \text{ of Total Postings}}
\]

In this section, we have described the implementation of the three core steps of the TBL learning process for posting act tagging, with an emphasis on template selection. Our experimental results reported in the next section show that this approach is viable.

5 Experimental Results

In this section, we describe the datasets for training and testing. We use the widely applied technique of cross-validation to evaluate our models. We also
analyze each tag’s precision and recall for the test datasets. Finally, we do a statistical comparison between explicit representations of words vs. the use of regular expressions in templates.

Our datasets include nine IRC chat conversations containing 3129 postings in all. Each posting in each data set was manually tagged by a human expert, thereby creating our ground truth. The distribution of each tag over all chat conversations was depicted in Table 1 (in Sect. 2). Table 2 portrays the characteristics of the nine data sets.

Table 2. Training and Testing Data

<table>
<thead>
<tr>
<th>Conversations</th>
<th>Postings</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conversation 1</td>
<td>384</td>
<td>9</td>
</tr>
<tr>
<td>Conversation 2</td>
<td>736</td>
<td>16</td>
</tr>
<tr>
<td>Conversation 3</td>
<td>97</td>
<td>7</td>
</tr>
<tr>
<td>Conversation 4</td>
<td>184</td>
<td>3</td>
</tr>
<tr>
<td>Conversation 5</td>
<td>262</td>
<td>6</td>
</tr>
<tr>
<td>Conversation 6</td>
<td>634</td>
<td>16</td>
</tr>
<tr>
<td>Conversation 7</td>
<td>368</td>
<td>7</td>
</tr>
<tr>
<td>Conversation 8</td>
<td>246</td>
<td>9</td>
</tr>
<tr>
<td>Conversation 9</td>
<td>218</td>
<td>3</td>
</tr>
</tbody>
</table>

In evaluating our approach we employed nine-fold cross-validation. Eight of the nine datasets were combined to form nine training sets, and the remaining dataset was used for testing. Table 3 presents the resulting nine test accuracies. The first column details the nature of each training set. For example, (2,3,4,5,6,7,8,9) means we used chat conversations two through nine to form the training set. The second column is the number of rules learned based on the given training set. The third column reports the dataset used for

Table 3. Cross-validation results

<table>
<thead>
<tr>
<th>Training Sets</th>
<th># of Rules Learned</th>
<th>Test Set</th>
<th>Test Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,3,4,5,6,7,8,9</td>
<td>59</td>
<td>1</td>
<td>80.46875</td>
</tr>
<tr>
<td>1,3,4,5,6,7,8,9</td>
<td>63</td>
<td>2</td>
<td>76.90217</td>
</tr>
<tr>
<td>1,2,4,5,6,7,8,9</td>
<td>59</td>
<td>3</td>
<td>77.31959</td>
</tr>
<tr>
<td>1,2,3,5,6,7,8,9</td>
<td>60</td>
<td>4</td>
<td>71.19565</td>
</tr>
<tr>
<td>1,2,3,4,6,7,8,9</td>
<td>58</td>
<td>5</td>
<td>76.33588</td>
</tr>
<tr>
<td>1,2,3,4,5,7,8,9</td>
<td>56</td>
<td>6</td>
<td>76.81388</td>
</tr>
<tr>
<td>1,2,3,4,5,6,8,9</td>
<td>61</td>
<td>7</td>
<td>78.26087</td>
</tr>
<tr>
<td>1,2,3,4,5,6,7,9</td>
<td>64</td>
<td>8</td>
<td>80.89431</td>
</tr>
<tr>
<td>1,2,3,4,5,6,7,8</td>
<td>60</td>
<td>9</td>
<td>79.81651</td>
</tr>
</tbody>
</table>
testing, and the last column is the accuracy that results from the application of the learned rule sequence on the given test dataset.

The best accuracy we achieved on any single test set is 80.89%, which is somewhat less than the best single-test-set accuracy reported in [4] (84.74%) for dialogue act tagging. From Table 3, our average test accuracy is 77.56% with \( \sigma = 2.92\% \). Compared to the best average accuracy reported in [3] of 75.12%, our accuracy is slightly better. We conducted a statistical analysis using a one-tailed t-test to compare our results with those reported in [3]. We determined with greater than 95% confidence that our accuracy is significantly greater than that reported in [3]. As a result, we conclude that our approach to posting act tagging compares favorably with related work in the field of dialogue act tagging and is therefore viable.

The average precision and recall for each tag individually is depicted in Table 4. For example, we see that TBL succeeds in discovering System, Other, and Greet tags because all of them have both high precision and high recall. Yes-No-Question, Statement, Emotion, Bye, and Yes-Answer have more modest but still reasonable precisions and recalls. Accept has high precision with low recall. On the other hand, the classification rules generated by TBL have relatively poor performance on Emphasis, No-Answer, Reject, Continuer, and Clarify tags, with precision and recall close to zero. One reason for this relatively poor performance is the sparseness of representation – these tags are not well represented in the ground truth (i.e., 13 occurrences of Continuer, 20 of Reject, 29 of No-Answer, 8 of Clarify, and 46 of Emphasis).

<table>
<thead>
<tr>
<th>Tag</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statement</td>
<td>0.747266</td>
<td>0.925508</td>
</tr>
<tr>
<td>Accept</td>
<td>0.714286</td>
<td>0.273312</td>
</tr>
<tr>
<td>System</td>
<td>0.90026</td>
<td>0.993485</td>
</tr>
<tr>
<td>Yes-No-Question</td>
<td>0.687023</td>
<td>0.72</td>
</tr>
<tr>
<td>Other</td>
<td>0.900433</td>
<td>0.985782</td>
</tr>
<tr>
<td>Wh-Question</td>
<td>0.564103</td>
<td>0.5</td>
</tr>
<tr>
<td>Greet</td>
<td>0.885906</td>
<td>0.830189</td>
</tr>
<tr>
<td>Emotion</td>
<td>0.896104</td>
<td>0.663462</td>
</tr>
<tr>
<td>Bye</td>
<td>0.957447</td>
<td>0.79646</td>
</tr>
<tr>
<td>Yes-Answer</td>
<td>0.506173</td>
<td>0.773585</td>
</tr>
<tr>
<td>Emphasis</td>
<td>0.5</td>
<td>0.021739</td>
</tr>
<tr>
<td>No-Answer</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Reject</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Continuer</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Clarify</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4. Average precision and recall for each tag
As noted there are 3129 postings in all, and all postings were used in the nine-fold cross-validation evaluation. As a result, all of these tags have low occurrence frequencies in our datasets (Table 1). Figure 1 shows that the F-measure [11] (a combination of precision and recall) becomes reasonable once a tag occurs in at least 1.7% of the postings. A second reason for the poor performance of the classifier with these particular tags may have to do with the need for more specialized templates to handle these tag types.

To make the comparison between explicit representations of words vs. the use of regular expressions, we employed only template one for both training and testing. Each chat conversation was used in turn, first as a training set to generate a TBL rule sequence. In order to obtain a statistically significant sample, we chose combinations of seven out of the eight remaining datasets as test sets. In this way we generated eight test sets for each training set for a total of $9 \times 8 = 72$ test results. Table 5 depicts example test results using dataset number one as a training set. We applied a one-tailed t-test

**Table 5. Explicit representation vs. regular expressions in dataset one**

<table>
<thead>
<tr>
<th>Test Set</th>
<th>Accuracy Using Explicit Representation (%)</th>
<th>Accuracy Using Regular Expressions (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>52.1652563</td>
<td>53.3101045</td>
</tr>
<tr>
<td>2</td>
<td>53.0052265</td>
<td>54.0502226</td>
</tr>
<tr>
<td>3</td>
<td>53.2820281</td>
<td>54.3223232</td>
</tr>
<tr>
<td>4</td>
<td>51.8066635</td>
<td>52.978217</td>
</tr>
<tr>
<td>5</td>
<td>55.5449025</td>
<td>58.4368737</td>
</tr>
<tr>
<td>6</td>
<td>52.691358</td>
<td>53.5802469</td>
</tr>
<tr>
<td>7</td>
<td>52.9576153</td>
<td>53.842571</td>
</tr>
<tr>
<td>8</td>
<td>52.8735632</td>
<td>54.0229885</td>
</tr>
</tbody>
</table>
to the two distributions, one using an explicit representation and the second using regular expressions. Based on this we determined with a confidence of over 94% that regular expressions perform significantly better than an explicit representation. Therefore, we conclude that regular expressions should be used when constructing templates such as template number one.

Our experimental results provide evidence that TBL can be usefully applied to the problem of posting act tagging. We achieved reasonable and stable test set performance for all nine of our test datasets, and our results compare favorably with similar results obtained in dialogue act tagging.

6 Conclusion

We have presented a novel application of transformation-based learning to the problem of identifying postings in chat-room conversations. Posting act tagging aids in the formation of models of social and semantic relationships within chat data. Tagging of this nature thus represents an important first step in the construction of models capable of automatically extracting information from chat data and answering questions such as “What topics are being discussed in a chat room?”, “Who is discussing which topics?” and “Who is interacting with whom?”.

In the work reported in this article a well known natural language processing algorithm, transformation-based learning, has been applied to posting act tagging. We developed seven templates that have proven useful in learning rules for posting act tagging. Furthermore, we have shown that the use of regular expressions in templates improves test set accuracy.

One of the tasks that lie ahead is to deal with multiple-sentence postings that call for more than one tag (on a single posting). Transformation-based learning, however, is not suited for learning problems of this nature, and as a result we are developing a new algorithm, BLogRBL [9], to handle such cases. Another task relates to the difficulty in manually creating generic regular expressions for templates. Little work has been done in the automatic generation of such regular expressions. At Lehigh University, however, we are engaged in a project with Lockheed-Martin and the Pennsylvania State Police to develop this capability. Finally, it is necessary to identify additional templates for tags that are not well represented in the training data. Our future work will focus on these problems.
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In this chapter we analyze the values used by Latent Semantic Indexing (LSI) for information retrieval. By manipulating the values in the Singular Value Decomposition (SVD) matrices, we find that a significant fraction of the values have little effect on overall performance, and can thus be removed (changed to zero). This allows us to convert the dense term by dimension and document by dimension matrices into sparse matrices by identifying and removing those entries. We empirically show that these entries are unimportant by presenting retrieval and runtime performance results, using seven collections, which show that removal of up to 70% of the values in the term by dimension matrix results in similar or improved retrieval performance (as compared to LSI). Removal of 90% of the values degrades retrieval performance slightly for smaller collections, but improves retrieval performance by 60% on the large collection we tested. Our approach additionally has the computational benefit of reducing memory requirements and query response time.

1 Introduction

The amount of textual information available digitally is overwhelming. It is impossible for a single individual to read and understand all of the literature that is available for any given topic. Researchers in information retrieval, computational linguistics and textual data mining are working on the development of methods to process this data and present it in a usable format.

Many algorithms for searching textual collections have been developed, and in this chapter we focus on one such system: Latent Semantic Indexing (LSI). LSI was developed in the early 1990s [5] and has been applied to a wide variety of tasks that involve textual data [5, 8, 9, 10, 19, 22]. LSI is based upon a linear algebraic technique for factoring matrices called Singular...
Value Decomposition (SVD). In previous work [15, 16, 17] we noted a strong correlation between the distribution of term similarity values (defined as the cosine distance between the vectors in the term by dimension matrix) and the performance of LSI. In the current work, we continue our analysis of the values in the truncated term by dimension and document by dimension matrices. We describe a study to determine the most critical elements of these matrices, which are input to the query matching step in LSI. We hypothesize that identification and zeroing (removal) of the least important entries in these matrices will result in a more computationally efficient implementation, with little or no sacrifice in the retrieval effectiveness compared to a traditional LSI system.

2 Background and Related Work

Latent Semantic Indexing (LSI) [5] is a well-known technique used in information retrieval. LSI has been applied to a wide variety of tasks, such as search and retrieval [5, 8], classification [22] and filtering [9, 10]. LSI is a vector space approach for modeling documents, and many have claimed that the technique brings out the “latent” semantics in a collection of documents [5, 8].

LSI is based on a mathematical technique called Singular Value Decomposition (SVD) [11]. The SVD process decomposes a term by document matrix, $A$, into three matrices: a term by dimension matrix, $T$, a singular value matrix, $S$, and a document by dimension matrix, $D$. The number of dimensions is $\min(t, d)$ where $t =$ number of terms and $d =$ number of documents. The original matrix can be obtained, through matrix multiplication of $TSD^T$. In the LSI system, the $T$, $S$ and $D$ matrices are truncated to $k$ dimensions. Dimensionality reduction reduces noise in the term-document matrix resulting in a richer word relationship structure that reveals latent semantics present in the collection. Queries are represented in the reduced space by $T_k^Tq$, where $T_k^T$ is the transpose of the term by dimension matrix, after truncation to $k$ dimensions. Queries are compared to the reduced document vectors, scaled by the singular values ($S_kD_k$), by computing the cosine similarity. This process provides a mechanism to rank the document set for each query.

The algebraic foundation for Latent Semantic Indexing (LSI) was first described in [5] and has been further discussed by Berry, et al. in [1, 2]. These papers describe the SVD process and interpret the resulting matrices in a geometric context. They show that the SVD, truncated to $k$ dimensions, gives the optimal rank-$k$ approximation to the original matrix. Wiemer-Hastings shows that the power of LSI comes primarily from the SVD algorithm [21].

Other researchers have proposed theoretical approaches to understanding LSI. Zha and Simon describe LSI in terms of a subspace model and propose a statistical test for choosing the optimal number of dimensions for a given collection [23]. Story discusses LSI’s relationship to statistical regression and Bayesian methods [20]. Ding constructs a statistical model for LSI using the
cosine similarity measure, showing that the term similarity and document similarity matrices are formed during the maximum likelihood estimation, and LSI is the optimal solution to this model [6].

Although other researchers have explored the SVD algorithm to provide an understanding of SVD-based information retrieval systems, to our knowledge, only Schütze has studied the values produced by LSI [18]. We expand upon this work in [15, 16, 17], showing that the SVD exploits higher order term co-occurrence in a collection, and showing the correlation between the values produced in the term-term matrix and the performance of LSI. In the current work, we extend these results to determine the most critical values in an LSI system.

Other researchers [4, 12] have recently applied sparsification techniques to reduce the computation cost of LSI. These papers provide further empirical evidence for our claim that the retrieval performance of LSI depends on a subset of the SVD matrix elements. Gao and Zhang have simultaneously, but independently, proposed mechanisms to take the dense lower-dimensional matrices that result from SVD truncation, and make them sparse [12]. Chen et al. implicitly do this as well, by encoding values into a small set of discrete values [4]. Our approach to sparsification (described in Sect. 3) is somewhat different from the ones used by Gao and Zhang; furthermore, we present data for additional collections (they used three small collections), and also describe the run time considerations, as well as the retrieval effectiveness, of sparsification.

### 3 Sparsification of the LSI Input Matrices

In what follows we report the results of a study to determine the most critical elements of the $T_k$ and $S_kD_k$ matrices, which are input to LSI. We are interested in the impact, both in terms of retrieval quality and query run time performance, of the removal (zeroing) of a large portion of the entries in these matrices.

In this section we describe the algorithm we used to remove values from the $T_k$ and $S_kD_k$ matrices and describe the impact of this sparsification strategy on retrieval quality and query run time performance.

#### 3.1 Methodology

Our sparsification algorithm focuses on the values with absolute value near zero, and we ask the question: “How many values can we remove without severely impacting retrieval performance?” Intuitively, the elements of the row vectors in the $T_kS_k$ matrix and the column vectors in the $S_kD_k$ matrix can be used to describe the importance of each term (document) along a given dimension.
Several patterns were identified in our preliminary work. For example, removal of all negative elements severely degrades retrieval performance, as does removal of “too many” of the $S_k D_k$ elements. However, a large portion of the $T_k$ values can be removed without a significant impact on retrieval performance.

We chose an approach that defines a common truncation value, based on the values in the $T_k S_k$ matrix, which is used for both the $T_k$ and $S_k D_k$ matrices. Furthermore, since the negative values are important, we wanted to retain an equal number of positive and negative values in the $T_k$ matrix.

The algorithm we used is outlined in Fig. 1. We chose positive and negative threshold values that are based on the $T_k S_k$ matrix and that result in the removal of a fixed percentage of the $T_k$ matrix. We use these values to truncate both the $T_k$ and $S_k D_k$ matrices.

Compute $T_k S_k$ and $S_k D_k$
Determine $PosThres$: The threshold that would result in removal of $x\%$ of the positive elements of $T_k S_k$
Determine $NegThres$: The threshold that would result in removal of $x\%$ of the negative elements of $T_k S_k$
For each element of $T_k$, change to zero, if the corresponding element of $T_k S_k$ falls outside $PosThres$ and $NegThres$
For each element of $S_k D_k$, change to zero, if it falls outside $PosThres$ and $NegThres$

**Fig. 1. Sparsification Algorithm**

### 3.2 Evaluation

Retrieval quality for an information retrieval system can be expressed in a variety of ways. In the current work, we use precision and recall to express quality. Precision is defined as the percentage of retrieved documents which are relevant to the query. Recall is the percentage of all relevant documents that were retrieved.

These metrics can be applied in two ways. First, we can compute recall and precision at rank = $n$, where $n$ is a constant. In this case, we look at the first $n$ documents returned from the query and compute the precision and recall using the above definitions. An alternative approach involves computing precision at a given recall level. In this second case, we continue to retrieve documents until a given percentage of correct documents has been retrieved (for example, 25%), and then compute the precision. In the results that follow we apply this second approach to evaluate of our sparsification strategy.

Precision and recall require the existence of collections that contain a group of documents, a set of standard queries and a set of relevance judgments (a list of which documents are relevant to which query, and which are not relevant).
We used seven such collections during the course of our study. The collections we used are summarized in Table 1. These collections were downloaded from a variety of sources. MED, CISI, CRAN, NPL, and CACM were downloaded from the SMART web site at Cornell University. LISA was obtained from the Information Retrieval Group web site at the University of Glasgow. The OHSUMED collection was downloaded from the Text Retrieval Conference (TREC) web site at the National Institute of Standards and Technology. Not all of the documents in the OHSUMED collection have been judged for relevance for each query. In our experiments, we calculated precision and recall by assuming that all unjudged documents are not relevant. Similar studies that calculate precision using only the judged documents are left to future work.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Description</th>
<th>Docs</th>
<th>Terms</th>
<th>Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td>MED</td>
<td>Medical abstracts</td>
<td>1033</td>
<td>5831</td>
<td>30</td>
</tr>
<tr>
<td>CISI</td>
<td>Information science abstracts</td>
<td>1450</td>
<td>5143</td>
<td>76</td>
</tr>
<tr>
<td>CACM</td>
<td>Communications of the ACM abstracts</td>
<td>3204</td>
<td>4863</td>
<td>52</td>
</tr>
<tr>
<td>CRAN</td>
<td>Cranfield collection</td>
<td>1400</td>
<td>3932</td>
<td>225</td>
</tr>
<tr>
<td>LISA</td>
<td>Library and Information Science Abstracts</td>
<td>6004</td>
<td>18429</td>
<td>35</td>
</tr>
<tr>
<td>NPL</td>
<td>Larger collection of very short documents</td>
<td>11429</td>
<td>6988</td>
<td>93</td>
</tr>
<tr>
<td>OHSUMED</td>
<td>Clinically-oriented MEDLINE subset</td>
<td>348566</td>
<td>170347</td>
<td>106</td>
</tr>
</tbody>
</table>

The Parallel General Text Parser (PGTP) [3] was used to preprocess the text data, including creation and decomposition of the term document matrix. For our experiments, we applied the log entropy weighting option and normalized the document vectors for all collections except OHSUMED. The sparsification algorithm was applied to each of our collections, using truncation percentages of 10% to 90%. Retrieval quality and query runtime performance measurements were taken at multiple values of \( k \). The values of \( k \) for the smaller collections ranged from 25 to 200; \( k \) values from 50 to 500 were used for testing the larger collections.

### 3.3 Impact on Retrieval Quality

The retrieval quality results for three different truncation values for the collections studied are shown in Figs. 2–8. In these experiments, we computed the precision at three different recall levels (.25, .50, and .75) and calculated the mean precision for each query. The average precision shown in Figs. 2–8 is the average of these means for all queries in the collection.
Fig. 2. Sparsification Performance Summary for MED

Fig. 3. Sparsification Performance Summary for CRAN
Fig. 4. Sparsification Performance Summary for C ISI

Fig. 5. Sparsification Performance Summary for CACM
Fig. 6. Sparsification Performance Summary for LISA

Fig. 7. Sparsification Performance Summary for NPL
Two baselines were used to measure retrieval quality. Retrieval quality for our sparsified LSI was compared to a standard LSI system, as well as to a traditional vector space retrieval system.

**Comparison to Standard LSI Baseline**

Removal of 50% of the $T_k$ matrix values resulted in retrieval quality that is indistinguishable from the LSI baseline for the seven collections we tested. In most cases, sparsification up to 70% can be achieved, particularly at better performing values of $k$, without a significant impact on retrieval quality. For example, $k = 500$ for NPL and $k = 200$ for CACM have performance near or greater than the LSI baseline when 70% of the values are removed. The data for OHSUMED appears in Fig. 8. Notice that sparsification at the 90% level actually improves LSI average precision by 60% at $k = 500$.

**Comparison to Traditional Vector Space Retrieval Baseline**

Figures 2–8 show that LSI outperforms traditional vector space retrieval for CRAN, MED and CISI even at very small values of $k$. However, traditional vector space is clearly better for OHSUMED, CACM, LISA and NPL at small $k$ values. LSI continues to improve as $k$ increases for these collections. As expected, we found no obvious relationship between the performance of the sparsified LSI system and traditional vector space retrieval. As other research
studies have shown [13, 14], LSI does not always outperform traditional vector space retrieval.

### 3.4 Impact on Runtime Performance

In order to determine the impact of sparsification on query runtime performance we implemented a sparse matrix version of the LSI query processing. The well-known compressed row storage format for sparse matrices was used to store the new sparse matrices generated by our algorithm [7].

In the compressed row storage format, the nonzero elements of a matrix are stored as a vector of values. Two additional vectors are used to identify the coordinates of each value: a row pointer vector identifies the position of the first nonzero element in each row, and a column indicator vector identifies the column corresponding to each element in the value vector. This storage format requires a vector of length num-nonzeroes to store the actual values, a vector of length num-nonzeroes to identify the column corresponding to each value, and a vector of length num-rows to identify the starting position of each row.

Table 2 shows that our approach significantly reduces the RAM requirements of LSI. This reduction is due to our sparsification strategy, which produces sparse matrices. Implementation of the compressed row storage format for a non-sparsified LSI system would result in an increase in the memory requirements.

**Table 2.** RAM Savings for T and D matrices

<table>
<thead>
<tr>
<th>Collection</th>
<th>k</th>
<th>Sparsification Level (%)</th>
<th>Sparsified LSI RAM (MB)</th>
<th>LSI RAM (MB)</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MED</td>
<td>75</td>
<td>70</td>
<td>3.7</td>
<td>7.9</td>
<td>53</td>
</tr>
<tr>
<td>CISI</td>
<td>125</td>
<td>70</td>
<td>6.3</td>
<td>12.6</td>
<td>50</td>
</tr>
<tr>
<td>CRAN</td>
<td>200</td>
<td>70</td>
<td>8.3</td>
<td>16.3</td>
<td>49</td>
</tr>
<tr>
<td>CACM</td>
<td>200</td>
<td>70</td>
<td>14.4</td>
<td>24.6</td>
<td>42</td>
</tr>
<tr>
<td>NPL</td>
<td>500</td>
<td>70</td>
<td>93.1</td>
<td>140.5</td>
<td>34</td>
</tr>
<tr>
<td>LISA</td>
<td>500</td>
<td>70</td>
<td>66.8</td>
<td>115.7</td>
<td>42</td>
</tr>
<tr>
<td>OHSUMED</td>
<td>500</td>
<td>70</td>
<td>3217</td>
<td>3959</td>
<td>19</td>
</tr>
<tr>
<td>MED</td>
<td>75</td>
<td>90</td>
<td>1.6</td>
<td>7.9</td>
<td>79</td>
</tr>
<tr>
<td>CISI</td>
<td>125</td>
<td>90</td>
<td>2.9</td>
<td>12.6</td>
<td>77</td>
</tr>
<tr>
<td>CRAN</td>
<td>200</td>
<td>90</td>
<td>3.6</td>
<td>16.3</td>
<td>78</td>
</tr>
<tr>
<td>CACM</td>
<td>200</td>
<td>90</td>
<td>6.3</td>
<td>24.6</td>
<td>75</td>
</tr>
<tr>
<td>NPL</td>
<td>500</td>
<td>90</td>
<td>29.0</td>
<td>140.5</td>
<td>79</td>
</tr>
<tr>
<td>LISA</td>
<td>500</td>
<td>90</td>
<td>28.3</td>
<td>115.7</td>
<td>76</td>
</tr>
<tr>
<td>OHSUMED</td>
<td>500</td>
<td>90</td>
<td>2051</td>
<td>3959</td>
<td>48</td>
</tr>
</tbody>
</table>
When comparing the runtime considerations of our approach to LSI, we acknowledge that our approach requires additional preprocessing, as we implement two additional steps, determining the threshold value and applying the threshold to the $T_k$ and $S_kD_k$ matrices. These steps are applied once per collection, however, and multiple queries can then be run against the collection.

Table 3 indicates that the $S_kD_k$ sparsification ranges from 18% to 33%, when 70% of the $T_k$ values are removed. A much larger $S_kD_k$ sparsification range of 43%–80% is achieved at a 90% reduction in the $T_k$ matrix.

<table>
<thead>
<tr>
<th>Collection</th>
<th>$k$</th>
<th>Term Spars (%)</th>
<th>Doc Spars (%)</th>
<th>Run Time Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MED</td>
<td>75</td>
<td>70</td>
<td>23</td>
<td>−1</td>
</tr>
<tr>
<td>CISI</td>
<td>125</td>
<td>70</td>
<td>26</td>
<td>1</td>
</tr>
<tr>
<td>CRAN</td>
<td>200</td>
<td>70</td>
<td>29</td>
<td>6</td>
</tr>
<tr>
<td>CACM</td>
<td>200</td>
<td>70</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>NPL</td>
<td>500</td>
<td>70</td>
<td>33</td>
<td>−3</td>
</tr>
<tr>
<td>LISA</td>
<td>500</td>
<td>70</td>
<td>29</td>
<td>10</td>
</tr>
<tr>
<td>OHSUMED</td>
<td>500</td>
<td>70</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>MED</td>
<td>75</td>
<td>90</td>
<td>47</td>
<td>16</td>
</tr>
<tr>
<td>CISI</td>
<td>125</td>
<td>90</td>
<td>53</td>
<td>27</td>
</tr>
<tr>
<td>CRAN</td>
<td>200</td>
<td>90</td>
<td>61</td>
<td>37</td>
</tr>
<tr>
<td>CACM</td>
<td>200</td>
<td>90</td>
<td>64</td>
<td>40</td>
</tr>
<tr>
<td>NPL</td>
<td>500</td>
<td>90</td>
<td>80</td>
<td>66</td>
</tr>
<tr>
<td>LISA</td>
<td>500</td>
<td>90</td>
<td>66</td>
<td>54</td>
</tr>
<tr>
<td>OHSUMED</td>
<td>500</td>
<td>90</td>
<td>43</td>
<td>30</td>
</tr>
</tbody>
</table>

The query processing for LSI is comprised of two primary tasks: development of the pseudo query, which relies on the $T_k$ matrix, and the comparison of the pseudo query to all documents in the collection, which uses the $S_kD_k$ matrix. The performance figures shown in Table 3 are determined based on the aggregate CPU time for the distance computation between the pseudo query vector and all the document vectors. After the distance computation for each document is derived, the scores are stored in a C++ Standard Template Library (STL) map structure. This structure allowed us to sequentially retrieve a number of documents in relevance score order until the required percentage of relevant documents had been retrieved. This structure was used for both our sparsified LSI tests and our traditional LSI tests.

The number of cpu cycles required to run all queries in each collection was collected using the `clock()` function available in C++. Measurements were taken for both the baseline LSI code and the sparsified code. Each collection
was tested twice, and the results in Table 3 represent the average of the two runs for selected levels of sparsification.

Sparsification of the matrix elements results in an improvement in query runtime performance for all collections, with the exception of MED and NPL, at 70% sparsification. The 90% sparsification data shown in Table 3 reveals significant improvements in query run time performance for all collections tested.

4 Conclusions

Our analysis has identified a large number of term and document vector values that are unimportant. This is a significant component in the development of a theoretical understanding of LSI. As researchers continue working to develop a thorough understanding of the LSI system, they can restrict their focus to the most important term and document vector entries.

Furthermore, we have shown that query run time improvements in LSI can be achieved using our sparsification strategy for many collections. Our approach zeroes a fixed percentage of both positive and negative values of the term and document vectors produced by the SVD process. Our data shows that, for small collections, we can successfully reduce the RAM requirements by 45% (on average), and the query response time an average of 3%, without sacrificing retrieval quality. If a slight degradation in retrieval quality is acceptable, the RAM requirements can be reduced by 77%, and query run time can be reduced by 40% for smaller collections using our approach.

On the larger TREC collection (OHSUMED), we can reduce the runtime by 30%, reduce the memory required by 48% and improve retrieval quality by 60% by implementing our sparsification algorithm at 90%.
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Summary. An attempt to report results of data mining in automatically generated natural language sentences is described. Several types of association rules are introduced. The presented attempt concerns implicational rules – one of the presented types. Formulation patterns that serve as a generative language model for formulating implicational rules in a natural language are described. An experimental software system AR2NL that can convert implicational rules both into English and Czech is presented. Possibilities of application of the presented principles to other types of association rules are also mentioned.
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1 Introduction

The goal of this paper is to draw attention to a possibility of presentation of the data mining results in a natural language (NL). We are specifically interested in association rules (ARs) of the form \( \varphi \approx \psi \) where \( \varphi \) and \( \psi \) are Boolean attributes derived from the columns of the analysed data matrix \( M \).

The AR \( \varphi \approx \psi \) says that \( \varphi \) and \( \psi \) are associated in the way corresponding to the symbol \( \approx \). The data mining procedure 4ft-Miner [6] mines for ARs of this form – see Sect. 2. The 4ft-Miner procedure is a part of the LISp-Miner academic system [6]. The “classical” ARs with confidence and support [1] can be also expressed this way.

Let us start with an example of an AR:

\[
ED(\text{univ}) \land RS(\text{mng}) \Rightarrow_{0.9, 45} AJ(\text{sits})
\]

This example is inspired by the medical project STULONG briefly described in Sect. 3. The following attributes are used in the rule:
ED – *Education*, with possible values *univ* (university), *basic* (basic school), *appr* (apprentice school), etc.;
RS – *Responsibility In a Job*, with possible values *mng* (managerial worker), *prt* (partly independent worker), etc.;
AJ – *Activity In a Job*, with possible values *sits* (he mainly sits), *mdrt* (moderate activity), etc.

The rule is related to a four-fold contingency table (4ft table for short) an example of which is shown as Table 1.

<table>
<thead>
<tr>
<th></th>
<th>AJ(<em>sits</em>)</th>
<th>¬AJ(<em>sits</em>)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ED(<em>univ</em>) ∧ RS(<em>mng</em>))</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td>¬(ED(<em>univ</em>) ∧ RS(<em>mng</em>))</td>
<td>60</td>
<td>30</td>
</tr>
</tbody>
</table>

The table says that there are 45 patients satisfying both (ED(*univ*) ∧ RS(*mng*)) and AJ(*sits*), there are further 5 patients satisfying (ED(*univ*) ∧ RS(*mng*)) and not satisfying AJ(*sits*), etc.

The goal of data mining is to find unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owner [4]. A problem can arise when the data owner (a physician in our example) gets a set of ARs true in the analysed data – it can be simply too much of formalised information. The association rules can be more intelligible when they are presented in a natural language.

The symbol $\Rightarrow_{0.9,45}$ represents a *founded implication*. It is defined in the next section. The association rule ED(*univ*) ∧ RS(*mng*) $\Rightarrow_{0.9,45}$ AJ(*sits*) can be reformulated in a natural language in various ways. Here are two examples:

- 45 (i.e. 90%) of the observed patients confirm this dependence: if the patient has university education and responsibility of a manager, then he mainly sits in his job.
- 90% of the observed patients that have reached university education and work in a managerial position also mainly sit in their job.

In our experience, it can be very useful when the output rules are presented both in a formal way and in a natural language. It can reasonably help the user – non specialist in data mining to understand the results.

We aim to show that there is quite a simple NL model that can be used to automatically transform ARs generated from various data tables into various NLs, e.g., Czech or English. This model is presented in Sect. 4; the main features of the experimental system implementing the model, called AR2NL, are described in Sect. 5.

The idea of automated conversion of ARs of various types has been first formulated in [5]. A part of the related theory has been presented in [9].
core of the experimental system AR2NL has been implemented as a subject of a master thesis [2].

The work presented here is a first step in a supposed, rather long-time, research activity. The main contribution of this paper is to present results of a research in a possibly new branch in presentation of data mining results. Despite a large effort we were not able to find a paper dealing with similar topic.

The current experience with the AR2NL system can be summarized in the following way:

- The NL presentation of ARs increases interest of field specialists in data mining results. It concerns namely the field specialists that have education only in humanities. The NL sentences like “90% of the observed patients that have reached university education and work in a managerial position also mainly sit in their job” attracts these specialists much more than even very sophisticated measures of intensity of the ARs.

- It has been shown that this remarkable improvement can be achieved by quite simple NL tools (formulation patterns, see Sect. 4, “elementary” expressions and morphological tables, see 5.2). In our opinion the complexity of this linguistic task roughly corresponds to secondary education in one’s native language combined with standard education in informatics.

- The use of AR2NL does not, of course, decrease the number of output rules. However we use it together with the 4ft-Miner mining procedure that has very rich tools both for tuning the definition of the set of rules to be generated and verified and for filtering and sorting the output rules, see [6]. This way, a relatively small set of interesting ARs can be focused on, and they can be presented in a NL.

- The data structures and algorithms developed for the AR2NL system can be easy modified and enhanced to meet further goals concerning the presentation of the data mining results in NLs.

We suppose to continue in the activity concerning presentation of data mining results in natural language. An overview of supposed further work is in Sect. 6.

2 Association Rules and the 4ft-Miner Procedure

The 4ft-Miner procedure mines for ARs of the form $\varphi \approx \psi$ where $\varphi$ and $\psi$ are Boolean attributes automatically generated by the procedure from the columns of the analysed data matrix $\mathcal{M}$.

The symbol $\approx$ stands for a particular 4ft-quantifier. It denotes a condition concerning a 4ft table. The association rule $\varphi \approx \psi$ is true in the analysed data matrix $\mathcal{M}$ if the condition related to the 4ft-quantifier $\approx$ is satisfied in the 4ft table of $\varphi$ and $\psi$ in $\mathcal{M}$, see Table 2.
Here \( a \) is the number of rows in \( \mathcal{M} \) satisfying both \( \varphi \) and \( \psi \), \( b \) is the number of the rows satisfying \( \varphi \) and not satisfying \( \psi \), \( c \) is the number of rows not satisfying \( \varphi \) and satisfying \( \psi \), and \( d \) is the number of rows satisfying neither \( \varphi \) nor \( \psi \). Two examples of the 4ft-quantifiers follow:

The 4ft-quantifier \( \Rightarrow_{p, \text{Base}} \) of founded implication for \( 0 < p \leq 1 \) and \( \text{Base} > 0 \) [3] is defined by the condition

\[
\frac{a}{a + b} \geq p \land a \geq \text{Base}.
\]

It means that at least 100\( p \) per cent of objects satisfying \( \varphi \) satisfy also \( \psi \) and that there are at least \( \text{Base} \) objects of \( \mathcal{M} \) satisfying both \( \varphi \) and \( \psi \). The fraction \( \frac{a}{a + b} \) is the confidence of the AR. The frequency \( a \) corresponds to the support of the AR, which is equal to \( \frac{a}{a + b + c + d} \). This means that the parameter \( p \) defines the minimal level of confidence and the parameter \( \text{Base} \) corresponds to the minimal level of support.

The 4ft-quantifier \( \sim_{p, \text{Base}} \) of above average for \( 0 < p \) and \( \text{Base} > 0 \) is defined by the condition

\[
\frac{a}{a + b} \geq (1 + p) \frac{a + c}{a + b + c + d} \land a \geq \text{Base}.
\]

It means that among the objects satisfying \( \varphi \) there is at least 100\( p \) per cent more objects satisfying \( \psi \) than among all the objects and that there are at least \( \text{Base} \) objects satisfying both \( \varphi \) and \( \psi \).

There are 16 types of 4ft-quantifiers implemented in the 4ft-Miner procedure. Examples of further 4ft-quantifiers are in [6].

The left part of an association rule \( \varphi \approx \psi \) is called antecedent, the right part (i.e. \( \psi \)) is called succedent. The input of the 4ft-Miner procedure consists of

- the analysed data matrix;
- several parameters defining the set of relevant antecedents;
- several parameters defining the set of relevant succedents;
- the 4ft quantifier.

Both the antecedent and the succedent are conjunctions of literals. A literal is an expression of the form \( A(\alpha) \) where \( A \) is an attribute and \( \alpha \) is a proper subset of all possible values of the attribute \( A \). The literal \( A(\alpha) \) is true in a row of the analysed data matrix if the value of \( A \) in this row belongs to \( \alpha \). In this paper we only deal with literals of the form \( A(\alpha) \) where \( \alpha \) is a single value of \( A \).
(pedantically we should write $A(\{a\})$). The conjunction $ED(\text{univ}) \land RS(\text{mng})$ is an example of an antecedent (see Introduction). For more details concerning the 4ft-Miner procedure see [6].

3 The STULONG Project

The STULONG project concerns a detailed study of the risk factors of atherosclerosis in the population of middle aged men. The risk factors of atherosclerosis were observed for 1,417 men in the years 1976–1999 according to a detailed project methodology. The primary data cover both entry and control examinations. 244 attributes have been surveyed with each patient at the entry examinations. 10,610 control examinations were further made, each examination concerns 66 attributes.

For more details about the STULONG project see [10] and http://euromise.vse.cz/challenge2003/project/.

Our example used in Sect. 5 deals with the following attributes:

- **Activity In a Job** (abbreviated AJ) with values *he mainly sits*, *he mainly stands*, *he carries heavy loads*;
- **Activity After a Job** (abbr. AA) with values *he mainly sits*, *moderate activity*, *great activity*;
- **Education** (abbr. ED) with values *basic school*, *apprentice school*, *secondary school*, *university*;
- **Responsibility in a job** (abbr. RS) with values *manager*, *partly independent worker*, *other*, *pensioner because of ischemic heart diseases*, *pensioner for other reasons*.

4 Formulation Patterns for Implicational Rules

Let us now look a bit more formally at the mutual relation between the formal logical expression like

$$ED(\text{univ}) \land RS(\text{mng}) \Rightarrow _{0.945} AJ(\text{sits})$$

and its possible natural language (NL) formulations, e.g.:

1. 45 (i.e. 90%) of the observed patients confirm this dependence: if the patient has university education and responsibility of a manager, then he mainly sits in his job.
2. A combination of university education and a managerial job implies a sedentary job. This fact is confirmed by 45 (i.e. 90%) of the observed patients.
3. 90% of the observed patients that have reached university education and work in a managerial position also mainly sit in their job.
If we consider the formal expression to be an instance of a general “logical pattern”

\[ A \Rightarrow_{p, \text{Base}} S \]

then we certainly can also think of the given NL formulations as of (respective) instances of \textit{NL formulation patterns} that could be presented in a form near to the following:

(1) \textit{Base} (i.e. 100p\% ) of the patients confirm this dependence: if the patient has \textit{NLF}(A), then he \textit{NLF}(S).

(2) A combination of \textit{NLF}(A_1) and \textit{NLF}(A_2) implies \textit{NLF}(S). This fact is confirmed by \textit{Base} (i.e. 100p\%) of the patients.

(3) 100p\% of the patients that \textit{NLF}(A) also \textit{NLF}(Z).

In this form of the NL formulation patterns, the symbols \textit{NLF}(A) and \textit{NLF}(S) stand for \textit{suitable partial NL formulations} corresponding to the antecedent and to the succedent, respectively.\footnote{As it can be seen in pattern (2), some of the patterns suppose (at least) two literals in the antecedent. Symbols like \textit{NLF}(A_1) etc. are required in such patterns.}

There is only one little problem concealed in it: the formal expression like \textit{NLF}(X) does not represent an invariant linguistic form in all the formulation patterns. Some of the patterns require a literal expressed by a \textit{noun phrase} (“university education”, “a managerial position”, “a sedentary job”), while others may require a \textit{verb phrase} (“has reached university education”, “works as a manager”, “mainly sits in his job”), or (although it cannot be seen in our examples) a \textit{prepositional phrase} (“with university education”, “in a managerial position”), an \textit{adjectival phrase} (“university-educated”) or a \textit{participial phrase} (“having reached university education”, “working as a manager”, “mainly sitting in his job”).

Some of these phrase types can be grammatically derived from other ones that are once given: e.g., if one knows the verb phrase “works as a manager”, it is not at all complicated to derive the participial phrase “working as a manager”; similarly the prepositional phrase (if it exists for a given literal) must be somehow derived from a noun phrase (“a managerial position” \rightarrow “in a managerial position”). But this does not hold universally. It is sufficient to look at the verb phrase “works as a manager” and the noun phrase “a managerial position”: there is no simple \textit{grammatical} relation between them, they rather show a more-or-less \textit{idiomatic} choice of words.

It turns out that these \textit{types} of “\textit{elementary}” linguistic information should be assigned to every possible literal, i.e. to every pair \langle attribute, value \rangle:
• a **noun phrase** representing the literal (e.g., “a managerial position”);
• the specific way **how to transform the noun phrase into a prepositional phrase** (e.g., use the preposition “with” followed by the noun phrase, or use the preposition “in” followed by the noun phrase, or, for languages like Czech, use the preposition \( x \) followed by the noun phrase in case \( y \));
• a **verb phrase** representing the literal (e.g., “works as a manager”);
• an **adjectival phrase** representing the literal (e.g., “university-educated”);
• a **word-order position** relative to the word “patient” (or other name of the observed entity type) in which the **given adjectival phrase** should be placed (e.g., in English, “university-educated” has to be placed to the left from “patient”, while “born in 1950” has to be placed to the right, and it may be found interesting that the same is true about the Czech equivalents of these two adjectival phrases).

As for the **verb phrases**, we have discovered that there are some of them really *unique in shape* for a particular value of an attribute (like “has a university degree” for \( \text{ED} \left( \text{univ} \right) \)), but on the other hand they often can be simply and efficiently composed from a **universal part** corresponding to the attribute (e.g., “has finished” for \( \text{ED} \)) and a **specific part** corresponding to a value of the attribute (e.g., “university” for \( \text{ED} \left( \text{univ} \right) \)). Sometimes a similar mechanism can be of use for noun phrases and adjectival phrases, too.

Of course, any of the linguistic information items described above may be empty in a particular situation. This generally means that a NL formulation pattern requiring a specific type of phrase cannot be used for the given literals.

The final form of the NL formulation patterns is approximately this one:

1. **Base** (i.e. \( 100p\% \)) of the patients confirm this dependence: if the patient has \( \text{NP}(A) \), then he \( \text{VP}(S) \).
2. A combination of \( \text{NP}(A_1) \) and \( \text{NP}(A_2) \) implies \( \text{NP}(S) \). This fact is confirmed by **Base** (i.e. \( 100p\% \)) of the patients.
3. \( 100p\% \) of the patients that plural(\( \text{VP}(A) \)) also plural(\( \text{VP}(S) \)).

Here \( \text{NP}(X) \) means a noun phrase representing \( X \), \( \text{VP}(X) \) means a verb phrase representing \( X \), etc.; plural(\( \ldots \)) is an example of a **morphological directive** that must be fulfilled by a corresponding module. (See [9] for more details concerning morphology in our context.)

The morphological module need not “know” all the morphology (and vocabulary) of the language in consideration. It does not need any special dictionary. There is only one additional type of information necessary from the morphological point of view in the linguistic data structures described in this section: in all the “elementary” noun phrases, verb phrases and adjectival phrases, an **inflection pattern code** must be assigned to every word that may sometimes require a morphological change according to the directives in the formulation patterns. Thus, for instance, a particular verb phrase like “mainly sits in his job” must in fact be given (somewhere – see the next section for more details) in such a way:
Here, the expression $IF(x,y)$ represents an inflected form of the word $x$ corresponding to the inflection pattern $y$ and the morphological directive contained in the formulation pattern (if there is no explicit morphological directive, no transformation takes place and the word is used in its “basic” form $x^2$); $v1t$ is an English verb inflection code denoting the following paradigm: singular form ending with -ts, plural form ending with -t, and participle ending with -ting. Similarly, $pron1$ is an English pronoun inflection code denoting this paradigm: singular form his, plural form their.

5 The AR2NL System

In this section we briefly describe the current version of the system named AR2NL (for Association Rules to Natural Language), which converts ARs into a NL.

5.1 Main Features

The main features of the system can be summarized in the following points:

- The AR2NL system is a web application. It means that an end user can use its services through any web browser with the support of (X)HTML and CSS standards.
- The whole system has been written in the PHP scripting language and it works with any database system that is accessible via the ODBC interface.
- Theoretically it is possible to convert the ARs into any language “written from the left to the right”. (We have successfully accomplished to convert ARs into English and Czech. A Finnish version is in preparation.)

The AR2NL system consists of two parts:

---

2 However, the form we technically call “basic” need not always be the lemma generally given in dictionaries: e.g., for verbs our “basic” form is 3rd person singular, not the infinitive. This reflects a simplification of the language for our purpose and an optimization of the linguistic data structures needed.

3 Only 3rd person finite forms are needed in our application, and the tense of a verb representing a particular literal never changes.

4 The morphological tables contain end segments of the words corresponding to the specified inflection codes and morphological directives. If an “inflection pattern” is in fact a complete irregularity, the end segments may expand as far as to the whole word forms.

5 A new version of the system is now being tested, which makes more use of XML database schemes and deals with some details described here in a more general way. Some of the improvements are listed in Sect. 6.

6 Some languages can require minor extensions of the system as described here for English.
The first part enables comfortable filling of tables that contain linguistic data necessary for the conversion. (Particular tables are described in the Subsect. 5.2.) Another function of this part is to maintain the consistency of the linguistic database.

The second part of the AR2NL system constitutes a “public” part of the system. This part executes the conversion of ARs into a NL.

The AR2NL system further requires an access to the metabase of the LI.Sp-Miner system, in which all data about the analyzed data, tasks definition, generated association rules, etc. are saved. (For more details see http://lispminer.vse.cz and [8].) The system reads ARs from the metabase and subsequently converts them into NL sentences.

5.2 Data Model

All the data necessary for the conversion of the rules are held in several tables. In the following text the particular tables are briefly described.

The FPFI (Formulation Patterns for Founded Implication) table contains formulation patterns – see Sect. 4.7

Every single formulation pattern constitutes a skeleton of a sentence that is gradually rewritten in the process of conversion. Here is an example of a formulation pattern in the real inner form:

&&X patients show this relation: if the patient has &A1ˆN and &A2ˆN, then he [also] &SˆV.

This formulation pattern is equivalent to the formulation pattern (1) introduced in Sect. 4:

Base (i.e. 100p%) of the patients confirm this dependence: if the patient has NP(A), then he VP(S).

The text string “Base (i.e. 100p%) of the” is replaced by the symbol “X”; the “&&” string before “X” means that this symbol is to be rewritten according to the FPA table (see below). The symbols “A1”, “A2” and “S” denote, respectively, the first antecedent literal, the second antecedent literal and the succedent literal of a rule.8 Figure 1 shows the content of the FPFI table for English.

---

7 The current version of the system is only able to convert ARs of the founded implication type, but formulation patterns for other types of ARs are in preparation.

8 The two antecedents in the general form of the pattern represent purely a convention. A special procedure incorporated in the system can adapt the pattern for any number of antecedents that is admissible for the type of formulation. (Which numbers are admissible is coded in the NumOfAnt column of the table.) See also footnote 1 on page 352. In the newest version of the system the formulation patterns usually contain only one antecedent, which does not affect the functionality.
The **FPA** (Formulation Patterns – Auxiliary) **table** holds substitution for all “higher-order non-terminal symbols” that are used in formulation patterns. This approach efficiently allows for a greater variability of the resulting NL sentences.

The symbol “X” in the previous example of a formulation pattern is just such a “higher-order non-terminal symbol”. The FPA table determines what to substitute for this symbol. The symbol “X” can be replaced, e.g., with the string “&B, (i.e. &P%)” – where “B” and “P” represent input values (they correspond to Base and p introduced in Sect. 2 – exactly B = Base, P = 100p).

The contents of the tables FPFI and FPA is domain-independent except for the names of observed entities and some pronouns related to them (like “patient” and “his” for STULONG applications, where only male patients are concerned). The linguistic data specific for a particular application of AR2NL are recorded in the tables E1 and E2. These tables contain “elementary” NL expressions. The types of these expressions are introduced in Sect. 4.

The **E1 table** contains NL expressions associated to the attributes. The **E2 table** holds NL expressions associated to the pairs ⟨attribute, value⟩. E.g., we can express the literal ED(univ) in English, with the help of the tables E1 and E2: “has finished university” or “has university education”. For other examples see 5.3, item 5.

The data necessary for the morphological changes of words in the expressions given above are saved in tables MN and MV.

---

9 In the newest version of the system, these words are concentrated in a special database file used in the process of formulation pattern rewriting.

10 The term “elementary” is used to express that we deal with an elementary item that is saved in a database table.
The MN (Morphology – Nouns) table contains patterns defining the declension of nouns, adjectives and pronouns (i.e., parts of speech that distinguish singular and plural forms universally, and variable number of cases in some languages). It is supposed that every language will have its own MN table, so the number of columns of this table may be variable according to the number of cases in the given language.

The MV (Morphology – Verbs) table contains patterns defining the necessary morphological transformations of verbs.\footnote{Generally, 3rd person singular and plural forms should be defined here if the language distinguishes between them, as well as the active participle formation. Again, some languages may require more different forms.}

An example of using the patterns from tables MN and MV is given in Subsect. 5.3, item 6.

The morphological tables could be prepared as universal for every particular language included in the capabilities of the system – although our present instances of the tables for English and Czech are not so universal (they basically contain only the inflection patterns necessary for the words actually used in all the other tables).

5.3 Conversion of Association Rules

The whole process of the conversion is described in this subsection.

Let us suppose that we have got an AR in this form (the rule being produced by the LISp-Miner system):

\[
\text{Activity In a Job (he mainly sits)} \land \text{Activity After a Job (he mainly sits)} \Rightarrow 0.62,21 \text{ Education (university)}
\]

The process of AR conversion is done in the following steps:

1. A formulation pattern is selected from the table FPFI. The selected pattern may have, e.g., this form:
   \[
   &&X &&Y \langle \text{pl} \rangle \text{[also]} &S^\neq V(\text{pl})
   \]
   (This formulation pattern corresponds to the pattern no. 4 in Fig. 1.)

2. The substitution for the symbols X and Y is performed – they are replaced according to the FPA table (the symbol “&” generally means “replace the next symbol with something other”; “&&”, as already mentioned in the previous subsection, means more specifically “replace the next symbol according to the FPA table”):
   \[
   "X" \rightarrow \&B \text{ (i.e. } \&P\% \text{ of the)}
   \]
   \[
   "Y" \rightarrow \_n1:patient \&A1^-V \text{ and } \&A2^-V
   \]
   But the grammatical directive “(pl)” present at the symbol Y in the original formulation pattern must be propagated in this way:
   \[
   "Y(\text{pl})" \rightarrow \_n1:patient(\text{pl}) \text{ that } \&A1^-V(\text{pl}) \text{ and } \&A2^-V(\text{pl})
   \]
   Thus the generated sentence has got this form:
&B (i.e. &P%) of the _n1:patient(pl) that &A1^V(pl) and &A2^V(pl) [also] &S^V(pl).

3. The symbols B and P are replaced with concrete values:
   “B” → “21”
   “P” → “62”

   The generated sentence has got this form:
   21 (i.e. 62%) of the _n1:patient(pl) that &A1^V(pl) and &A2^V(pl) [also] &S^V(pl).

4. A selection of optional sequences from the formulation pattern is performed. The optional sequences are written in square brackets; they are used to accomplish greater variability of a resulting sentence. In our case the program decides whether to retain the word “also”:
   “[also]” → “also”

   The generated sentence has got this form:
   21 (i.e. 62%) of the _n1:patient(pl) that &A1^V(pl) and &A2^V(pl) also &S^V(pl).

5. The symbols A1, A2 and S are replaced with the appropriate data taken from the tables E1 and E2. The symbol A1 stands for the first antecedent literal – in our case it is Activity After a Job (he mainly sits); the auxiliary symbol “V” determines what kind of phrase to create (“V” stands for verb phrase), and the expression in the angle brackets (“⟨⟩”) contains grammatical directives (“pl” stands for plural form). By and large, the expression “&A1^V⟨⟩” says: “create a verb phrase from the first antecedent literal and change the words that may require it to plural forms”. All the modifications made in this step are following:
   “&A1^V⟨⟩” → “mainly _v1t:sits⟨⟩ in _pron1:his⟨⟩ job”
   “&A2^V⟨⟩” → “mainly _v1t:sits⟨⟩ after the job”
   “&S^V⟨⟩” → “_v4:has⟨⟩ reached university education”

   The generated sentence gets this form:
   21 (i.e. 62%) of the _n1:patient(pl) that mainly _v1t:sits⟨⟩ in _pron1:his⟨⟩ job and mainly _v1t:sits⟨⟩ after the job also _v4:has⟨⟩ reached university education.

6. In this final phase the morphological changes of specific words are performed. These words have got a form “_PatternName:word(Directive)”, where PatternName denotes a row and Directive denotes a column in one of the morphological tables – MN or MV – according to which the change

---

12 Now we have got a formulation pattern for a rule with exactly two antecedents. For the case described it is all right because a rule with two antecedents has been given as the input. If there were more than two antecedents (or only one of them) in the input, an adaptation procedure would be called, the principles of which have been described in footnote 1 (see p. 352).

13 Such words are recognised by the inflection pattern code assigned to them in the expression being processed.
is to be made. In our particular case these changes are performed:

```
"_n:patient(pl)" → "patients"
"_v:its(pl)" → "sit"
"_pron1:his(pl)" → "their"
"_v:has(pl)" → "have"
```

The final result of the whole conversion is a sentence in English:

21 (i.e. 62%) of the patients that mainly sit in their job and mainly sit after the job also have reached university education.

An example of AR2NL output can be seen in Fig. 2.

![Fig. 2. Example of AR2NL output](image)

The output contains three variants of the NL form of the rule:

Activity In a Job (he mainly sits) \( \wedge \) Activity After a Job (he mainly sits) \( \Rightarrow \) 62 \( \% \), 21 Education (university)

6 Further Work

The presented experimental system AR2NL is a first step in the supposed long-time research activity concerning the presentation of data mining results in a natural language. The next step in the further work will be improving

\[\text{The appropriate morphological table can be recognised by the first letter of the inflection pattern code: } v \rightarrow \text{MV}, \text{other letters} \rightarrow \text{MN.}\]
the AR2NL system (namely the conversion of ARs with other types of 4ft-quantifiers – e.g., “above average”, – but also other details are being improved, e.g., a variable entity name is introduced into the formulation patterns instead of the word “patient”, …). Further we also suppose to test the developed approach on Finnish, i.e., the AR2NL system will be adapted to convert ARs into Finnish.

The AR2NL system co-operates with the 4ft-Miner procedure, which is a part of the academic LISp-Miner system [6] for KDD research and teaching. There are several additional data mining procedures involved in the LISp-Miner system, e.g. KL-Miner [7]. We suppose to build the additional systems analogous to the AR2NL system. An example is the system KL2NL that will convert results of the KL-Miner procedure into natural language. The data structures and algorithms developed for AR2NL will be multiply used.

A big challenge is to build a system that will automatically produce various analytical reports on mining effort in a NL [5]. The core of such an analytical report will be both a somehow structured set of patterns – results of particular mining procedures – and a set of additional formulas describing the properties of the set of patterns. Let us call such two sets a logical skeleton of analytical report. The current experience with the AR2NL system show that it is possible to build a system converting such logical skeletons into a NL.

Building a system that will automatically produce various analytical reports on mining effort is our long time goal. The first task in this effort is a study of logical skeletons of analytical reports.
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Summary. The fiercely competitive web-based electronic commerce environment has made necessary the application of intelligent methods to gather and analyze information collected from consumer web sessions. Knowledge about user behavior and session goals can be discovered from the information gathered about user activities, as tracked by web clicks. Most current approaches to customer behavior analysis study the user session by examining each web page access. Knowledge of web navigator behavior is crucial for web site sponsors to evaluate the performance of their sites. Nevertheless, knowing the behavior is not always enough. Very often it is also necessary to measure sessions value according to business goals perspectives. In this paper an algorithm is given that makes it possible to calculate at each point of an ongoing navigation not only the possible paths a viewer may follow but also calculates the potential value of each possible navigation.

1 Introduction

The continuous growth of the World Wide Web together with the competitive business environment in which organizations are moving has made it necessary to know how users use web sites in order to decide the design and content of the web site. Nevertheless, knowing most frequent user paths is not enough, it is necessary to integrate web mining with the organization site goals in order to make sites more competitive. The electronic nature of customer interaction negates many of the features that enable small business to develop a close human relationship with customers. For example, when purchasing from the web, a customer will not accept an unreasonable wait for web pages to be delivered to the browser.
One of the reasons of failure in web mining is that most of the web mining firms concentrate on the analysis exclusively of clickstream data. Clickstream data contains information about users, their page views, and the timing of their page views. Intelligent Web mining can harness the huge potential of clickstream data and supply business critical decisions together with personalized Web interactions [6].

Web mining is a broad term that has been used to refer to the process of information discovery from sources in the Web (Web content), discovery of the structure of the Web servers (Web structure) and mining for user browsing and access patterns through logs analysis (Web usage) [8].

In particular, research in Web usage has focused on discovering access patterns from log files. A Web access pattern is a recurring sequential pattern within Web logs. Commercial software packages for Web log analysis, such as WUSAGE [1], Analog [3], and Count Your Blessings [2] have been applied to many Web servers. Common reports are lists of the most requested URLs, a summary report, and a list of the browsers used. These tools, either commercial or research-based, in most cases offer only summary statistics and frequency counts which are associated with page visits. New models and techniques are consequently under research. At present, one of the main problems on Web usage mining has to do with the pre-processing stage of the data before application of any data mining technique. Web servers commonly record an entry in a Web log file for every access. Common components of a log file include: IP address, access time, request method, URL of the page accessed, data transmission protocol, return code and number of bytes transmitted. The server log files contain many entries that are irrelevant or redundant for the data mining tasks and need to be cleaned before processing. After cleaning, data transactions have to be identified and grouped into meaningful sessions. As the HTTP protocol is stateless, is impossible to know when a user leaves the server. Consequently, some assumptions are made in order to identify sessions. Once logs have been preprocessed and sessions have been obtained there are several kinds of access pattern mining that can be performed depending on the needs of the analyst (i.e. path analysis, discovery of association rules, sequential patterns, clustering and classification) [4, 7, 9, 12, 14].

Nevertheless, this data has to be enhanced with domain knowledge about the business, if useful patterns are to be extracted which provide organizations with knowledge about their users’ activity. According to [15] without demonstrated profits, a business is unlikely to survive.

An algorithm that takes into account both the information of the server logs and the business goals to improve traditional web analysis was proposed in [10]. In this proposal the focus is on the business and its goals, and this is reflected by the computation of web link values. The authors integrated the server logs analysis with both the background that comes from the business goals and the available knowledge about the business area.

Although this approach makes it possible to know the session value it cannot be used to predict the future value of the complete session in a given
page during a navigation. It can only compute the value of the traversed path up to a given page.

On the other hand, an algorithm to study the session (sequences of clicks) of the user in order to find subsessions or subsequences of clicks that are semantically related and that reflect a particular behavior of the user even within the same session was proposed in [11]. This algorithm enables the calculation of rules that, given a certain path, can predict with a certain level of confidence the future set of pages (subsession) that the user will visit. Nevertheless, rules alone are not enough because we can estimate the future pages the user will visit but not how valuable this session will be according to the site goals. In this sense it is important to see that not all the subsessions will be equally desirable.

In this paper we integrate both approaches. We present an algorithm to be run on-line each time a user visits a page. Based on the behavior rules obtained by the subsession algorithm presented in [11], our algorithm calculates the possible paths that the user can take as well as the probability of each possible path. Once these possible paths are calculated, and based on the algorithm to calculate the value of a session, the expected value of each possible navigation is computed. We will need to obtain these values to be able to predict the most valuable (in terms of the site goal) navigation the user can follow in an ongoing session. The different paths themselves are not of interest – we are concerned with discovering, given a visited sequence of pages, the value of the page sequences. This is the aim of the proposed algorithm. With these values we provide the site administrator with enhanced information to know with action to perform next in order to provide the best service to navigators and to be more competitive.

The remainder of the paper is organized as follows: in Sect. 2, the algorithms to compute subsession and to calculate the value of a session are presented. In Sect. 3, we introduce the new approach to integrate the previous algorithms. In Sect. 4, an example of the application of the algorithm as well as the advantages and disadvantages of the work are explained. Section 5, presents the main conclusion and the future works.

2 Preliminaries

In this section we first present some definitions that are needed in order to understand the proposed algorithm and next we briefly describe the algorithms in which our approach is based.

2.1 Definitions

**Web-site**: As in [5] we define a web site as a finite set of web pages. Let \( \mathcal{W} \) be a web-site and let \( \Omega \) be a finite set representing the set of pages contained in \( \mathcal{W} \). We assigned a unique identifier \( \alpha_i \) to each page so that a site containing \( m \)
pages will be represented as $\Omega = \alpha_1, \ldots, \alpha_m$. $\Omega(i)$ represents the $i$th element or page of $\Omega$, $1 \leq i \leq m$. Two special pages denoted by $\alpha_0$ and $\alpha_m$ are defined to refer to the page from which the user enters in the web site and the page that the user visits after he ends the session respectively [13].

**Web-site representation:** We consider a Web-site as a directed graph. A directed graph is defined by $(N, E)$, where $N$ is the set of nodes and $E$ is the set of edges. A node corresponds to the concept of web page and an edge to the concept of hyperlink.

**Link:** A link is an edge with origin in page $\alpha_i$ and endpoint in page $\alpha_j$. It is represented by the ordered pair $(\alpha_i, \alpha_j)$.

**Link value:** The main user action is to select a link to get to the next page (or finish the session). This action takes different values depending on the nearness or distance of the target page or set of target pages. The value of the link $(\alpha_i, \alpha_j)$ is represented by the real number $v_{ij}$, $(v_{ij} \in \mathbb{R})$ for $0 \leq i, j \leq n$:

- If $v_{ij} > 0$ we consider that the user navigating from node $i$ to node $j$ is getting closer to the target pages. The larger the link value the greater the links effect is in bringing the navigator to the target. (If $v_{ij} > 0$, $v_{il} > 0$, $v_{ij} > v_{il}$: then we consider that it is better to go from page $\alpha_i$ to page $\alpha_j$ than going from page $\alpha_i$ to $\alpha_l$).
- If $v_{ij} < 0$ we consider that the navigator, as he goes from page $\alpha_i$ to page $\alpha_j$, is moving away from the target pages. (If $v_{ij} < 0$, $v_{il} < 0$, $v_{il} < v_{ij}$: then it is worse to go from page $\alpha_i$ to page $\alpha_j$ than to go from page $\alpha_i$ to page $\alpha_l$).
- If $v_{ij} = 0$ we consider that the link represents neither an advantage nor a disadvantage in the objective’s search.

A path $\alpha_{p(0)}, \alpha_{p(1)}, \ldots, \alpha_{p(k)}$ is a nonempty sequence of visited pages that occurs in one or more sessions. We can write $\text{Path}[i] = \alpha_{\text{path}(i)}$. A path $\text{Path} = (\alpha_{\text{path}(0)}, \alpha_{\text{path}(1)}, \ldots, \alpha_{\text{path}(n-1)})$ is said to be frequent if $\sup(\text{Path}) > \varepsilon$. A path $\text{Path} = (\alpha_{\text{path}(0)}, \alpha_{\text{path}(1)}, \ldots, \alpha_{\text{path}(n-1)})$ is said to be behavior-frequent if the probability to reach the page $\alpha_{\text{path}(n-1)}$ having visited $\alpha_{\text{path}(0)}$, $\alpha_{\text{path}(1)}, \ldots, \alpha_{\text{path}(n-2)}$ is higher than an established threshold. This means that $\forall i, 0 \leq i < n / P(\alpha_{\text{path}(i)}|\alpha_{\text{path}(0)}, \ldots, \alpha_{\text{path}(i-1)}) > \delta$.

A sequence of pages visited by the user will be denoted by $S$, with $|S|$ the length of the sequence (number of pages visited). Sequences will be represented as vectors so that $S[i] \in \Omega$ $(1 \leq i \leq n)$ will represent the $i$th page visited. In this paper, path and sequence will be interchangeable terms.

The **Added Value of a $k$-length Sequence** $S[1], \ldots, S[k]$: It is computed as the sum of the link values up to page $S[k]$ to which the user arrives traversing links $(S[1], S[2]), (S[2], S[3]), \ldots (S[k-1], S[k])$. It is denoted by $AV(k)$ and computed as $AV(k)=v_{S[1], S[2]} + v_{S[2], S[3]} + \cdots + v_{S[k-1], S[k]} \leq k \leq n$.

**Sequence value:** It is the sum of the traversed link values during the sequence (visiting $n$ pages). Thus it is the added value of the links visited by a user until he reaches the last page in the sequence $S[n]$. It is denoted by $AV(n)$. 


The **Average Added Value of a k-length Sequence** $S[1], S[2], \ldots, S[k]$: It represents the added accumulated value for each traversed link up to page $k$, for $2 \leq k \leq n$. It is denoted by $\text{AAV}(k)$ and is computed as the accumulated value up to page $k$ divided by the number of traversed links up to page $k$ $(k - 1)$. $\text{AAV}(k) = \text{AV}(k)/(k - 1)$.

**Session.** We define session as the complete sequence of pages from the first site page viewed by the user until the last.

### 2.2 Session Value Computation Algorithm

In [10], an algorithm to compute the value of a session according both to user navigation and web site goals was presented. The algorithm makes it possible to calculate how close a navigator of a site is from the targets of the organization. This can be translated to how the behavior of a navigator in a web site corresponds to the business goals. The distance from the goals is measured using the value of the traversed paths.

The input of the algorithm is a values matrix $V[m, m]$ that represents the value of each link that a user can traverse in the web site. These values are defined according to the web site organization business processes and goals. The organization business processes give a conceptual frame to compute links values, and makes it possible to know a user is approaching or moving away from the pages considered as goals of the site. Thus, these values included in value matrix $V$ must be assigned by business managers. Different matrices can be defined for each user profile, and make it possible to adapt the business goals according to the user behavior.

The original algorithm outputs are the added accumulated value and average accumulated value evolution during the session. We will only consider the added accumulated value.

### 2.3 Pseudocode of the Sequence Value Algorithm

**Input:** Value links matrix $V[m, m]$

**Initialization:**
- $\text{AV} = 0$ //Added Value = 0
- $\text{AAV} = 0$ //Average added value = 0
- $k = 1$ //number of nodes = 1
- read $S[k]$ //read the first traversed page in the sequence

**Output:** Sequence Accumulated Value

**Pseudocode**

While new pages are traversed
- $k = k + 1$ //compute the traversed page sequential number
- read $S[k]$ //read the next traversed page
- /* the selected link is $(S[k-1], S[k])$ $1 \leq S[k-1] \leq m-1$ $1 \leq S[k] \leq m$ $2 \leq k \leq n$ */
- $\text{AV} = \text{AV} + V(S[k-1], S[k])$
- // Add link traversed value to accumulated value
2.4 Subsession Calculation

An approach to studying the session (sequences of clicks) of the user is proposed in [11]. The purpose is to find subsessions or subsequences of clicks that are semantically related and that reflect a particular behavior of the user even within the same session. This enables examination of the session data using different levels of granularity. In this work the authors propose to compute frequent paths that will be used to calculate subsessions within a session.

The algorithm is based on a structure that has been called FBP-tree (Frequent Behavior Paths tree). The FBP-Tree represents paths through the website. After building this tree, frequent behavior rules are obtained that will be used to analyze subsessions within a user session. The discovery of these subsessions will make it possible to analyze, with different granularity levels, the behavior of the user based on the pages visited and the subsessions or subpaths traversed. Thus, upon arriving at an identifiable subsession, it can be stated with a degree of certainty the path the user will take to arrive at the current page.

In order to find frequent paths that reveal a change in the behavior of the user within an ongoing session are calculated. The first step in obtaining frequent paths is discovering frequent behavior paths – paths which indicate frequent user behavior.

Given two paths, Path\textsubscript{IND} and Path\textsubscript{DEP}, a frequent-behavior rule is a rule of the form:

$$\text{Path}_{\text{IND}} \rightarrow \text{Path}_{\text{DEP}}$$

where Path\textsubscript{IND} is a frequent path, called the independent part of the rule and Path\textsubscript{DEP} is a behavior-frequent path, called the dependent part. Frequent-behavior rules must have the following property:

$$P(\text{Path}_{\text{DEP}}|\text{Path}_{\text{IND}}) > \delta$$

The rule indicates that if a user traverses path Path\textsubscript{IND}, then with a certain probability the user will continue visiting the set of pages in Path\textsubscript{DEP}. The confidence of a frequent-behavior rule is denoted as \text{conf} (Path\textsubscript{IND} \rightarrow Path\textsubscript{DEP}) and it is defined as the probability to reach Path\textsubscript{DEP} once Path\textsubscript{IND} has been visited.

**Pseudocode of the FBP-tree Algorithm**

**Input:** FTM : frequent transition matrix \((N \times N)\)

\(L : \) list of sessions

**Output:** FBP-Tree : frequent behavior path tree (each FBP-tree node or leaf has a hit counter).

**Pseudocode:**

For each \(s\) in \(L\)

{...}
for $i$ in $N$
{
    $j = i + 1$
while $j<N$ and $FTM[s(j-1),s(j)] \neq 0$
{
    sub-s=$\{\alpha_{s(i)},...\alpha_{s(j)}\}$
    \hspace{1cm}if($\forall k/i \leq k < j: FTM[s(k),s(k+1)] \neq 0$)
    \hspace{1cm}if (sub-s in FBP-Tree)
        FBP-Tree.increment_hit(sub-s)
    \hspace{1cm}else
        FBP-Tree.insert_path(sub-s)
}  }}}

Once the tree has been calculated and frequent paths are obtained, it is scanned from the leaves to the root node. Then, taking into account the support of each path, the rules are calculated as follows:

\textit{Pseudocode of the frequent behavior rule algorithm}

\textbf{Input:} FBP-Tree : frequent behavior path tree \\
$\sigma$ : minimum support of the rule \\
$\kappa$ : minimum confidence of the rule \\
\textbf{Output:} FBP-Rules : frequent behavior path rules. \\
\textbf{Pseudocode:} \\
For each $l$ in FBP-Tree.leaves 
{
    while $l \neq$ FBP-Tree.root 
    { 
        if ($l$.hit < $\sigma$)
            FBP-Tree.prune($l$)
        else 
            { 
                $q$=queue()
                while($l$.hit/$l$.parent.hit > $\kappa$)
                    { 
                        $q$.append($l$.page)
                        $l$=$l$.parent()
                    }
                if($l$.empty())
                    { 
                        $r$=rule()
                        $r$.\textit{PIND}($\{FBP$-Tree.root.page(),...,$l$.page$\}$) 
        } 
    } 
}
In this section we propose an algorithm in order to calculate the path expected value. The algorithm makes it possible to calculate the average sequence value of pages likely to be visited by a user in an ongoing session. In order to do so, the algorithm uses the frequent-behavior rules obtained by the algorithm described in Sect. 2.4 to later obtain the value of each possible path to follow. These values are computed by using the algorithm presented in Sect. 2.4. In some pages a user visits it is possible to predict the possible paths he can follow. These paths are computed based on the rules obtained by the frequent-behavior-rules algorithm (see Sect. 2.4). Some preliminary concepts are needed in order to understand the proposed approach.

3.1 Preliminary Concepts

- **Frequent Rules Set (FRS)**
  \[ FRS = \{ r_i | r_i : Path_{IND} \Rightarrow Path_{DEP} \text{ and } P(Path_{DEP} | Path_{IND}) > \delta \} \]
  where
  \[ r_i = (Path_{IND}, Path_{DEP}, P(Path_{DEP} | Path_{IND})) \]

- **Equivalent Sequences** \((Q \approx P)\) Let \(P, Q\) be two paths, \(Q = (\alpha_{q(0)}, \alpha_{q(1)}, \ldots, \alpha_{q(m)})\) and \(P = (\alpha_{p(0)}, \alpha_{p(1)}, \ldots, \alpha_{p(m)})\). \(Q \approx P\) if and only if \(\forall j (0 \leq j < m) Q[j] = P[i] \).

- **Decision Page** \((\alpha_D)\). Let \(\alpha_D \in \Omega\) be a page and \(Path = (\alpha_{p(0)}, \alpha_{p(1)}, \ldots, \alpha_{p(k)})\) be a path, \(\alpha_D\) is a decision page in \(Path\) if:
  \[ \alpha_D = \alpha_{p(k)} \text{ and } \exists r_i \in FRS \text{ such that } Path \approx r_i \cdot Path_{IND} \]
  In other case \(\alpha_D\) is called a non-decision page.

- **Predicted Paths** Predicted paths are all possible dependent subsequences with their associated probabilities:
  \[(Path_{DEP}, P(Path_{DEP} | Path_{IND}))\]
  When the user has arrived at a decision page there may be several different inferred paths which follow, or none. The paths that can follow have different consequences for the web site’s organization. These consequences can be measured using each path’s value. A path value shows the degree to which the user’s behavior is bringing him or her closer to the site’s goals (target pages).

- **Predicted Subsession Value**
  It is the value of each of a possible dependent path. It is computed using the function Sequence_Value that returns the value of the sequence using the sequence value algorithm (see Sect. 2.2). Subsequence value measures
the global accordance between the subsequence and the site goals according to the given links value matrix.

- **Possible Dependent Sequences (IND, FRS) function.**
  Based on Frequent Behavior rule Algorithm in our approach we have defined the set Frequent Rule Set (FRS) that represents the set of behavioral rules obtained by the algorithm in a certain moment. We also define a function Possible Dependent Subsequences (IND, FRS) that given a sequence of pages IND and a set of behavioral rules will give all the possible sequences that can be visited after visiting IND and the associated probability. This function will simply scan the set of FRS and will look for the rules that match IND in order to obtain the mentioned result.

- **Sequence Value (seq) function** Based on the algorithm seen in Sect. 2.2 a function is defined that given a sequence computes its value.

- **Subsession Expected Value E(V)** Let $V$ be a random variable representing the value of each possible sequence.

Let $P(\text{Path DEP}_i|\text{Path}_{IND})$ be the conditional probability that a user will begin visiting DEP$_i$ after having visited the sequence of pages represented by IND. This probability satisfies the condition: $P(\text{Path DEP}_i|\text{Path}_{IND}) = 1$

The conditional subsession expected value given a sequence of pages already visited IND ($E(V|IND)$) is defined as follows: $\text{IND}(E(V|IND)) = (V_i \cdot P(\text{Path DEP}_i|\text{Path}_{IND}))$ where Path$_{DEP_i}$ represents the path that has the value $V_i$.

### 3.2 Expected Path Value Algorithm

For each page in a sequence the algorithm checks whether it is a decision page, with respect to the current path traversed.

If it is a non-decision page, it means that we have no knowledge related to the future behavior (no rule can be activated from the FRS) and no action is taken. If it is a decision page then at least one behavioral rule applies so that we can calculate the possible values for each possible path the user can follow from this point. These possible values can be considered as a random variable. Consequently we can calculate the expected value of this variable. This gives us an objective measure of the behavior of the user up to a certain moment. This way if the expected value is positive then it will mean that no matter which possible path the user would take, in average the resulting navigation will be profitable for the web site. Nevertheless, if the expected value happens to be negative then it would mean that in the long run the navigation if the user will end in an undesirable effect for the web site. The algorithm provides the site with added value information which can be used, for example, to dynamically modify the web site page content to meet the projected user needs.
Pseudocode of the expected path value algorithm

Input:
Seq //Sequence of pages visited by a user
Output: value of each possible path and expected added value of all possibilities

Pseudocode
V = 0; // value of the sequence
FRS = Frequent_Behavior_Rules();
If the last page in Seq is a decision page
pathDEP = Possible_Dependent_Subsequences (Seq,FRS);
V = 0;
For each path Pa in PathDEP compute:
Vi = Sequence_Value(Pa);
V = V + Vi*P(Pa|Seq);
Else;
Note that if we have additional information related to the effect that certain web site actions would have on the probabilities of the activated rules, we could calculate both the expected value before and after a certain action.

4 Example

Let us suppose that during a user session in the web site (see Table 1), there are no rules to activate until the sixth page encountered in the navigation. This means that there are no rules that satisfy the property P(P_{DEP}|P_{IND}) > \delta.
Let’s assume that \delta = 0.24.

When the user arrives to the 6th traversed page three frequent-behavior rules are activated so that 3 sequences (\alpha_7), (\alpha_9\alpha_8), (\alpha_{10}\alpha_{11}) are frequently followed from that point (see Table 2)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Decision Page?</th>
</tr>
</thead>
<tbody>
<tr>
<td>\alpha_5</td>
<td>No</td>
</tr>
<tr>
<td>\alpha_5\alpha_2</td>
<td>No</td>
</tr>
<tr>
<td>\alpha_5\alpha_2\alpha_1</td>
<td>No</td>
</tr>
<tr>
<td>\alpha_5\alpha_2\alpha_1\alpha_6</td>
<td>No</td>
</tr>
<tr>
<td>\alpha_5\alpha_2\alpha_1\alpha_6\alpha_3</td>
<td>No</td>
</tr>
<tr>
<td>\alpha_5\alpha_2\alpha_1\alpha_6\alpha_3\alpha_4</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The probabilities and values associated with each activated rule are presented in Table 2.
Table 2. Activated FRS for $\alpha_3\alpha_4$, conditional probabilities and value of the consequent paths

| Activated Rule | Prob(Dep|Ind) | Value |
|---------------|-------------|-------|
| $\alpha_3\alpha_4 \rightarrow \alpha_7$ | 0.25 | -15 |
| $\alpha_3\alpha_4 \rightarrow \alpha_9$ | 0.3 | 16 |
| $\alpha_3\alpha_4 \rightarrow \alpha_{10}\alpha_{11}$ | 0.35 | -3 |
| Dummy rules | 0.1 | 0 |
| Total | 1 | |

Once this information is available, the algorithm computes the subsession expected value. In our example, this subsession expected value is 0. This means that up to this moment, on average, further navigation by the user along any frequent path will neither bring the user closer to, nor farther from, the target pages. $E(V|\text{IND}) = 0.25*(-15) + 0.3*16 + 0.35*(-1.05) + 0.1*0 = 0$ (see Table 3).

Table 3. Example 1: Subsession Expected value calculation

| Sequence | Prob(Dep|Ind) | Value | $(\text{Prob(Dep|Ind)} * V_i)$ |
|----------|-------------|-------|-----------------------------|
| Dep1$\alpha_7$ | 0.25 | -15 | -3.75 |
| Dep2$\alpha_9\alpha_8$ | 0.3 | 16 | 4.80 |
| Dep1$\alpha_{10}\alpha_{11}$ | 0.35 | -3 | -1.05 |
| Dummy rules | 0.1 | 0 | 0 |
| Total | 1 | | |

Another example is presented in Table 4. In this example, before knowing which PATH$_{\text{DEP}}$ the user will follow, the subsession expected value can be calculated. In this example, the expected subsession value at this point in the navigation is 6.75. Thus, as the expected value is positive, the average final result at this point is profitable for the site. So, in this case we can estimate that the user will act according to the web site goals.

Table 4. Example 2: Expected subsession value calculation

| Sequence | Prob(Dep|Ind) | Value | $(\text{Prob(Dep|Ind)} * V_i)$ |
|----------|-------------|-------|-----------------------------|
| Dep$_i$ | 0.75 | 10 | 7.50 |
| Dep$_j$ | 0.25 | -3 | -0.75 |
| Total | 1 | | 6.75 |

Figure 1 illustrates the advantages of the algorithm. In the example that is represented, one can see (given that the y-axis illustrates the value of the ongoing session), that up to the decision page the value of the session is positive. At this point, there are three possibilities (according to the FRS).
Fig. 1. Expected value of sessions

If the user follows paths Dep2 or Dep3 the result would be positive, while following path Dep1 leads to decreased session value. Nevertheless, we cannot say for sure which will be followed, but we have an algorithm that tells us the expected value (in this case positive) of the future behavior. This means that in some cases (if Dep1 is followed) the behavior will not be positive for the web site but on average we can say that the result will be positive, and we can act taking advantage of this knowledge.

Figure 1: The change in session value (y-axis) with path progression (x-axis), depending on the various dependent paths (Dep1, Dep2, Dep3) followed.

Note that additional information about past actions could yield more information indicating which paths might be followed.

5 Conclusions and Future Work

An integrated approach to calculate the expected value of a user session has been presented. The algorithm makes it possible to know at any point if the ongoing navigation is likely to lead the user to the desired target pages. This knowledge can be used to dynamically modify the site according to the user’s actions. The main contribution of the paper is that we can quantify the value of a user session while he is navigating. In a sense this makes the relationship of the user with the site closer to real life relationships.

It is important to note that the algorithm can be applied recursively to all the possible branches in a subsession in order to refine the calculation of the expected value.

We are currently working on an extension of the algorithm in which the impact of actions performed by the site in the past are evaluated in order to include this knowledge in the algorithm.
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