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Abstract

This paper outlines the historical development of data management systems in order to identify the key issues for successful systems. It identifies the need for data independence and the embedding of structural and behavioural semantics in the database as key issues in the development of modern systems. Hierarchical, Network, Relational, Object-oriented and Object-relational data management systems are reviewed. A short summary of related research is given. The paper concludes with some speculation on the future directions that database technology might take. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

We all know that there is a discipline which we call software engineering, it has to be the case for there are a sufficient number of textbooks available with the phrase appearing prominently in the title. Many worthy academic institutions have chairs of software engineering and there are numerous international conferences, workshops, symposiums and the like dedicated to the exploration of sub-areas of software engineering. It is not as clear that there exists a similar discipline called data engineering. It is true that there are a small number of conferences dedicated to this topic as well as an IEEE Technical Committee on Data Engineering, however, the term continues to be misunderstood by anyone not involved in data engineering and by software engineers in particular. I often have to explain the meaning of the title of my own chair (Professor of Data Engineering) to individuals with considerable experience in the computer industry.

The disciplines of software engineering and data engineering are similar but have different emphases and historical roots. The starting point for a software engineer is a task that must be carried out on a computer. A data engineer most often begins with a task that exists already either as a paper-based system or in some computerised form and seeks to engineer a better solution. A software engineer says that a program is made up of data and algorithms and generally means transient (main memory) data. A data engineer designs systems, a data engineer constructs a basis upon which systems may be built.

This said, the similarity between data engineering and software engineering is probably greater than the difference. Both disciplines attempt to encourage principles and practices that enable developers to speedily construct systems which match their specifications and can be demonstrated to function correctly. The two disciplines are about engineering solutions to similar problems. Both disciplines attempt to extract essential semantics from a real world situation and preserve them in an application. Software engineering tends to seek for ways of encoding these semantics in code whilst data engineering embeds them in metadata.

The flagship product and the most obvious achievement of data engineering is the database management system. Such systems now form part of a billion dollar industry and knowledge of the most commonly used database language SQL is a skill quoted in almost as many job adverts as the leading programming languages. This paper surveys the history of the development of database management systems (DBMS) with regard to the engineering principles that succeeding generations of such systems have embodied.

2. The origins of data storage systems

The invention of magnetic storage media such as magnetic tape and magnetic disks enabled the permanent storage of large quantities of data in a manner that made them amenable to computer processing. The term ‘large’ is not used in absolute sense it is simply an indication that storing punched card or paper tape representations of data
was never a realistic option for many potential data processing applications. A number of business-related uses of computers came into being as a direct result of this development. Typically these relied on ‘batch’ operations. Stored records were kept on master files. Over a period of time a set of transactions or operations were collected and at an appropriate time run against a master file. The master file and the transaction file were sorted in the same order on some key. At regular intervals the transactions were applied to the master file and a new updated master file was produced. At the same time a report indicating the success or the failure of each transaction was generated.

This scenario contained a number of inadequacies. Firstly this type of system made no attempt to describe the data it held. The only assistance a programmer could hope to receive from underlying software was that the operating system could find the file. Once the file had been located on the disk it was the programmer’s task to handle the file as a contiguous piece of permanent storage. There was no indication given as to whether the bytes read were representing single characters, character strings or numbers. It was the programmer’s task to add the semantics of the application to the stream of data retrieved from the disk. Eventually programming language support was provided to make this task easier, however, such support was limited to aiding an individual programmer and not everyone (including non-programmers) who needed to access the data. It was possible for two programmers to describe the same data in two different ways and hence apply different semantics to it. What semantics were made available in a programming language were limited to a simple description of the way in which the data might be displayed and did not describe the operations and constraints that were appropriate to it.

Secondly, it was quickly recognised that this pattern of processing was repeated time and time again. The central logic of each program was identical, all that altered was the details of the input and output operations. Despite this, each program was handcrafted each time. This did not improve productivity nor did it ensure that a solution known to be correct was applied consistently.

Thirdly, the idea of a file of data in isolation did not correspond with the way data was known to behave in application areas. A computer file corresponded to what one might expect from a manual filing cabinet. It was a bringing together of a number of fixed format pieces of information called records. Records consisted of a number of fields that held individual pieces of information. The records in a file were normally sorted in some order to allow speedy processing and retrieval. It was known, however, that many applications relied on an ability to retrieve records based on their relationships to records in other files. More than this, the validity of entries in some records depended on entries found in other files. Implementing systems that embodied these semantics was possible but involved the construction of quite complex programs that were difficult to maintain.

Fourthly, these file-based systems did not support the type of processing that businesses were beginning to expect. The promise of information technology has always been the speedy delivery of flexible solutions to business problems. The rate of change in the business environment has grown remorselessly as the twentieth century has progressed. Companies now expect to introduce new products and new working practices on a regular basis. They expect their information systems to cope with these changes. First generation information systems were not able to do this. Changes required long term planning and often risked introducing faults into systems that were known to work correctly. In addition, these systems separated the users of the data from the data itself requiring them to use technical staff as intermediaries as there was no way of submitting ad hoc queries.

3. Hierarchical systems

The first problem that was addressed by database technology was that of mirroring the relationships that exist in the real world in the structure of the data. This was impractical where data was stored on paper tape or punched cards. With the introduction of addressable magnetic disks, however, it is possible to embed pointers into records. These pointers represented relationships between data. Manipulation of such pointers is a standard programming task but one that requires an approach that leads to consistency in the data. Software to aid the programmer in producing consistent record references formed the basis of the first database management software. In the late 1960s, however, magnetic tape was still a major medium for data storage. Tape does not have the addressing flexibility of the magnetic disk and therefore a data model that supported sequential access was necessary for this type of storage. This requirement led to the development of the hierarchical model of data implemented in IBM’s database product: IMS [1]. Any hierarchy of records can be represented as a sequence and such a sequence can be stored on magnetic tape. The first major data model came into being purely out of consideration for the underlying physical storage it had to work on.

The original use intended for IMS was “bill of materials processing” and the data model chosen was ideal for this purpose. This type of application deals with facts such as “Part A is constructed from Parts B and C, Part B is constructed from Parts D, E and F”. This is a natural hierarchy (tree) and is easily mapped to the IMS data model. More complex scenarios required extensions to the original model so that data whose relationships could not be represented by a single tree could efficiently stored as a collection of trees.

IMS did not capture the semantics of the data it stored beyond being able to represent relationships between records. Individual fields were not identified by the database management system; a record was defined simply as a number of bytes into which data could be placed. As a
consequence it was unable to support ad hoc queries. The processing semantics were entirely embedded within the programs written for applications and it was necessary to write programs in order to access the database.

4. The network model

The concept of a network model of data and the relational model of data (see later) were developed at roughly the same time. The network model was, however, more quickly embodied in commercial database management systems than the relational model. Moreover, many of the features that appeared in systems based on the network model influenced the research and development of commercial relational systems. This paper will therefore deal with the network model first and then consider the relational model later.

The network model removes a limitation in the relationships that can be represented in the hierarchical model. In a pure hierarchical model of data it is only possible to represent one-to-many relationships (one record of type A is related to many records of type B). This comes about because in a hierarchy a node may only have a single parent. In a network nodes may be related to more than one other node.

Fig. 1 shows logical diagrams of relationships in both the hierarchical and the network models. In the hierarchy, a record of type A may be related to many records of type B and many records of type C. This is all that is permitted. In the network diagram a record of type D may be related to many records of type F and also to many records of type G. This could be represented in the hierarchical model. However, the diagram also indicates that a record of type E may be related to many records of type G. These additional relationships would not be permitted in a pure hierarchical model. Given these two one-to-many relationships it is possible to construct many-to-many relationships between records of type D and records of type E (i.e. a record of type D may be related to many records of type E and vice versa).

There were a number of commercial systems that adopted this model of data (e.g. TOTAL [2]), however; systems based on the recommendations of the CODASYL committee are discussed most widely in the literature [3]. Not only did the CODASYL report popularise the network model it also introduced a number of other important innovations to database management systems. These are in themselves worthy of discussion.

Ostensibly the CODASYL effort was an attempt to preserve the supremacy of the COBOL language. In the 1960s COBOL had become the predominant language for data processing and CODASYL was the body that had responsibility for developing COBOL standards. By the end of the decade it was clear that database management systems were destined to become a major player in the data processing arena and it was considered appropriate to examine ways in which database technology could be integrated with the COBOL language. CODASYL set up a working party known as the database task group (DBTG). The outcome of this exercise was a report that specified a number of languages to define and manipulate a database based on the network model.

The main innovation of the DDBT report was the separation of the various concerns of data management. Three languages were defined. Schema data definition language (DDL) allowed a database designer to completely define a database without reference to the applications that might run against it. The syntax of this was similar to that used in the COBOL data definition section. There was also a subschema DDL which allowed a subset of the total database to be made visible to a user (in the context of CODASYL a user was a programmer). Subschema DDL allowed minor redefinitions of the structures defined in the schema. Importantly, in both the schema and the subschema both the length and the type of individual fields of a record could be defined. In addition, it was possible to define constraints on relationships. For example, it was possible to stipulate that if a record of a given type was added to the database that it must be related to a record of another type. The same mechanism defined what happened to a record when a related record was deleted. A data manipulation language (DML) allowed a programmer to navigate the relationships in the database.
The storage of data. The external schema describes a user conceptual. The internal schema describes the physical three schemas were the internal, the external and the conceptual. The program could navigate the database using the same DML commands, regardless of the underlying storage mechanism chosen by the database designer. This was not the case in IMS where the type of storage structure chosen limited the operations a programmer could perform. Despite this limited form of data independence, CODASYL schemas mixed together physical and logical concerns. The schema not only described what was to be stored but also contained definitions that governed the way the data could be accessed. This meant that the database designers had to guess what applications might use the data and devise appropriate access paths to support them. Such an approach is not suited to an environment in which new application areas are constantly emerging.

Data storage and retrieval in a CODASYL database was limited to predetermined operations invoked through programming languages which would support an embedded DML. Access to the database was typically performed on a record at a time basis with the programmer testing each record retrieved to see whether or not it belonged in the result set. As a consequence much of the semantics of the data remained embedded in application programs and different sets of semantics could be applied by different applications.

The writers of the CODASYL report also defined syntax for two key aspects of database management systems: concurrency (the ability of the database to safely support simultaneous users of the system) and security. The concurrency mechanism provided a facility whereby portions of the database (known initially as areas) could be locked to prevent simultaneous access where this was necessary. The syntax for security allowed a password to be associated with virtually every object (even as far as individual fields) described in the schema.

The multiple schema approach adopted by CODASYL undoubtedly influenced the conclusions of the ANSI/SPARC study group who met to discuss which areas of database technology were amenable to standardisation. The outcome was a three-schema approach [4], which continues to influence database system architects. The three schemas were the internal, the external and the conceptual. The internal schema describes the physical storage of data. The external schema describes a user view of data (there may be many of these in a given system). The conceptual schema provides a community view of the database. The mappings between the schemas are responsible for making applications independent from the storage of the data.

5. The relational model

Although the relational model was propounded at roughly the same time the CODASYL report was published, the two types of system did not develop at the same rate. At the time it appeared that the relational model was a revolutionary step whereas the CODASYL report was an evolutionary step. Many modern writers in hindsight view the development of the relational model as an obvious step forward from systems constructed out of files with fixed length records, but at the time it emerged it was not regarded in this light.

The relational model devised by Codd [5] at IBM arose from the consideration of a number of concerns. These were:

- the need to increase data independence in database management systems;
- the need for a mathematical approach to data storage and retrieval;
- the need to support ad hoc query processing.

Data independence has already featured in this paper; however, it is probably worthwhile at this point briefly defining the term. It is the purpose of any database management system to provide data independence, that is, to hide certain necessary storage and retrieval operations from the applications programmer. For example, in IMS and CODASYL although the data structures implemented by both of these systems relied on the use of pointers between records, the programmers using them did not manipulate the pointers directly. The purpose of a database management system is to make life easier for the user and this is achieved by hiding the complexities of the actual storage of the data from the application software. In a database system where true data independence exists it is possible to restructure the physical storage of data without invalidating any of the existing applications. Network and hierarchical systems suffer from a type of data dependence known as access path dependence. Access to IMS data, for example, requires a programmer to enter the database via a record at the top of the hierarchy. If a programmer does not know which of the top level records to select then the whole database must be searched. CODASYL designers identify entry points to the database via key hashing mechanisms or special relationships. Both the IMS and the CODASYL operated on a record at a time basis and allowed a programmer to build applications that relied on the fact that records would be retrieved in a given order. There are many potential ways in which records can be ordered but only one can be in use for a given record set. This effectively means that the
database favours some access paths (or queries) and makes others either impossible or hopelessly inefficient. The database is biased in favour of certain applications. The database designer must attempt to anticipate all the possible applications that may be run against the database and build appropriate access paths at design time. If, subsequently, applications emerge which are not supported by the preplanned access paths then the database must be redesigned and rebuilt. This is almost always a lengthy process. The relational model attempted to improve on this situation by having no predefined access paths. The user of a relational system is able to extract any results that follow from the content of the raw data and not just those permitted by the database system. In order to facilitate this no aspect of a relational system depends on the order in which the data is stored.

The need for a mathematical basis for database management can be viewed, in retrospect, in the light of the recognition of the need for formal methods in software engineering. The mechanisms for retrieving data from a database prior to the emergence of relational systems were similar to those familiar in every programming environment. A specification was drawn up, this was transformed into a design and the design was used to construct a program. This sequence, as everyone knows, is full of opportunities for introducing errors. It takes considerable skill to write a program that performs correctly against a database and considerably more skill to demonstrate that the program fulfils the requirements of the original specification. With the relational model, however, it is possible to submit a query expressed in predicate calculus and have the system automatically retrieve the appropriate data. This is equivalent to having an executable specification language. The problem of ensuring that the query matches the real world requirement remains but the problem of transforming the query into executable code disappears. The importance to the relational model of a mathematical basis goes beyond a mechanism for expressing queries. It has often been underemphasised. When the model was first propounded it was tempting to regard relational theory as being something which gave academic respectability to a database system which stored fixed length records in files which supported multiple indexes. Subsequently, the mathematical underpinning has often been neglected for marketing purposes. Potential purchasers of systems based on the relational model are often wary of mathematical thinking or unwilling to trust their businesses to something which relies on seemingly abstract theory. In practice, users of relational database management systems do not normally need to be aware of the underlying mathematics but DBMS developers certainly do. The commercial success of relational systems (the majority of database management software currently in use is based on the relational model) has been built on advances that depend on relational theory. For example, early critics of relational systems were quick to point out that a naive implementation of the model would almost certainly perform poorly when compared to IMS or a CODASYL implementation. It was necessary, therefore, to devise mechanisms for extracting the best possible performance from relational databases. One obvious strategy was to make sure that the version of a query that executes is the most efficient version of that query. Some form of query optimisation is required for this. Query optimisation is not possible in IMS and CODASYL systems. A query in these systems is as good as the programmer who wrote it. There isn’t a way of taking a computer program and reliably transforming it to an equivalent but more efficient version. In a relational database, however, a query is a mathematical expression and may be transformed to another expression that is completely equivalent to the first. If this property is combined with a set of heuristics for determining which queries are likely to run in shorter time then a query optimisation mechanism can be implemented.

Codd anticipated in his early papers on the relational model that the expectations of database users would change. The era that witnessed the emergence of the relational model also saw the introduction of timesharing facilities and interactive dialogues with computers. Codd believed that users would no longer be satisfied with obtaining output from a database on a daily basis following the off-line execution of a query program, instead they would expect to interactively submit a query and immediately receive an answer. Provision of such a facility relies, to a certain extent, on data independence and relational theory. Ad hoc queries are not ad hoc if they are limited to the access paths built by the database designer. Similarly, this feature cannot be supplied unless there is a mechanism to take any high level query, check whether it is valid against the database and transform into something which may be executed. The facility to support ad hoc querying in relational systems depends upon the fact that the relational model defines a small number of relational algebra operations and that it has been demonstrated that any predicate calculus expression can be mapped to a sequence of these operations. A further feature is, however, required to support ad hoc queries. If a user submits a query requesting the output of some given columns in a named table, the database software must have a mechanism to check whether the table and the columns exist. The database schema must also support ad hoc queries. Such a feature was not available in IMS or CODASYL systems, here programs were compiled against the schema and references to data were turned into absolute addresses in the object code of programs. A natural way of implementing this requirement is to make the database self describing. A relational database therefore contains relations that contain descriptions of all the relations stored in the database. This is effectively a collection of database semantics available to any database application. One type of application which can make good use of this is the application generator (sometimes know as a fourth generation language). Application generators offer a quick and convenient way of building systems based on an already defined
the database. The accessibility of a schema description as found in a relational database system makes such software feasible.

As well as capturing the structure of data and its relationships, the relational model contained mechanisms for maintaining the integrity of data. The original model as described by Codd required data appearing in relations to be selected from domains. A domain was a set of values. Applied to an attribute in a relation it represented the set of valid values that an attribute could take on. In practice, domains have never been fully implemented by industrial strength systems, although value check mechanisms are now supported by most major systems. The model also insisted that a field or group of fields that would contain a unique value identify each tuple in a relation. The field or group of fields was called the key. Keys must contain data values. This constraint was not supported by early commercial systems and is not enforced by modern systems. The referential integrity rule ensured that relationships were properly maintained. Again these were not enforced by early systems but are now fully supported by most commercial products.

The first large-scale implementation of the relational model was IBM’s System R research project which was completed in 1976 [6,7]. At the same time a similar project at the University of California at Berkeley developed a system known as INGRES [8]. Many of the ideas in System-R were incorporated into the first commercial relational system Oracle that was released in 1979. The enduring legacy of System R was and is SQL [9] the ‘English like’ relational calculus language used to manipulate the database. SQL has become the lingua franca of relational database or as Stonebraker comments [10] ‘intergalactic dataspeak’. The development and the features offered by systems based on the relational model have now become inextricably linked with the development of SQL. New database management system facilities are introduced by the announcement of extensions to SQL. This has its advantages and disadvantages. SQL has undoubtedly been used successfully in many software projects. The fact that virtually all-relational database management systems support the same language must be beneficial. Nevertheless, it has been argued [11] that the definition of SQL is defective and it does not support important features of the relational model. As SQL has proved to be so popular it has been enshrined in International standards and these standards tend to perpetuate the defects found in the earliest versions of the language so as to provide backward compatibility. Almost certainly if SQL had been designed with the experience we now have of relational databases it would have been a different language than we have today.

The relational model itself only specifies operations, which add to or extract from relations. These are embodied in relational algebra. In Codd’s original concept processing of data was achieved through a third generation language once the data had been retrieved. This effectively means that the structure and the integrity rules for the data are captured in the database but the semantics of data transformation are held in programs. Consequently, different programmers can have different interpretations of the same operations. A number of research projects [12] and commercial products, e.g. Sybase and INGRES have looked at ways of storing operations within the database so as to record behavioural semantics as well as structural semantics. Commercially this has been realised by the introduction of procedures and triggers. Such mechanisms have become a feature of most commercial systems and have been formalised in the forthcoming SQL standard (SQL 3).

As relational systems have developed as commercial products, Codd has been active in stressing the importance of the theoretical underpinning of the model. He has attempted to define what is meant by the term “relational database management system” [13]. He has also been active in proposing new systems which whilst fully implementing the features of the original relational model offer features beyond those found in the early papers [14,15]. This seems, however, to have had very little commercial impact.

6. Semantic models

The separation of storage concerns from mechanisms for representing real world information found in the ANSI/SPARC architecture and the relational model allowed a number of researchers to concentrate on so called “semantic” models. The purpose of these models was not necessarily to produce something that could be immediately implemented but rather to provide a mechanism through which the structural aspects of a real world situation could be captured. The simplest of these models was the entity relationship model [16]. This offered little more in the way of semantics than the relational model, however, through its diagramming technique it provided a means by which a database designer could present an overview of the essential aspects of a database schema. The entity relationship model was later enlarged to allow the expression of data semantics, which cannot be directly, represented using a relational database [17]. Hammer and Mcleod’s semantic database model (SDM) [18] was a particularly rich example of this type of model. Whilst these models were not incorporated into widely available database products, they helped to demonstrate the limitations of the relational model. Kent [19,20] also addressed these limitations directly in a paper and an influential book. The shortcomings that were identified did not single out classes of applications which could not be constructed using relational technology instead, they highlighted a case where important data semantics would reside in the application programs and not in the database. One feature that virtually all of these models identified as lacking in the relational model was the ability to define class hierarchies. In a relational system a tuple is stored in a single table and the table in which it resides determines what it represents; for example, each tuple in a Parts table
represents a part. This hides the fact that a given tuple may have a number of different roles; for example, in the Parts table some parts may be car parts and some may be lorry parts, they are in separate subclasses but they are all parts. The semantic models clearly demonstrated that classification was an essential mechanism for capturing the full structural semantics of an application and this fact increased the interest generated by object-oriented database systems.

7. Object databases

The emergence of object databases was as revolutionary as the emergence of the relational model of data. Object databases are not a development of relational systems but rather an alternative to them. The first systems began to appear in the first half of the eighties [21]. A statement crystallising the features that object databases should support appeared in 1990 [22]. Standardisation work for object databases began in 1991 [23]. The current standard is Version 2.0 [24].

Object database management systems were devised because there was a whole class of applications which required the storage of data and for which relational systems were not appropriate. The typical examples given in the literature are geographical information systems (GIS), computer aided design (CAD) and computer aided manufacture (CAM). These types of applications are most easily constructed using rich data types. The ability to create the necessary data types is a feature of object-oriented programming languages. These systems, however, also need to store representations of the data structures they use in permanent storage. Traditionally this was achieved by serialising the structures, i.e. producing code which translated them in to a format suitable for disk storage. The code necessary to achieve this (particularly if the data was to be shared between many users) formed a significant part of such systems. Significant effort could be saved if a generalised storage technique similar to that used in data processing systems (i.e. databases) was available. The goal of an object database management system is therefore; to take an arbitrarily complex data structure normally defined in an object-oriented programming language and store it permanently without the necessity for a programmer to supply additional code to achieve this. Of course any data structure could be mapped to a relational database, however most relational systems available in the 1980s supported very few data types so that such a mapping would require significant amounts of code and would be very inefficient.

It is arguable whether the requirement for object databases as stated in the previous paragraph could ever lead to an object data model comparable to the hierarchical, network or relational model. Most descriptions of an object model for databases appear to be much less abstract than the traditional data models. The standards body for object databases is known as the object data management group (ODMG). This group is formed from representatives of the major commercial players in the object database market. Members of the group are committed to incorporating the standard into their products. So far they have released three versions of the standard. The term object model is used in the standard document to mean a description of a generalised set of object-oriented programming language features and a class library which could form the basis of a database system. Furthermore the model must be adapted to the facilities of the various host languages (C++, Smalltalk, Java) covered by the standard.

Object databases as defined by the ODMG implement an object definition language ODL and an object query language OQL. They also support an object manipulation language (OML). The details of the OML supported will depend on whether the object database supports Smalltalk, C++ or Java programming. ODL is a programming language independent mechanism for defining the properties and method signatures of classes in the database. The actual code of methods that is written in the database’s implementation language OQL is an SQL like query language. It was not only a design aim to make it as close as possible to SQL 92 but also to include object-oriented extensions. Like SQL, OQL is not computationally complete, if an application requires to do something that is not supported in OQL the appropriate OML must be used.

When object databases were first introduced they were the subject of considerable enthusiasm. Some of the perceived failings of the relational appeared to have been solved by this technology. Object databases clearly possessed a facility to support richer types than those traditionally found in relational products. Classification, the ability of an object to represent a number of classes simultaneously had been missing in the relational model. Object databases also possess a convenient way to capture behavioural semantics by associating methods with data and encapsulating the data. Some industry pundits predicted a big market share for object databases. This has not materialised and it is doubtful that it ever will. Relational databases have led data processing departments to regard database management systems as rapid application development tools. Object databases do not offer the same functionality, instead they make it easier for programmers to build complex systems. It is likely that object databases will be used in specialist applications whilst relational like system continue to hold sway in traditional business environments.

8. Object-relational systems

The publication of the object-oriented database manifesto [22] led to an almost immediate response from those interested in the further development of relational systems [10]. Proponents of the extension of relational technology argue that object databases have been evolved primarily to support programming language interaction with data and that this
requires very different techniques than those required to support a query language. Consequently whilst object databases are efficient for supporting complex data they cannot efficiently support query languages, especially query languages which allow updates.

The object-relational camp identifies the major weakness of conventional relational systems as an inability to support complex data. The solution proposed is the addition of facilities for handling such data on top of existing SQL facilities. Stonebraker [25] argues that this requires the addition of the following four features:

- support for base type extensions in an SQL context;
- support for complex objects in an SQL context;
- support for inheritance in an SQL context;
- support for a production rule system.

Base types in traditional relational systems usually include character, string, integer, fixed point, floating point, date and time. A base type is one that cannot be decomposed into any further fields. Object-relational systems allow the database designer to define new base types. Such a definition will involve the construction of code that defines basic operations on these new types. Once this has been written the new types can be incorporated into SQL queries in exactly the same manner as the built-in types. To be able to make full use of extensible base types the system must also allow the construction of user defined functions and operators.

In the relational model attributes are traditionally atomic. That is they cannot be decomposed by the database. Object relational systems support complex objects which consist of aggregations of values of other types. In an object-relational system mechanisms exist for the definition of complex objects, complex objects may be manipulated by SQL queries, complex objects may be used to introduce new types into the system and it is possible to introduce user defined functions which operate on complex objects.

Inheritance is one of the key concepts of object-orientation. In object-oriented programming it allows a programmer to re-use already written code when defining a new type. Inheritance has been introduced into object-relational systems in order to re-use complex object definitions and the user-defined functions that operate on them. It is possible to define a subtype of an existing type. The new type will inherit the data and the functions of its supertype.

The increased complexity of the applications it is possible to build through the use of object-relational systems require additional integrity constraints to those provided in conventional relational systems. One mechanism exploited for this is the use of rules. Each rule is associated with an event. When that event occurs, the operation associated with the rule is carried out. Rules are used to ensure that the database is maintained in consistent state and returns consistent answers to queries.

These four types of extensions appear to be logical developments of relational technology. They do, however, require relational vendors to completely re-engineer their offerings. One key area of concern is query optimisation. The ability of a relational database management system to transform submitted queries into optimised equivalents was cited above as one of the major benefits of the relational approach. The heuristics necessary to achieve this, however, depend on knowing the likely cost of relational algebra operations. Queries are rewritten so that costly operations are carried out on the smallest possible data sets. Object-relational systems will invoke many user-defined functions and the relative cost of these cannot be known by the base system, therefore optimisation is difficult to plan. For this reason and others the move from a relational system to an object-relational system is not straightforward for database vendors. Despite this difficulty, most relational database vendors have delivered or have promised object-relational features. The SQL 3 standards activity will deliver an SQL that incorporates object-relational features.

It has been cogently argued that SQL is an unsuitable basis for producing object-relational systems [26]. Given that what is required is a rapprochement between the relational view and the object paradigm, one should start with a platform that full supports the relational model and consider the way in which object technology should be incorporated with it. It is unlikely, however, that this view will prevail commercially.

9. Complementary developments

The previous discussion has dealt with the general trends of commercial database management systems. In parallel with these development there has been much research into other aspects of database technology. These research strands have looked at applications that have been largely ignored by the commercial vendors. This section presents a summary of these areas.

9.1. Deductive databases

Deductive databases provide mechanisms whereby new facts can be inferred via rules from data stored in the database. They provide a mechanism for capturing behavioural semantics within the database in a declarative manner [27–29].

9.2. Active databases

Active database research looks at the way database management systems can be built so that the system is able to react to events occurring in the database [30,42,43]. Again the key issue is to develop mechanisms which can be stored within the database rather than in an external program.

9.3. Temporal databases

Temporal database systems deal with situations where
facts are associated with a time [31,32]. Time can be handled successfully using a relational database but only with considerable effort on the part of the implementor. Temporal database systems add time-related semantics to conventional systems.

9.4. Distributed databases

Initially database systems were regarded as a centralised information resource located on a single central computer. This no longer matches the structure of today’s multinational companies or indeed the way many smaller companies organise themselves. Distributed database research seeks to devise solutions to the issues that arise where global data is found in a number of geographically distinct locations [33–36].

9.5. Multimedia databases

The proponents of both object-oriented and object-relational database management systems cite multimedia as an application area in which their systems will be effective. This is because multimedia is an area where the use of complex objects will be essential. Much research has been undertaken to determine what the requirements of this type of system will be [37,38].

9.6. Spatial databases

In conventional data processing databases relationships are relatively simple and involve a limited number of entities. For example, a part appears on an order. In three-dimensional space every entity relates to every other entity and the relationships are much more complex. Spatial databases attempt to capture these semantics [39].

9.7. Component database systems

Component database systems are database management systems, which can be extended through the addition of software components [40,41]. This is an extremely promising field of research and may well form the basis for the next major development in commercial data management systems.

10. Where next?

This paper has attempted to show by considering the history of the development of database management systems, what such systems are about and what makes certain systems successful in the world of business and commerce. The key issues identified are:

- database management systems must hide the complexity of permanent storage mechanisms from programmers;
- database management systems must act as a tool to speed up application development;
- database management systems must provide facilities suited to the requirements of the environment they exist in, over time these requirements will become more complex.

The development of database technology has largely been driven by the emergence of new application areas. The key drivers of the future are likely to be multimedia and Internet applications. We should expect to see developments in the database world that provides facilities for dealing with these challenges.

In the past we have seen database technology applied almost exclusively to data processing requirements. This concentration on a single area has led to a situation where one flavour of technology has dominated. In the last decade other areas of computing have become interested in the use of databases. This will probably mean that a number of database models will coexist. Data processing systems will probably use object-relational systems and SQL 3. This technology is, however, unsuited to many other application areas and these will use object databases. Other types of database solution may emerge to meet new requirements.
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