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Abstract—Heterogeneous architectures comprising a multi-core CPU and many-core GPU(s) are increasingly being used within cluster and cloud environments. In this paper, we study the problem of optimizing the overall throughput of a set of applications deployed on a cluster of such heterogeneous nodes. We consider two different scheduling formulations. In the first formulation, we consider jobs that can be executed on either the GPU or the CPU of a single node. In the second formulation, we consider jobs that can be executed on the CPU, GPU, or both, of any number of nodes in the system. We have developed scheduling schemes addressing both of the problems. In our evaluation, we first show that the schemes proposed for first formulation outperform a blind round-robin scheduler and approximate the performance of an ideal scheduler that involves an impractical exhaustive exploration of all possible schedules. Next, we show that the scheme proposed for the second formulation outperforms the best of existing schemes for heterogeneous clusters, TORQUE and MCT, by up to 42%.

I. INTRODUCTION

A. Motivation

The recent trends in computer architecture, specifically, the emergence of multi-core CPUs and many-core GPUs, and their integration within a single machine, have given rise to a new class of heterogeneous architectures. Such heterogeneity can be seen within popular desktops, as well as in each node of several of the world’s fastest supercomputers. As an example of the former, AMD’s recently released Fusion Accelerated Processing Unit integrates CPU and accelerator on a single die, and is targeting the desktop and notebook market. As examples of the latter, in the top 500 list released in November 2011, three of the top five fastest supercomputers in the world are CPU/GPU clusters. Apart from being used in high-end clusters, heterogeneous architectures have been recently introduced in cloud environments.

Heterogeneous systems have received much attention from the parallel software community, though mostly from the programmability and application portability viewpoint. NVIDIA’s CUDA [1], an extension to C, has been popular for programming general purpose computations, although there is a growing interest in OpenCL [2], because of its portability. Various ongoing research efforts have considered more high-level interfaces for GPU and/or multi-core programming [3], [4]. There have been a limited number of efforts in utilizing a combination of CPUs and GPUs to further accelerate application performance [5], [6], [7], [8], [9].

B. Problem Definition and Approach

Despite much interest in heterogeneous systems, key scheduling challenges associated with them have not received much attention. Particularly, with highly shared clusters (such as those at supercomputer centers) and cloud resources having heterogeneous CPU-GPU nodes, new application scheduling problems are arising. In such shared clusters or cloud environments, high utilization of resources and overall system throughput are important considerations, as opposed to the need for scaling a single application.

In this paper, we consider a cluster where each node has a multi-core CPU and a GPU. Our goal is to accelerate a set of applications using the aggregate set of resources in the cluster. We focus on two distinct scheduling problems.

Single Node Job Scheduling: In the first problem, we assume that an application can either execute on a single GPU or a multi-core CPU, on any one node in the cluster. This is consistent with some of the most recent trends in application development for multi-core and many-core architectures. For instance, OpenCL [2] is becoming a popular programming model for heterogeneous architectures, and is device agnostic. Thus, a kernel can be written once and compiled for many devices to produce different binaries. Furthermore, recent research has proposed compilation techniques to dynamically transform CPU into GPU code and vice-versa. For example, MCUDA [10] performs basic transformations of CUDA code into C. Ocelot [4] and PGI CUDA-x86 [11] transform CUDA into optimized x86 compatible code, SWAN [12] performs a CUDA-to-OpenCL transformation, whereas OpenMPC [13] allows OpenMP-to-CUDA translation. In comparison, however, the available support for developing applications for clusters of GPUs is much limited, and the existing GPU benchmarks like Rodinia [14] and Parboil [15] comprise only single-GPU applications.
Our first scheduling formulation, therefore, views a cluster as having two sets of independent resources (CPU and GPU), and each job can be mapped to any one resource. Such mapping needs to be performed with the goal of maximizing overall throughput, while keeping the latency of each application at a reasonable level.

**Multi-Node Moldable Job Scheduling:** The second scheduling problem we consider assumes that applications can be developed to flexibly utilize available resources in a heterogeneous cluster. Thus, an application can either use the GPU, the multi-core CPU, or both, on any number of nodes in the cluster. Thus, the same job can be executed on a cluster of GPUs, or a cluster of CPUs, or both. While there is very limited amount of work on developing applications with these properties today, it is clearly desirable to have such flexibility in the future.

The scheduling problem now involves determining the number of nodes for execution of each application, and whether the application should just use the GPU on each node, the multi-core CPU on each node, or both. Furthermore, we assume that a job using a set of GPUs and a job using CPUs on the same set of nodes can share interprocess communication resources.

The two scheduling problems we have defined above are challenging for a number of reasons. The first factor is that CPUs and GPUs have different processing capabilities, and as a result, each workload performs differently on multi-core CPUs and GPUs [16], [17]. Moreover, the relative performance of a workload on CPU and GPU can vary with the problem size. Similarly, different applications may scale differently with increasing number of nodes. Thus, there are very interesting trade-offs with respect to scheduling an application on the resource where it will perform better, as compared to scheduling it on the resource that becomes available sooner. Additionally, while overall system throughput is important, one cannot ignore the latency of each application from the point of submission to its completion. Earlier research in scheduling has addressed concurrent parallel job scheduling on supercomputers and clusters [18], [19], [20], [21], [22], and on chip multi-processors with different computing cores [23], [24]. However, these works were proposed either for homogeneous distributed systems or did not involve heterogeneity introduced by the presence of CPUs and GPUs within a machine.

In this work we propose a number of novel scheduling schemes to enable job scheduling on CPU-GPU clusters. For the single node jobs scheduling (first scheduling problem), our proposed heuristics include Relative Speedup based policy with Aggressive assignment (RSA), Relative Speedup based policy with Conservative assignment (RSC), and Adaptive Shortest Job First policy (ASJF). These policies vary with respect to whether they focus on using the resource where an application’s performance will be better, or on using the resource that becomes available sooner. These policies also vary with respect to the amount of information about the application that a user needs to provide to the scheduler. For the multi-node jobs, i.e., the second scheduling problem, we have developed a Flexible Moldable Scheduling scheme (FMS) that considers molding of jobs along two dimensions: resource type and the number of requested nodes.

We evaluate our scheduling schemes for a number of different combinations of workloads, including workloads with a larger number of CPU or GPU-oriented jobs. The main observations from our experiments are as follows. First, our proposed schemes for the first scheduling problem perform significantly better than a naive scheme, which we refer to as the Blind Round Robin scheme. Furthermore, the resulting system throughput is within 10 - 20% compared to a static optimal performance obtained from an impractical exhaustive search-based scheduling algorithm. Furthermore, our proposed algorithm for the second scheduling problem improves the overall throughput by up to 42% when compared to the best of two existing schemes in the literature, TORQUE and MCT.

## II. System Model and Challenges

In this section, we describe our system model, i.e., the nature of the environment and applications we consider. Then, we make several observations about possible approaches and challenges.

### A. System Model

In this paper, we target a cluster of nodes, where each node contains a multi-core CPU and a GPU. Note that with current technologies, there could be multiple GPUs on a single node, or there could be up to 4 GPUs in a box (like the S2050/S2070 boxes from Nvidia) that are accessible from 2 nodes in the cluster. For simplicity, we assume 1 GPU per node, directly accessible only from the multi-core CPU located on the same node. The CPU and the GPU are connected through a PCI-Express interconnect. Each node communicates with the other nodes in the cluster using an interconnection network.

Any given application can either use all cores on the multi-core CPU, or can primarily use the GPU. It should be noted that GPU intensive applications still require one CPU thread. Typically, such thread is used to issue GPU calls and does not consume many computing cycles. Therefore, we can assume that all cores in the CPU can be effectively used by other applications scheduled on the same node to use the GPU. In practice, it is possible that some applications can be executed only on the multi-core CPU or primarily on the GPU, but for simplicity, we assume that each application can be executed on either platform. As mentioned in the Introduction, recent research has focused on compilation techniques to dynamically transform CPU into GPU code, and vice-versa.

We also assume that there is a shared file system across all the nodes in the cluster. Thus, binaries of the workloads and the corresponding data files need not be communicated across nodes. This is a reasonable assumption for most clusters today. In our scheduling problem, we further assume that no job pre-emption is performed, and the scheduler operates on batches of jobs. However, batches of jobs enter the system stochastically and are not known a priori.

Existing techniques for scheduling across multiple sites [21], [22] and widely used resource managers like SLURM [25] make scheduling decisions based on user inputs regarding execution times and speedups. Similarly to these approaches, we assume that information about relative speedups/execution times are provided by the user or are available through profiling.

### B. Problem Formulation and Challenges

Our goal is to address two scheduling problems: one targeting single-node and the other targeting multi-node applications. First, given a CPU-GPU cluster and a set of single-node jobs, we want to effectively schedule each job on either one of the multi-core CPUs or one of the GPUs available in the
cluster. Second, given a CPU-GPU cluster and a set of multi-node jobs, we want to effectively schedule each job on either a set of CPUs, or a set of GPUs, or a set of combined CPU-GPU resources. In both cases, the goal is to maximize the overall system throughput while keeping the average execution latency at a reasonable level.

To understand the main challenges for our scheduler, we make the following observations. CPUs and GPUs differ not only in their computational capabilities, but also in the memory capacities and latencies. On one hand, a multi-core CPU has a small number of cores, where each core is quite powerful, and MIMD parallelism can be applied across the cores. On the other hand, a GPU has a large number of simple cores, each of them working in an in-order SIMD fashion. Moreover, on CPUs, the best performance can generally be achieved when the number of running threads is at most twice the number of cores. However, on GPUs, a much higher number of threads can help to hide the memory latencies. Finally, GPU programs are hosted by the CPU threads and need to be launched from the CPU. As a result, data are transferred back and forth between CPU and GPU. This cost can sometimes be significant and could reduce the benefits from using a GPU.

CPUs generally perform better than GPUs on small problem sizes and short jobs. As mentioned earlier, GPUs have many cores and typically thousands of threads need to be launched to achieve good performance. Therefore, small problem sizes lead to low GPU utilization. On the other hand, larger problem sizes can allow an effective use of the GPU resources, leading to higher speedups. Besides the problem size, the analysis of the computation to memory ratio and of the computation patterns can help identify the suitability of the workload to a resource. Workloads performing frequent GPU device memory accesses are likely to report lower speedups on the GPU. Moreover, the ratio of data copy between CPU main memory and GPU device memory to the computation is also a key factor in deciding whether a workload is suitable for CPU or GPU. In general, compute-intensive applications can benefit more from the GPU, while memory intensive applications are better suited to multi-core CPUs.

The main challenge for the scheduler is to decide to which resources (multi-core CPU, GPU, or possibly both) a particular workload should be assigned. Since we want to support a high overall throughput, and since different jobs have different performances on different resources, the scheduler will privilege the resources which represent the best match for each task. In addition, the scheduler may perform scheduling decisions that maximize the aggregate throughput of the workload at the expenses of the execution time of each single application. To this end, the scheduler may perform molding, that is, it may assign to some jobs fewer resources than optimally required when such jobs are run on a dedicated cluster.

III. SCHEDULING POLICIES

We now present scheduling policies for both the problems we have formulated.

A. Scheduling of Single Node Jobs

The policies we have proposed and evaluated for this case fall into two groups, based on the user input that they require. The first group (Relative Speedup based policies) require the relative multi-core ($MP$) as well as the GPU ($GP$) speedups compared to the sequential CPU version. The second category (Adaptive Shortest Job First policy), in addition to $MP$ and $GP$, also requires the sequential CPU execution time ($SQ$) of the jobs being submitted.

Relative Speedup Based - Aggressive or Conservative: This scheme operates on batches of $N$ jobs, and, as mentioned, takes the relative multi-core ($MP$) and the GPU ($GP$) speedups of each job as input. It first creates two job queues ($CJQ$ and $GJQ$), which contain the jobs that report better speedup on the multi-core CPU and on the GPU, respectively. Each of these queues is sorted in descending order with respect to the difference in performance of the jobs on the two resources. This difference in performance is used as an indicator as to where non-optimal placement would incur less penalty.

Whenever a job is removed from the bottom of the corresponding queue, the queue is sorted in descending order with respect to the difference in performance of the jobs on the two resources. This decision is straightforward if such queue is not empty. However, the non-optimal case arises when the corresponding job queue is empty, e.g., when a CPU (GPU) becomes available for execution, but there are no pending jobs that would prefer to execute on the CPU (GPU). We propose two schemes that handle this case differently.

In the Aggressive scheme, a job available for scheduling is assigned to the non-preferred resource. This is done so as to avoid overall system throughput degradation due to waiting (queuing delay) for the optimal resource. In particular, if a CPU (GPU) is idle, the aggressive scheme dequeues the task from the bottom of $GJQ$ ($CJQ$), and schedules it on the CPU (GPU). In the Conservative scheme, the jobs in the queue are not scheduled until the preferred resource becomes available. Under this scheme, idle times are preferred over slower execution of any task due to non-optimal assignment.

Note that the Relative Speedup based schemes operate oblivious of the actual execution times of the tasks. Without this information, it is not possible to determine the amount of idle time or the amount of slowdown expected by scheduling a task on a non-preferred resource.

Adaptive Shortest Job First: This scheme, in addition to the inputs taken by the previous policies, requires the sequential CPU execution time ($SQ$) of each job being submitted. In particular, this additional information makes the Adaptive Shortest Job First scheme an enhanced version of the Relative Speedup based schemes. This scheme improves over the previous one in two ways.

First, the knowledge of the expected execution times allows to easily determine the penalty for non-optimal resource assignments. Thus, when faced with a non-optimal assignment, the scheduler can choose between the aggressive or conservative decision, based on the calculation of the penalty of each. Specifically, the scheduler compares the minimum penalty for scheduling a job on the non-optimal resource to the wait time for the optimal resource to become free. Second, this policy schedules shorter jobs before longer ones. This reduces the latency perceived by the user.

Overall, this policy will get the best of the aggressive and conservative policies above, and further reduce the latency caused by queuing delays.

B. Scheduling of Multi-Node Jobs

We now describe a scheme we have developed specifically for multi-node jobs. As compared to the scheduling in the previous subsection, we assume that jobs are flexible in two other ways: 1) A job can simultaneously utilize both the multi-core CPU and the GPU within a node, i.e. in addition
to the possibility of using either only the multi-core CPU or the GPU within a node, 2) A job can request multiple nodes in the cluster as specified by the user. As we had stated earlier, our work is assuming a programming model where such flexibility is possible. For example, MATE-CG is a map-reduce like system which can execute applications to use either multi-core CPU (CPU-only), a GPU (GPU-only), or both (CPU+GPU), on any number of nodes of a cluster, starting from the specification of reduction functions [26]. We expect further developments in this area in the near future, allowing a larger class of applications to be developed for such flexible execution.

Before presenting our scheduling scheme, we present the main insight for our scheduling decisions. When run in isolation, a job may achieve the best performance by simultaneously utilizing both the multi-core CPU and the GPU within each node. However, when we are trying to concurrently schedule a set of jobs, always allocating both the multi-core CPU and the GPU to one job may not lead to the best overall throughput. This is because jobs can differ in their relative performance between the CPU and the GPU. If we want to schedule two jobs, one of which uses the CPU very well and another uses the GPU very well, it may be desirable to give a set of CPUs to one job, and the set of GPUs (from the same nodes) to another job.

Similarly, a job may achieve the best performance when the allocation is equal to the number of nodes requested by the user. However, there are two factors that need to be considered before allocating as many nodes as requested by the user. First, the jobs may not have a perfect linear scalability on the requested number of nodes. Next, the job may have to wait for a much longer time in the queue for requested number of nodes. However, a smaller number nodes (say half of requested) may be available much sooner. Thus, in many cases, allocations with small number of nodes as requested may lead to effective global throughput.

To enable such scheduling decisions, we assume that the execution times of the jobs are available when utilizing both CPUs and GPUs, only the multi-core CPUs, or only the GPUs. Since our scheduling algorithm consider the possibility of flexibly molding the number of nodes, we also take the execution times of the jobs on half and quarter of the number of nodes originally requested for the job. We assume that this information can be provided by the user, or is available through profiling and/or modeling.

Flexible Moldable Scheduling Scheme (FMS): As the jobs arrive in batches, we first group and sort the jobs in the following way. The submitted jobs are grouped based on the resources requested for each job (in our case, the number of nodes). Thus, jobs with similar resource requirements are grouped. Now, within each group, the jobs will be sorted in the ascending order of their execution times corresponding to the CPU + GPU version. Grouping the jobs based on the resource requirement (number of nodes) improves the minimization of resource fragmentation. For instance, in most cases, since $i^{th}$ and $i+1^{st}$ jobs request the same (or similar) number of nodes, it reduces the need to wait for additional resources due to disparity in the request. Sorting the jobs within a group increases the chance of bringing two jobs with similar execution times next to each other during scheduling considerations. This is a key step that help our decision making process which is discussed below.

In our scheme, we consider the scheduling options for a pair of jobs at every scheduling event, rather than one job at a time. This is done to obtain a good global view for scheduling and to make more informed decision for coscheduling jobs on the same set of nodes, without having a very high cost that would arise from considering all possible options. We earlier mentioned that three types of resource allocations (CPU-only, GPU-only, and CPU+GPU) are possible. Let us assume that the execution times (for three versions) of a given job $J_i$ on a requested number of $N$ nodes ($N$ is less than the number of nodes in the cluster) are $T(i, N, C)$, $T(i, N, G)$, and $T(i, N, CG)$, denoting the CPU, GPU, and CPU+GPU executions, respectively, on $N$ nodes. Now, for a number of jobs that are already executing or submitted for execution, we maintain the Current Completion Time (CCT) for these jobs in the system. When scheduling two new jobs $J_1$ and $J_2$, both of which are requesting $N$ nodes, we have the following possibilities.

First, both the jobs can be allocated CPU+GPU on $N$ nodes sequentially. Second, they can be given $N$ nodes each in parallel (if $2 \times N$ nodes are currently available). Third possibility is to map one job to only CPUs and another to only GPUs, both on the same set of $N$ nodes, at the same time. For each of these possibilities, we predict the completion times for jobs in the system, and choose the option that leads to the lowest completion time. Note that while second option will result in lowest completion time for two jobs under consideration, it will not allow other jobs in the queue to be scheduled for a longer time. However, if the system is lightly loaded, it may be the best option overall.

Another possibility we need to consider is as follows. When the requested number of nodes, $N$, are not available at the time of scheduling, or when the system is very highly loaded, we consider the possibility of molding the number of requested nodes. Specifically, we consider the possibility of molding the number of nodes to $N/2$ and $N/4$. These possibilities are considered in addition to the possibilities listed above. Among all these options, we choose the one that results in fastest global completion time.

It is easy to see that this scheme is not optimal, as it considers sharing only among a pair of jobs, and does not consider the impact on jobs that may arrive in the future. However, as we stated above, by comparing options across only two similar jobs, we keep the scheduling overheads low. Our scheme can also be extended to consider more than two jobs for possible resource sharing.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

Our experiments are conducted on a cluster consisting of sixteen heterogeneous nodes. Specifically, each machine is equipped with two Intel Quad-core Xeon E5520 CPUs (8 cores each running at 2.27 GHz), 48 GB main memory and an Nvidia Tesla C2050 (Fermi) GPU card. Each Tesla C2050 card has 14 streaming multiprocessors (SMs), each containing 32 cores (for a total of 448 cores) running at 1.15 GHz, and 3 GB device memory. The machines are connected through an Infiniband network.

B. Benchmarks

In our evaluation, we use two sets of benchmarks: one consisting of single-node, and the other consisting of multi-node applications.
**Single-node applications:** Our single-node applications workload includes the ten applications listed in Figure 1. As can be seen, this benchmark covers different application domains: Scientific (PDE Solver and PCA), computational finance (Black Scholes and Binomial Options), physics (FDTD, Monte Carlo and Molecular Dynamics), image processing (Image Processing), and machine learning (Kmeans and KNN).

For each of these applications, we consider three execution setups: small dataset, large dataset, and large number of iterations (on large dataset). In Figure 1, we show the results obtained by running each benchmark program with the large dataset configuration. Specifically, we report the sequential execution time (on CPU), as well as the GPU and CPU speedups relative to sequential execution. Due to space limitations, we only show the results obtained from large dataset, however, we discuss the trends from all the three configurations below.

The significance of using three execution configurations is the following. When large datasets are used, the majority of the benchmarks (6 out of 10) run faster on the multi-core CPU. The trend changes when small datasets are used; in this case, the majority of the benchmarks (7 out of 10) perform better on the multi-core CPU. This is expected, since with small datasets the utilization of the 448-core GPU is limited, and the initial overheads on the GPU can limit the speedup. Similarly, when the number of iterations increases, the ratio of data transfer overhead to the computation time decreases, leading to increased performance improvement on the GPU (e.g. Black Scholes and Monte Carlo).

Having considered 10 applications and 3 configurations, we have created a pool of 30 jobs that perform differently on CPU and GPU. In the experiments described in the next section, we create workload mixes by randomly selecting jobs from the described pool.

**Multi-node applications:** Our multi-node applications workload includes three benchmark applications: Gridding Kernel (GK), Expectation Maximization (EM), and PageRank (PR). These applications arise from scientific data processing, data mining, and web search, respectively. These applications were developed using middleware MATE-CG [26], which allow map-reduce like applications to be developed to use a multi-core CPU, a GPU, and/or both, on any number of nodes in a system.

We execute these applications using two datasets, three numbers of nodes (2, 4, and 8), and three kinds of resources (only multi-core CPU, primarily GPU, and hybrid CPU-GPU). The results for all execution configurations are reported in Figure 2. Note that the CPU+GPU configuration exhibits good scalability for GK, but does not noticeably scale in case of EM and PR. Moreover, all three applications scale well with the number of nodes. Thus, by considering three applications, two datasets and three resource requirements (i.e., number of nodes), we create a pool of 18 jobs that we will use in our multi-node experiments.

**C. Experiments on Single-Node Applications**

In our single-node applications experiments, we compare our proposed scheduling policies - Relative Speedup Based with Aggressive Option (RSA), Relative Speedup Based with Conservative Option (RSC), and Adaptive Shortest Job First policy (ASJF) - with two baseline schemes: Blind Round Robin (BRR) and Manual Optimal. The Blind Round Robin (BRR) scheme is oblivious to the fact that jobs perform differently on different resources; the Manual Optimal scheme assumes that the performances on CPU and GPU of all jobs in the workload mix are known a priori and an exhaustive search can be applied to find the schedule leading to the best overall system throughput.

Our evaluation is based on four metrics. First, we use the total completion time for the entire workload mix (Comp. Time or CT) as an indicator of the system throughput. The next two metrics focus on the scheduling related delays incurred in the execution of each job. If there is only one job to be scheduled, it will be executed on the resource on which it will perform better, and its completion time will equal its execution time on this resource. In practice, competition for resources may make the completion time of each job higher. In fact, competing jobs may be scheduled on a non optimal resource, or may incur queuing delays. The second metric we consider is the average delay introduced due to the non-optimal assignment for all the jobs in the workload mix (Ave. NOA. Lat or ANL). The third metric is the average queuing delay (Ave. QD Lat. or AQL). Finally, our last metric is the maximum idle time (Max. Idle Time or MIT), or the amount of time the least occupied resource in the entire system is not used. This metric can be seen as an indicator of resource utilization.

**Results from Different Workload Mix** The first experiment is conducted on a set of two nodes from the cluster...
results with respect to the two latency factors ANL over BRR (workload mixes, we can observe that our proposed schemes result. When averaging the results across the three considered (each policy is normalized with respect to the best reported values). The first workload mix is CPU- and GPU-friendly (depending on their performances on the different computing resources). The first workload mix is characterized by an equal number of CPU-friendly and GPU-friendly jobs; in the second and third workload mixes, 75% of the jobs are CPU- and GPU-friendly, respectively.

The results reported on all considered workload mixes are shown in Figures 3, 4, and 5. In the charts, the performance of each policy is normalized with respect to the best reported result. When averaging the results across the three considered workload mixes, we can observe that our proposed schemes (RSA, RSC and ASJF) exhibit a 108% lower completion time over BRR. In addition, our policies show significantly better results with respect to the two latency factors ANL and AQL, as well as the utilization metric MIT. When compared to the ideal Manual Optimal policy and considering the completion time, our proposed schemes perform on the average within 20.6% and the best of the three proposed schemes performs within 12%.

We next analyze the trade-offs between RSA, RSC, and ASJF. RSA, as expected, incurs a higher ANL and a low AQL across all workload mixes. In the case of RSC, ANL is always 0 (by default), and correspondingly, AQL is higher. Thus, the relative total completion time between RSA and RSC is dependent on the dominant factor between ANL and AQL. In the case of ASJF, AQL is very low. Since the RSC policy waits until the optimal resource is available, it results in a high MIT as compared to RSA and ASJF. Overall, we can see that ASJF is able to almost always achieve the best results in completion time as well as application latency. However, it achieves these benefits at the cost of needing an additional input value from the user.

While our charts have reported normalized values for all metrics, it is worth comparing the absolute values of maximum idle time and the completion time. For the balanced workload, these values are 226.6 and 705.2 seconds, respectively. This shows that our schemes are quite successful in keeping the resources utilized, i.e., each resource is occupied for 68% of the time or more.

D. Experimental Results on Multi-node Applications

In our multi-node applications experiments, we compare our scheduling schemes with two existing policies: a practical scheme used by TORQUE [27], a popular scheduler for today’s heterogeneous clusters, and a published scheme, called Minimum Completion Time [28]. We refer to these two schemes as TORQUE and MCT. TORQUE always assigns the resources (type as well as number of nodes) as requested by the user. Thus, for TORQUE, we assume that the user always requests the resource that provides the best performance for the specific job. On the other hand, MCT considers the option of molding the resource type (selecting either multi-core CPU only, or GPU-only, or CPU+GPU), and assigns a job to the resource where it will complete the earliest depending on the waiting times on each resource. However, our algorithm for molding the resource type is different from MCT. In particular, we consider the opportunity to co-schedule jobs on a (or set of) node(s) so to maximize the resource utilization. In addition, we consider downgrading the number of nodes requested by the user, which is not performed by TORQUE and MCT.

The experiments were performed using all 16 nodes in the cluster described in Section IV. Specifically, we run 32 jobs randomly selected from the pool of *multi-node* jobs described earlier, and we dispatch them in batches of 8. The inter-arrival times between batches are exponentially distributed [29].

Varying Execution Length of Jobs In the first experiment, we use three job mixes created by varying the ratio of long and short running jobs. The results are shown in Figure 6. On the x-axis, x% SJ/y% LJ stands for x% short and y% long running jobs.

As mentioned earlier, we compare our scheduling scheme with TORQUE and MCT. Our proposed FMS scheme (Molding ResType+NumNodes) performs molding on both resource type and number of nodes. To better understand how different factors impact the performances, we show the results reported when molding only along one dimension: either the resource type (MoldingResType Only), or the number of nodes (MoldingNumNodes only). In particular, we report the total completion time normalized over the completion time obtained using the (Molding ResType+NumNodes) scheme.
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As can be observed, our FMS (Molding ResType+NumNodes) scheme achieves the least completion
time and is up to 42% better than the faster of TORQUE and MCT. It is worth noting that each type of molding when
applied in isolation leads to good performance improvement when compared to TORQUE and MCT. However, when
both the molding techniques are applied together, we obtain an additional performance improvement of about 12%. In
addition, the presence of long jobs creates an imbalance in the simultaneous availability of the nodes. Our schemes handle
those imbalances much better than the considered baselines.

Varying Resource Request Size of Jobs

Our second experiment studies the effect of varying the size of the resources requested by the jobs. In particular, in the results shown in
Figure 7, we varied the ratio of the number of nodes requested by a job. On the x-axis, x SR/y LR stands for x%/y% of the
jobs request a small/large number of nodes.

As can be seen, our scheme reduces the completion time by a factor up to 32% compared to the faster of TORQUE and MCT. Consistently with the previous experiment, we can observe that good performance improvements can be achieved by applying molding only in one dimension. Moreover, the combination of the two molding techniques leads to an additional 11.3% reduction in the completion time. It is interesting to note that, as we increase the ratio of large requests, the benefit from MoldingResType Only is higher than MoldingNumNodes Only. In other words, as the resource contention increases, resource sharing (by using CPU-only and GPU-only implementations) is an effective mechanism to guarantee good aggregate performances.

E. Additional Considerations

As anticipated, jobs using primarily the GPU (for brevity, GPU-only jobs) need a CPU-core to issue GPU calls. We

evaluate the penalty due to sharing a CPU-core between a

CPU-only and a GPU-only job deployed on the same set of

nodes. We recall that CPU-only jobs are intended to use

all cores on one or more multi-core CPUs. The results of

experiments performed on three combinations of two multi-

node applications are shown in Figure 8. In all cases, CPU-

only and GPU-only jobs are deployed on the same set of

nodes. As can be seen, the average sharing penalty is low

(less than 7% ) in all cases. This indicates that resource sharing is feasible and desirable in today’s CPU/GPU heterogeneous

clusters.

V. RELATED WORK

In this section, we compare our work against relevant work on parallel job scheduling.

Scheduling of parallel jobs in a cluster or a supercomputing center is a very widely studied problem [18]. Other related

works that enable scheduling for parallel jobs in a distributed cluster are [19], and [20]. These efforts propose scheduling

strategies that involve both static and dynamic mechanisms. However, the above works focus only on the homogeneous type of processors. Sabin et al. [21], and [22] proposed and evaluated job scheduling strategies multiple sites, i.e. separate

clusters with different types of processing nodes. Our work consider a distinct type of heterogeneity, which is arising in

the emerging environments.

Torque [27], an open-source resource manager, is being widely used to manage heterogeneous clusters comprising

multi-core CPUs and GPUs. However, the mapping and scheduling strategy used by Torque (based on OpenPBS) is fairly simple. While waiting for a resource, it does not consider the possibility of assigning the job to another re-

source type. Thus, Torque cannot exploit the flexibility that emerging frameworks like OpenCL will provide. Other related

efforts [30], [28] do consider the possibility of scheduling a job onto a different resource type, but are limited in the

moldability they consider. Parallel job scheduling with mold-

ability has also been studied [31], [32]. Our work is specific to moldability in heterogeneous environments. Ahmad et al. [33]
developed a scheduling scheme for jobs with fixed priority on heterogeneous computing systems, where they dynamically compute the precedence for jobs on different resources to make

scheduling decisions. However, unlike our work, they consider scheduling for dependent set of tasks represented as directed acyclic graphs (DAG).

Scheduling with consideration of resource heterogeneity has also been addressed in the context of grid computing [34],

[35], [36], [37]. These efforts, however, differ both in targeting

much longer running applications, and in the nature of systems they focus on.

VI. CONCLUSIONS

In this paper, we have considered the problem of optimizing the overall throughput of a set of applications deployed on a
cluster of heterogeneous nodes comprising multi-core CPUs as well as many-core GPUs. Specifically, we have addressed two scheduling problems: one targeting single-node (first problem) and the other targeting multi-node (second problem) applications.

For the first problem, we have proposed three scheduling heuristics - namely Relative Speedup based policy with Aggressive Assignment (RSA), Relative Speedup based policy with Conservative assignment (RSC), and Adaptive Shortest Job First policy (ASJF). Our proposed schemes are based on different amount of information expected from the user, and focus on different tradeoffs between application wait and completion times. We have shown that our scheduling policies outperform a blind round robin scheduler and approximate the performances of an ideal scheduler that involves an impractical exhaustive exploration of all possible schedules. For the second scheduling problem, we have developed a Flexible Moldable Scheduling scheme (FMS) that considers molding of jobs along two dimensions: resource type and the number of requested nodes. We also demonstrate that our FMS scheme improves the overall throughput by up to 42% when compared to the best of two existing schemes in the literature, TORQUE and MCT.
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