Mining Global Constraints for Improving Bounded Sequential Equivalence Checking

Weixin Wu and Michael S. Hsiao
Dept. of Electrical & Computer Eng., Virginia Tech.
Blacksburg, VA
{wwu, mhsiao}@vt.edu

ABSTRACT
In this paper, we propose a novel technique on mining relationships in a sequential circuit to discover global constraints. In contrast to the traditional learning methods, our mining algorithm can find important relationships among several nodes efficiently. The nodes involved may often span several time-frames, thus improving the deductibility of the problem instance. Experimental results demonstrate that the application of these global constraints to SAT-based bounded sequential equivalence checking can achieve one to two orders of magnitude speedup. In addition, because it is orthogonal to the underlying SAT solver, it can help to enhance the efficiency of typical SAT-based verification flows.

Categories and Subject Descriptors: B.6.3 [Design Aids]: Verification

General Terms: Verification, Algorithms

Keywords: Mining, SAT, Multi-node Constraint.

1. INTRODUCTION
Logic implications capture the effect of asserting logic values throughout a logic circuit. As implications capture relationships among two or more signals in the circuit, they can be viewed as global constraints which can potentially help to constrain the search for several electronic design automation (EDA) problems, such as design verification [7], multi-level logic optimization [3, 4], automatic test pattern generation (ATPG) [1, 2], logic and fault simulation [5], fault diagnosis [6], redundancy identification [8], etc.

A number of previous work has dealt with computing static implications among signals. However, they are mostly focused on pair-wise signal relationships. For example, direct implication can be easily learned during an ATPG process. Schulz et al. were the first to improve the quality of implications by computing indirect implications [10]. Computation of indirect implications involves extensive use of contra-positive law, transitive law, and logic simulation. Extended backward implications [9] extend the concept of indirect implications to unjustified signals to obtain more signal relationships. Cox et al. introduced the use of a 16-valued algebra and reduction lists to determine node assignments [12]. A complete implication engine based on recursive learning [14] proposed by Kunz et al. can capture all pair-wise relationships in a circuit. However, for large circuits, the depth of recursion is kept low to avoid excessive computational costs. Due to the NP-hard nature of the problem for finding all the implications for a given set of nodes, the practicality of such complete algorithms is limited. A graphical representation to store implications in a sequential circuit was proposed by Zhao et al. [15], which allows implications between nodes across different time-frames to be easily modeled. Recently, Syal et al. proposed the concept of the extended forward implications [17], which use implication frontiers to capture additional pair-wise implication relationships. To further the application of implications, static learning was extended to dynamic learning [2, 10].

Methods to extend learning to more than two variables have been attempted. A method to find multi-node static implications has been proposed which selects node pairs based on circuit structure information [16]. In [11], a local search is performed over a subset of selected variables to find multi-variable relationships. As finding relationships among multiple signals may involve an exponential number of signal combinations, methods that require low computational costs must be investigated.

A naive method to compute all relationships among three variables of the form \((a \rightarrow b \rightarrow c)\) can have a quadratic cost in the number of nodes in the circuit. Instead of exhaustively searching for all possible pairs of signals \(a\) and \(b\), we obtain a subset of hard-to-find implications via data mining. To the best of our knowledge, no work currently exists that employs data mining [18] algorithms to capture global constraints among signals in the circuit.

In our proposed mining approach, we view the set of all relationships among three signals as an ocean of information, and we develop a mining strategy to obtain the subset of global invariants from all the possible relationships. We describe the parameters used in our mining approach which are targeted at increasing the usefulness of the learned constraints, while reducing the computational overheads. While numerous applications can benefit from these global constraints, we demonstrate the efficacy of mined global constraints by applying them to SAT-based bounded sequential equivalence check-
2. MOTIVATION AND BACKGROUND

2.1 Motivation for mining signal relationships

Progress in digital data acquisition and storage technology has resulted in the growth of huge databases. However, frequently only a small fraction of the data can be used because (1) the data volumes are simply too large to manage, or (2) the data structures themselves are too complicated to be analyzed effectively. Analysis of these complex, information-rich data sets and extraction of useful information is of great interest to many fields including business, science, and engineering. The discipline concerned with this task has become known as data mining. Data mining is the process of applying a computer-based methodology for discovering knowledge from the sea of data.

Among many sub-areas of data mining, mining association rules is one major sub-area. An association rule is a simple probabilistic statement about the co-occurrence of certain events in a database. An association rule takes the following form:

If $A = 1$ and $B = 1$, then $C = 1$ with probability $p$

We note that the association rule is nothing but a probabilistic implication. Considering the successes of data mining in finding complicated association rules on huge database, we want to know if it is possible to use this technique help us identify powerful constraints efficiently.

2.2 Data mining

In data mining, a database can be considered as a two-dimensional table: one dimension is the list of items, and the other dimension is the list of transactions. Table 1 shows an example database. In Table 1 there is a total of six items, $A, B, C, D, E$, and $F$, and four transactions in this sample database DB. Each mark of ‘1’ in the table indicates that the item in that column occurred in the corresponding transaction. An $i$-itemset is a set with $i$ different items. The occurrence of an $i$-itemset means that in one transaction all the items in the itemset occurs. The support, $s$, of an itemset is defined to be the number of occurrences of the itemset in the database. For example, in Table 1, the 3-itemset $\{B, E, F\}$ occurs in transactions 2 and 3, thus the support of $\{B, E, F\}$ is 2. After setting a threshold, an itemset with support $> \theta$ threshold is called a frequent itemset.

Apriori [24, 25] is an efficient and popular methodology for association-rule mining. Apriori computes the frequent itemsets in the database through several iterations. Each iteration has two steps: (1) candidate generation and (2) candidate counting and selection. In the first step of the first iteration, the generated set of candidate itemsets contains only 1-itemsets (i.e., all items in the database). In the second step, the algorithm counts the support $s$ for each itemset by searching through the entire database. Finally, only 1-itemsets whose support is above a specified threshold will be selected. Thus, after the first iteration, all 1-itemsets whose supports are greater than the threshold will be selected.

In the second iteration, the 2-itemset candidates are selected only from the 1-itemsets obtained in the first iteration. Even though the 2-itemsets denote all possible pairs of items, the number of 2-itemsets will not include all possible items because we are considering only a filtered 1-itemset. The pruning is based on the observation that if an itemset is frequent, then all its subsets must be frequent as well. Therefore, before entering the candidate-counting step, the algorithm discards every candidate itemset that has an infrequent subset. This process iterates, and in any given iterations $i$, all the frequent $i$-itemsets will be obtained.

For example, consider the database illustrated in Table 1. Assume that the threshold is set to be $s = 50\%$. Then, an itemset is considered frequent if it is contained in at least 50% of the transactions. In each iteration, the Apriori algorithm constructs a candidate set of frequent itemsets, counts the number of occurrences of each candidate, and based on the predetermined minimum support $s = 50\%$ the frequent itemsets are determined. These two steps of Apriori are given in Table 2. Initially, six 1-itemsets are possible as illustrated in $C_1$ and, of these, only four are computed as frequent in $L_1$ because their support is greater than or equal to two, or $s \geq 50\%$.

Next, to discover the set of frequent 2-itemsets, the 1-itemsets are used. Because any subset of a frequent itemset must be frequent, the Apriori algorithm uses $L_1 \cap L_1$ to generate the candidates. The operation $\cap$ is defined as

$L_k \cap L_k = \{X \cup Y \text{ where } X, Y \subseteq L_k, |X \cap Y| = k - 1\}.$

For $k = 1$ the operation represents a simple concatenation. Therefore, $C_2$ consists of 2-itemsets generated by the operation $\frac{(k+i)(k+i-1)}{2}$ as candidates in the second iteration. In our example, this number is $\frac{(4+3)(4+3-1)}{2} = 6$. Scanning the database
DB with this list, the algorithm counts the support for every candidate, and in the end, a frequent 2-itemsets \( L_2 \) for which \( s \geq 50\% \) is obtained. The results for the second iteration are given in Table 3.

### Table 3: Second iteration of Apriori

<table>
<thead>
<tr>
<th>Initial 2-itemset ( C_2 )</th>
<th>count</th>
<th>s(%)</th>
<th>frequent itemset ( L_2 )</th>
<th>count</th>
<th>s(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {A,B} )</td>
<td>1</td>
<td>25</td>
<td>( {A,B} )</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>( {A,E} )</td>
<td>1</td>
<td>25</td>
<td>( {A,F} )</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>( {B,E} )</td>
<td>3</td>
<td>75</td>
<td>( {B,F} )</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td>( {E,F} )</td>
<td>2</td>
<td>50</td>
<td></td>
<td>2</td>
<td>50</td>
</tr>
</tbody>
</table>

By carrying these steps iteratively, the algorithm could mine all possible association rules. As we can see from the example, the key to reduce the computation complexity is by pruning the number of itemsets with support \( s \geq \text{threshold} \) in each iteration.

### 2.3 SAT-based bounded sequential equivalence checking

Due to the dramatic improvement in SAT solver packages such as zChaff \[21\], Berkmin \[22\], C-SAT \[23\], etc. in recent years, SAT based verification methods are rapidly gaining popularity as a complementary technique to BDD-based verification methods. For example, in the SAT based bounded model checking (BMC) \[19, 20\], given a temporal logic property \( \phi \) to be verified on a finite transition system \( Q \), the essential idea is to search for counter-examples to \( \phi \) in the space of all executions of \( Q \) whose length is bounded by some integer \( k \). This problem is translated into a Boolean formula which is satisfiable if and only if a counter-example exists for the given value of \( k \). This check is performed by a conventional SAT solver, and it is typically iterated with increasing values of \( k \) until a counter-example to the property is found or the resources have been exhausted. BMC can be viewed as a forward search method for finding a path from the given initial state to the objective. If such paths exist, BMC can find the shortest one among all solutions. SAT-based BMC is an effective technique for finding bugs in large designs. Its performance is critically determined by the practical efficiency of the underlying SAT solver.

![Figure 1: A miter circuit](image)

SAT-based bounded sequential equivalence checking is a special case of bounded model checking, where the property is on trying to check if the miter circuit output is a constant 0 from an initial state. The miter circuit is built by connecting a sequential circuit to its optimized version in the following manner. The corresponding primary inputs are tied together, and the corresponding primary outputs are connected by XOR gates. Then all XOR gates are connected to an OR gate. Figure 1 shows the model of our miter circuit. Similar to BMC, the miter is unrolled \( k \) time frames, and the equivalence property is checked on the bounded time frames. Our lightweight and effective global constraint mining technique adds learned constraints to supplement the SAT solver. A significant performance gain is obtained.

### 3. GLOBAL CONSTRAINT MINING

In this section, we describe our mining approach to find three-node relationships. The mining database is first built by running a number of logic simulations on the circuits and record the values for all circuit nodes. For example, consider the combinational portion of a sequential circuit shown in Figure 2, where \( G_1 \) and \( G_2 \) are primary inputs (PI), and \( G_3 \) is a pseudo primary input (PPI). When performing logic simulation, random vectors are used. The values for the PPIs in the first time-frame are set to don't cares (X). Consider the four random patterns \( \{0, 0, X\} \), \( \{0, 1, X\} \), \( \{1, 0, X\} \), \( \{1, 1, X\} \). After logic simulation, the mining database is shown in Table 4.

![Figure 2: Combinational portion of a sequential circuit](image)

### Table 4: Mining database

<table>
<thead>
<tr>
<th>Vector</th>
<th>( G_1 )</th>
<th>( G_2 )</th>
<th>( G_3 )</th>
<th>( G_4 )</th>
<th>( G_5 )</th>
<th>( G_6 )</th>
<th>( G_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>0</td>
<td>0</td>
<td>X</td>
<td>0</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>V2</td>
<td>0</td>
<td>1</td>
<td>X</td>
<td>0</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>V3</td>
<td>1</td>
<td>0</td>
<td>X</td>
<td>0</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>V4</td>
<td>1</td>
<td>1</td>
<td>X</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

By setting a threshold, we can use the mining algorithm to compute the global constraints from the table. However, the mining constraints obtained will be probabilistic, and we need to verify if they are true global constraints in the sequential circuit via an additional verification check, which is described in Section 3.2.

### 3.1 Global constraint mining framework

Our framework of mining multi-node relationships is shown in Figure 3. First, a miter circuit is constructed from the sequential circuit and its optimized version. Then the circuit is unrolled to \( k \) time frames. \( M \) random input vectors are generated and applied to the circuit, and the logic value of each gate is recorded in the mining database. When performing logic simulation, the initial state of PPIs is always set to don’t cares. This is because we are interested in finding potential 3-node relationships that do not depend on any state. Thus, the signal relationships we obtain will be more likely to be globally true. The mining database is thus obtained, where one dimension lists the circuit nodes, and the other dimension lists the vectors. What we perform next is to mining the 3-node constraints from the database.

Unlike general data mining where an item is either in or out of a transaction, in our work, we need to learn relations among signals with both logic 0 or logic 1 values. Furthermore, as each item (gate) is 3-valued, the don’t-care value indicates that the node is absent from that entry in the database. To capture the effect of both logic 0 and 1 values, we need to find association rules for both logic 0 and 1. We first compute the
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Figure 3: Mining framework

signal probability of 0 and 1 for each gate with respect to the random test set. For each gate $g_i$, the probability of $g_i$ having logic 0, ($P^0_i$), and the probability of $g_i$ having logic 1, ($P^1_i$), are computed as follows:

$$ P^0_i = \sum (g_i = 0)/M $$

$$ P^1_i = \sum (g_i = 1)/M $$

where $M$ is total number of vectors simulated. After $P^0_i$ and $P^1_i$ have been computed, we check if the probability is within the following range: $P^c_i \leq \text{threshold}$. If so, we mark it as a candidate gate. In our experiments, we set the threshold to be 0.1. The reason for choosing this threshold is that the corresponding controllability values of these nodes are very low. Therefore, assigning a value to the gate might be regarded as difficult, and the constraints we learned are more likely to be hard-to-learn relationships. As we will see from the experiments, such constraints are very useful for the SAT solver.

After obtaining the initial candidate gate list, we will mine the potential candidate pairs from the database. Only those pairs whose combinations appear in the database within the same probability ranges are selected, as explained earlier on mining association rules. In addition, when we choose the candidate pairs, we check the two gates’ fanin gate lists. We favor constraints that involve nodes that are not locally close; thus, we want to avoid choosing nodes that have common fanin nodes or if one node is a successor of the other because those are considered local relationships. We are interested in global relationships.

For each selected candidate pair (a, b), we will find potential implied gates by the pair. We build fanout cones of a and b, then we calculate the overlapping area; only those gates in the overlapping area are considered for the potential implication. Note that the cones may cross several time-frame boundaries. After computing the implication gates for each pair of gates, we check the consistency of implication gates. That is, we check the implication gates’ value in the database to see if it is consistent with every vector that was simulated. In Algorithm 1 below, we describe the procedure of consistency checking.

Algorithm 1 Check consistency

```
// Given a selected pair of gates (g1=val1, g2=val2).
// mining database is db, implication gate value is impVal,
// M is total number of simulation vectors.
for (int i = 1; i <= total_number_of_gates; ++i) do
    if (i in implication_gate_checklist) then
        impVal = X;
    for (int j = 0; j < M; ++j) do
        if ((db[j][g1]==val1) & & (db[j][g2]==val2)) then
            if (db[j][i] != X & & impVal = X) then
                impVal = db[j][i];
            else if (impVal = 0) & & (db[j][i] = 1)) then
                impVal = Invalid;
                break;
            else if (impVal = 1) & & (db[j][i] = 0)) then
                impVal = Invalid;
                break;
        end if
    end for
end if
```

For example, if the pair of gates is ($a = 1$ and $b = 1$), and gate $c$ is a candidate implication gate, we check gate $c$’s logic value for all $a = 1$ and $b = 1$ conditions in the database. If in all cases where $a = 1$ and $b = 1$, $c$ appears in only one polarity, then we consider $c$ as a consistent gate. If $c = 0$, then the potential relationship is $a \cdot b \rightarrow c$; if $c = 1$, then the relationship is $a \cdot b \rightarrow c$. We skip the $c = X$ instances. We record all these potential consistent 3-node constraints. The detail of this 3-node constraint mining algorithm is shown in Figure 4.

3.2 Validity check of the mined constraints

We need to verify each mined constraint to determine if the constraint is indeed globally correct. We do so by leaving all initial PPIs’ states unconstrained. For example, if the potential constraint $a \cdot b \rightarrow c$, we add 3 clauses ($a$) ($b$) ($\neg c$) to the original CNF formula of the unrolled miter circuit. If the SAT solver returns UNSAT for the augmented CNF formula, then $a \cdot b \rightarrow c$ is indeed a globally true constraint, since the validity check puts no constraints on the initial state value. On the other hand, if the SAT solver returns a satisfiable assignment, no conclusion can be made for this 3-node relationship. And those relationships are discarded. We use zChaff [21] as the underlying SAT solver because it supports incremental SAT solving, where portions of clauses can be added or deleted from the database after each run based on their group ID. So we can easily add and delete the augment clauses from the original CNF formula. This could greatly reduce the overhead in checking the validity of the mined global constraints.
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4. EXPERIMENTAL RESULTS

The proposed technique was implemented in C++. All tests were performed on a Pentium IV, 2.8 GHz, with 1GB of RAM, running the Linux Redhat v9. The ISCAS'89 and ISCAS'93 addendum benchmarks, along with their Synopsys-optimized circuits are used in our bounded sequential equivalence checking. Equivalence checking on some ISCAS benchmarks was very easy for the SAT solver; For such easy benchmarks, adding constraints using our approach will not improve the results. Thus, we exclude those easy benchmarks in our experimental results and only report the hard miters. We compare the SAT solving time with and without adding the learned 3-node constraints.

First, Table 5 shows the mining results. The first column shows the miter circuits used. The second column reports how many time-frames the miter circuit was unrolled. While stronger constraints could be discovered in more deeply unrolled circuits, the mining time must also be considered to keep the learning cost low. We chose the number of time frames to keep the total number of nodes in the unrolled circuit between 10,000 to 500,000. Experimental results show that within this range the mining time is kept low, yet the global constraints learned is powerful enough. The third column reports the number of true constraints identified for each benchmark. The fourth column reports the percentage of real constraints of all potential constraints. The last column reports the total mining time in seconds. For instance, in miter-circuit s4863 with its optimized circuit, the learning is performed on a 7-time-frame unrolled miter, 4831 3-node true global constraints were learned. This is 79% of all mined relationships. Note that this percentage depends on the threshold values used in the mining algorithm. Finally, the total learning time was 147.84 seconds.

Table 5: Mining Results

<table>
<thead>
<tr>
<th>Miter</th>
<th># time frames</th>
<th>True clauses</th>
<th>%</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>s298</td>
<td>40</td>
<td>56</td>
<td>86</td>
<td>15.4</td>
</tr>
<tr>
<td>s832</td>
<td>20</td>
<td>40</td>
<td>95</td>
<td>31.4</td>
</tr>
<tr>
<td>s1196</td>
<td>20</td>
<td>1020</td>
<td>71</td>
<td>85.2</td>
</tr>
<tr>
<td>s1488</td>
<td>20</td>
<td>229</td>
<td>33</td>
<td>122.04</td>
</tr>
<tr>
<td>s3330</td>
<td>7</td>
<td>225</td>
<td>75</td>
<td>103.6</td>
</tr>
<tr>
<td>s4863</td>
<td>7</td>
<td>4831</td>
<td>79</td>
<td>147.84</td>
</tr>
<tr>
<td>s5378</td>
<td>7</td>
<td>3443</td>
<td>40</td>
<td>247.53</td>
</tr>
<tr>
<td>s15850</td>
<td>7</td>
<td>5087</td>
<td>81</td>
<td>562.17</td>
</tr>
<tr>
<td>s35932</td>
<td>5</td>
<td>6245</td>
<td>76</td>
<td>1094.34</td>
</tr>
<tr>
<td>s83584</td>
<td>5</td>
<td>8050</td>
<td>82</td>
<td>2566.95</td>
</tr>
</tbody>
</table>

Before we apply these constraints to bounded sequential equivalence checking, we will first discuss the efficiency of our learning method. Table 6 compares the computation complexity of our method with a naive method. The naive method explores all possible 3-node combinations, whose complexity is \(n(n-1)(n-2)\), where \(n\) is the number of nodes in the unrolled miter circuit. The column "3-node mining" shows total number of 3-node relationships selected by our mining algorithm. The last column reports the number of relationships using the naive 3-node combinations. From this table we can see that even for a very small circuit s298, the total number of 3-node combinations is already very large. It will easily cause both memory and temporal explosion, and completing such searches for global constraints will be infeasible. On the other hand, our mining algorithm is shown to be very efficient, with the computation complexity growing linearly with the circuit size.
Finally, Table 7 shows the result of applying the learned constraints to bounded sequential equivalence checking. Because we are checking the equivalence of a sequential circuit with its optimized version, all results are UNSAT. For each miter circuit, the number of time frames is first reported. Note that the number of time-frames unrolled here can be different from the number of time-frames used to learn the constraints as reported in Table 5. The third column reports the original execution time of the SAT solver without adding any constraints. Next, the SAT solving time after adding global constraints is reported, followed by the total time (mining + equivalence checking). Finally, speedup is reported. Note that all times are reported in seconds. From the results we can see that in most cases the constraints could speed up the SAT solving time significantly. Noteworthy improvements were achieved for all miter circuits: in 6 of the 10 cases, more than one order of magnitude speedup was obtained; in the s330 miter, more than 2 orders of magnitude speed was achieved.

Table 6: Comparison of computation complexity

<table>
<thead>
<tr>
<th>Miter</th>
<th># time frames</th>
<th>Total # nodes</th>
<th>Our 3-node mining</th>
<th>All 3-node combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>s298</td>
<td>40</td>
<td>9948</td>
<td>65</td>
<td>$1.64 \times 10^{11}$</td>
</tr>
<tr>
<td>s832</td>
<td>20</td>
<td>11670</td>
<td>42</td>
<td>$2.64 \times 10^{11}$</td>
</tr>
<tr>
<td>s1196</td>
<td>20</td>
<td>20716</td>
<td>1437</td>
<td>$5.06 \times 10^{11}$</td>
</tr>
<tr>
<td>s1488</td>
<td>20</td>
<td>24052</td>
<td>694</td>
<td>$2.32 \times 10^{12}$</td>
</tr>
<tr>
<td>s3330</td>
<td>7</td>
<td>27963</td>
<td>300</td>
<td>$3.64 \times 10^{12}$</td>
</tr>
<tr>
<td>s4863</td>
<td>7</td>
<td>27004</td>
<td>6115</td>
<td>$3.28 \times 10^{12}$</td>
</tr>
<tr>
<td>s5378</td>
<td>7</td>
<td>12372</td>
<td>8607</td>
<td>$1.27 \times 10^{13}$</td>
</tr>
<tr>
<td>s5850</td>
<td>7</td>
<td>147081</td>
<td>6280</td>
<td>$5.30 \times 10^{14}$</td>
</tr>
<tr>
<td>s5932</td>
<td>5</td>
<td>183171</td>
<td>8217</td>
<td>$1.02 \times 10^{15}$</td>
</tr>
<tr>
<td>s8584</td>
<td>5</td>
<td>211414</td>
<td>9817</td>
<td>$1.57 \times 10^{15}$</td>
</tr>
</tbody>
</table>
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5. CONCLUSIONS

We presented a novel mining technique to quickly identify global constraints in sequential circuits. The proposed mining method allows us to efficiently identify the useful global constraints in the huge number of possible relationships in the circuit. Experiments show that the proposed mining strategy is very efficient in identifying important multi-nodes relationships that can significantly enhance the SAT solver in a bounded sequential equivalence checking framework. One to two orders of magnitude speedup was achieved for many cases. Future work includes exploring mining for relationships that involve more than 3 nodes as well as application to general model checking instances.

1Equivalence check of buggy optimized designs was very easy for the SAT solver, thus they are not included.