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Visual Data Mining

Theory, Techniques and Tools for Visual Analytics
Foreword
Visual Data Mining—Opening the Black Box

Knowledge discovery holds the promise of insight into large, otherwise opaque datasets. The nature of what makes a rule interesting to a user has been discussed widely\(^1\) but most agree that it is a subjective quality based on the practical usefulness of the information. Being subjective, the user needs to provide feedback to the system and, as is the case for all systems, the sooner the feedback is given the quicker it can influence the behavior of the system.

There have been some impressive research activities over the past few years but the question to be asked is why is visual data mining only now being investigated commercially? Certainly, there have been arguments for visual data mining for a number of years – Ankerst and others\(^2\) argued in 2002 that current (autonomous and opaque) analysis techniques are inefficient, as they fail to directly embed the user in dataset exploration and that a better solution involves the user and algorithm being more tightly coupled. Grinstein stated that the “current state of the art data mining tools are automated, but the perfect data mining tool is interactive and highly participatory,” while Han has suggested that the “data selection and viewing of mining results should be fully interactive, the mining process should be more interactive than the current state of the art and embedded applications should be fairly automated\(^2\).” A good survey on techniques until 2003 was published by de Oliveira and Levkowitz\(^3\).

However, the deployment of visual data mining (VDM) techniques in commercial products remains low. There are, perhaps, four reasons for this. First, VDM, as a strong sub-discipline of data mining only really started around 2001. Certainly there was important research before then but as an identifiable sub-community of data mining, the area coalesced around 2001. Second, while things move fast in IT, VDM represents a shift in thinking away from a discipline that itself has yet to settle down commercially. Third, to fully contribute to VDM a researcher/systems developer must be proficient in both data mining and visualization. Since both of these are still developing themselves, the pool from which to find competent VDM researchers and developers is small. Finally, if the embedding is to be done properly, the overarching architecture of the knowledge


discovery process must be changed. The iterative paradigm of 
mine and visualize
must be replaced with the data mining equivalent of direct manipulation.\footnote{Ceglar, A., Roddick, J.F.: GAM - a guidance enabled association mining environment. International Journal of Business Intelligence and Data Mining 2, 3–28 (2007)}

Embedding the user within the discovery process, by, for example, enabling the user to change the mining constraints, results in a finer-grained framework as the interaction between user and system now occurs during analysis instead of between analysis runs. This overcomes the computer’s inability to incorporate evolving knowledge regarding the problem domain and user objectives, not only facilitating the production of a higher quality model, but also reducing analysis time for two reasons. First, the guidance reduces the search space at an earlier stage by discarding areas that are not of interest. Second, it reduces the number of iterations required. It also, through the Hawthorn Effect, has the effect of improving the user’s confidence in, and ownership of, the results that are produced\footnote{Ceglar, A.: Guided Association Mining through Dynamic Constraint Refinement. PhD thesis, Flinders University (2005)}.


Another area of future work for the VDM community is quantification. Although the benefits that VDM can provide are clear to us, due to its subjective nature, the benefits of this synergy are not easily quantified and thus may not be as obvious to others. VDM methods can be more time-consuming to develop and thus for VDM to be accepted more widely we must find methods of showing that VDM demonstrates either (or both of) a time improvement or a quality improvement over non-visual methods.

This book has been long awaited. The VDM community has come a long way in a short time. Due to its ability to merge the cognitive ability and contextual awareness of humans with the increasing computational power of data mining systems, VDM is undoubtly not just a future trend but destined to be one of the main themes for data mining for many years to come.

April 2008

John F. Roddick
Preface

John W. Tukey, who made unparalleled contributions to statistics and to science in general during his long career at Bell Labs and Princeton University, emphasized that seeing may be believing or disbelieving, but above all, data analysis involves visual, as well as statistical, understanding. Certainly one of the oldest visual explanations in mathematics is the visual proof of the Pythagorean theorem. The proof, impressive in its brevity and elegance, stresses the power of an interactive visual representation in facilitating our analytical thought processes. Thus, visual reasoning approaches to extracting and comprehension of the information encoded in data sets became the focus of what is called visual data mining. The field emerged from the integration of concepts from numerous fields, including computer graphics, visualization metaphors and methods, information and scientific data visualization, visual perception, cognitive psychology, diagrammatic reasoning, 3D virtual reality systems, multimedia and design computing, data mining and online analytical processing, very large databases last, and even collaborative virtual environments.

The importance of the field had already been recognized in the beginning of the decade. This was reflected in the series of visual data mining workshops, conducted at the major international conferences devoted to data mining. Later, the conferences and periodicals in information visualization paid substantial attention to some developments in the field. Commercial tools and the work in several advanced laboratories and research groups across the globe provided working environments for experimenting not only with different methods and techniques for facilitating the human visual system in examination and patterns discovery, and understanding of patterns among massive volumes of multi-dimensional and multi-source data, but also for testing techniques that provide robust and statistically valid visual patterns. It was not until a panel of more than two dozen internationally renowned individuals was assembled, in order to address the shortcomings and drawbacks of the current state of visual information processing, that the need for a systematic and methodological development of visual analytics was placed in the top priorities on the research and development agenda in 2005.

This book aims at addressing this need. Through a collection of 21 chapters selected from more than 46 submissions, it offers a systematic presentation of the state of the art in the field, presenting it in the context of visual analytics. Since visual analysis is such a different technique, it is an extremely significant topic for contemporary data mining and data analysis.

The editors would like to thank all the authors for their contribution to the volume and their patience in addressing reviewers’ and editorial feedback. Without their contribution and support the creation of this volume would have been impossible. The editors would like to thank the reviewers for their thorough reviews and detailed comments.
Special thanks go to John Roddick, who, on short notice, kindly accepted the invitation to write the Foreword to the book.
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Simeon J. Simoff
Michael Böhlen
Arturas Mazeika
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1 Introduction

In our everyday life we interact with various information media, which present us with facts and opinions, supported with some evidence, based, usually, on condensed information extracted from data. It is common to communicate such condensed information in a visual form – a static or animated, preferably interactive, visualisation. For example, when we watch familiar weather programs on the TV, landscapes with cloud, rain and sun icons and numbers next to them quickly allow us to build a picture about the predicted weather pattern in a region. Playing sequences of such visualisations will easily communicate the dynamics of the weather pattern, based on the large amount of data collected by many thousands of climate sensors and monitors scattered across the globe and on weather satellites. These pictures are fine when one watches the weather on Friday to plan what to do on Sunday – after all if the patterns are wrong there are always alternative ways of enjoying a holiday. Professional decision making would be a rather different scenario. It will require weather forecasts at a high level of granularity and precision, and in real-time. Such requirements translate into requirements for high volume data collection, processing, mining, modelling and communicating the models quickly to the decision makers. Further, the requirements translate into high-performance computing with integrated efficient interactive visualisation. From practical point of view, if a weather pattern can not be depicted fast enough, then it has no value. Recognising the power of the human visual perception system and pattern recognition skills adds another twist to the requirements – data manipulations need to be completed at least an order of magnitude faster than real-time change in data in order to combine them with a variety of highly interactive visualisations, allowing easy remapping of data attributes to the features of the visual metaphor, used to present the data. In this few steps in the weather domain, we have specified some requirements towards a visual data mining system.
visual data mining is to help a user to get a feeling for the data, to detect interesting knowledge, and to gain a deep visual understanding of the data set” [1]. Niggemann [2] looked at visual data mining as visual presentation of the data close to the mental model. As humans understand information by forming a mental model which captures only a gist of the information, then a data visualisation close to the mental model can reveal hidden information encoded in that data [2]. Though difficult to measure, such closeness is important, taking in account that visualisation algorithms map data sets that usually lack inherent 2D and 3D semantics onto a physical display (for example, 2D screen space or 3D virtual reality platform). Ankerst [3], in addition to the role of the visual data representation, explored the relation between visualisation and the data mining and knowledge discovery (KDD) process, and defined visual data mining as “a step in the KDD process that utilizes visualisation as a communication channel between the computer and the user to produce novel and interpretable patterns.” Ankerst [3] also explored three different approaches to visual data mining, two of which are connected with the visualisation of final or intermediate results and the third one involves interactive manipulation of the visual representation of the data, rather than the results of the algorithm.

The three definitions recognise that visual data mining relies heavily on human visual processing channel, and utilises human cognition. The three definitions also emphasise, respectively, the key importance of the following three aspects of visual data mining: (i) tasks; (ii) visual representation (visualisation); and (iii) the process.

Our work definition looks at visual data mining as the process of interaction and analytical reasoning with one or more visual representations of an abstract data that leads to the visual discovery of robust patterns in these data that form the information and knowledge utilised in informed decision making. The abstract data can be the original data set or/and some output of data mining algorithm(s).

3 The Process

Fig. 1 illustrates a visual data mining process that corresponds to our definition. The visual processing pipeline is central to the process. Each step of this pipeline involves interaction with the human analyst, indicated by the bi-directional links that connect each step in the process and the human analyst. These links indicate that all the iterative loops in the process close via the human analyst. In some cases, data mining algorithms can be used to assist the process. Data mining algorithm(s) can be applied to the data: (a) before any visualisation has been considered, and (b) after some visual interaction with the data. In the first case, any of the output (intermediate and final) of the data mining algorithm can be included in the visual processing pipeline, either on its own, or together with visualisation of the original data. For example, Fig. 2 illustrates the case when the output of a data mining algorithm, in this case an association rule mining algorithm, is visualised, visually processed and the result then is fed into the visual processing pipeline (in this example we have adapted the interactive mosaic plots visualisation technique for association rules [4]). In another iteration, the analyst can take in account the visualisation of the output of the data mining algorithm when interacting with raw data visualisation [5] or explore the association rule set using another visual representation [6].
Central to the “Analytical reasoning” step in Fig. 1 is the sense-making process [7]. The process is not a straight-forward progression but has several iterative steps that are not shown in Fig. 1.

As the visual data mining process relies on visualisation and the interaction with it, the success of the process depends on the breadth of the collection of visualisation techniques (see Fig. 1), on the consistency of the design of these visualisations, the ability to remap interactively the data attributes to visualisation attributes, the set of functions for interacting with the visualisation and the capabilities that these functions offer in support of the reasoning process. In Fig. 1 the “Collection of Visualisation Techniques” consists of graphical representations for data sets coupled with user interface techniques to operate with each representation in search of patterns. This coupling has been recognised since the early days of the field (for instance, see the work done in Bell Laboratories/Lucent Technologies [8] for an example of two graphical representations for the area of mining of telecommunications data: one for calling communities and the other for showing individual phone calls, and the corresponding interfaces that were successfully applied for telecommunications fraud detection through visual data mining). Keim [9] emphasised further the links between information visualisation and the interactivity of the visual representation in terms of visual data mining, introducing a classification relating the two areas, based on the data type to be visualised, the visualisation technique and the interaction and distortion technique. Though interaction has been recognised, there is a strong demand on the development of interactive visualisations, which are fundamentally different from static visualisations. Designed with the foundations of perceptual and cognitive theory in mind and focused on supporting the processes and methods in visual data mining, these visual data representations are expected to be relevant to the visual data mining tasks and effective in terms of achieving the data mining goals.
The separation of the visual analysis and visual results presentation tasks in visual data mining is reflected in recent visual data mining tools, for instance, Miner3D\(^1\), NetMap\(^2\) and NetMiner\(^3\), which include two type of interfaces: (a) visual data mining interface for manipulating visualisations in order to facilitate human visual pattern recognition skills; and (b) visual presentation interface for generating visual (static and animated) reports and presentations of the results, to facilitate human communication and comprehension of discovered information and knowledge.

As the ultimate goal is that the visual data mining result is robust and not accidental, visualisation techniques may be coupled with additional statistical techniques that lead to data visualisations that more accurately represent the underlying properties of the data. For example, the VizRank approach [10] ranks and selects two-dimensional projections of class-labelled data that are expected to be the better ones for visual analysis. These projections (out of the numerous possible ones in multi-dimensional large data sets) then are recommended for visual data mining.

### 4 The Book

Visual data mining has not been presented extensively in a single volume of works. Westphal and Blaxton [11] present an extensive overview of various data and

---

information visualisation tools and their visual displays in the context of visual data mining. The comprehensive survey by Oliveira and Levkowitz [12] of various visualisation techniques and what actually can be done with them beyond just navigating through the abstract representation of data, places a convincing case for the need for tighter coupling of data and information visualisation with the data mining strategies and analytical reasoning. During 2001-2003 there had been a series of workshops on visual data mining [9, 13-15] with proceedings focused on the state-of-the-art in the area and the research in progress. Soukup and Davidson’s monograph on visual data mining [16] has taken a business perspective and practice-based approach to the process and application of visual data mining, with a limited coverage of visual data representations and interactive techniques.

This book aims at filling the gap between the initiative started with the workshops and the business perspectives [11, 16]. The collection of chapters from leading researchers in the field presents the state-of-the-art developments in visual data mining and places them in the context of visual analytics. The volume is solely devoted to the research and developments in the field.


Part 1 includes five chapters that present different aspects of theoretical underpinnings, frameworks and methodologies for visual data mining. Chapter “The 3DVDM Approach: A Case Study with Clickstream Data” introduces an approach to visual data mining, whose development started as part of an interdisciplinary project at Aalborg University, Denmark in the late 90s. The 3DVDM project explored the development and potential of immersive visual data mining technology in 3D virtual reality environments. This chapter explores the methodology of the 3DVDM approach and presents one of the techniques in its collection – state-of-the-art interaction and analysis techniques for exploring 3D data visualisation at different levels of granularity, using density surfaces. The state-of-the-art is demonstrated with the analysis of clickstream data – a challenging task for visual data mining, taking into account the amount and categorical nature of the data set.

Chapter “Form-Semantics-Function – A Framework for Designing Visual Data Representations for Visual Data Mining” addresses the issue of designing consistent visual data representations, as they are a key component in the visual data mining process [17, 18]. [16] aligned visual representations with some visual data mining tasks. It is acknowledged that in the current state of the development it is a challenging activity to find out the methods, techniques and corresponding tools that support visual mining of a particular type of information. The chapter presents an approach for comparison of visualisation techniques across different designs.

Association rules are one of the oldest models generated by data mining algorithms – a model that has been applied in many domains. One of the common problems of the association rule mining algorithms is that they generate a large amount of frequent itemsets and, then, association rules, which are still difficult to comprehend due to their large quantity. The book includes several chapters providing methodologies, techniques and tools for visual analysis of sets of association rules.

In chapter “A Methodology for exploring visual association models” Alipio Jorge, João Poças and Paulo Azevedo present a methodology for visual representation of association rule models and interaction with the model. As association rule mining
algorithms can produce a large amount of rules this approach enables visual exploration and to some extent mining of large sets of association rules. The approach includes strategies for separation of the rules into subsets and means for manipulating and exploring these subsets. The chapter provides practical solutions supporting the visual analysis of association rules.

In chapter “Visual exploration of frequent itemsets and association rules” Li Yang introduces a visual representation of frequent itemsets and association rules based on the adaptation of the popular parallel coordinates technique for visualising multidimensional data [19]. The analyst has control on what is visualised and what is not and by varying the border can explore patterns among the frequent itemsets and association rules.

In chapter “Visual analytics: Scope and challenges” Daniel Keim, Florian Mansmann, Jörn Schneidewind, Jim Thomas and Hartmut Ziegler present an overview of the context in which visual data mining is presented in this book – the field of visual analytics. Visual data mining enables discovering of regularities in data sets visually or regularities in the output of data mining algorithms, as above discussed. Visual decision making produces decisions that rely heavily on visual data mining, but useful regularities are only a part of the entire decision-making process (see chapters 1-3 in [20] for detailed analysis of the relations between information visualisation, visual data mining and visual decision making). With respect to visual analytics, visual data mining offers powerful techniques for extraction of visual patterns. Visual analytics adds on top of it a variety of analytical techniques that look for making sense and discoveries from the visual output of the visual data mining systems. Visual data mining systems that support visual analytics combine a collection of information visualisation metaphors and techniques with aspects of data mining, statistics and predictive modelling.

Part 2 of the book groups chapters that present different techniques for visual data mining. Some of them are focused on revealing visual structures in the data, others on the output of data mining algorithms (association rules). The later techniques can be viewed as “visual extensions” of the data mining algorithms. Another interesting trend in this part is the tight coupling of interactive visualisations with conventional data mining algorithms which leads to advanced visual data mining and analytics solutions.

Chapter “Using nested surfaces for visual detection of structures in databases” presents a technique for facilitating the detection of less obvious or weakly expressed visual structures in the data by equalising the presence of the more and less pronounced structures in a data set. The chapter presents the technical details of the algorithms. Though, the practical realisation of the work is part of the 3DVDM environment, the algorithms are valid for any visual data mining system utilising 3D virtual reality environments.

In chapter “Visual mining of association rules” Dario Bruzzese and Cristina Davino present a framework for utilising various visualisation techniques to represent association rules and then to provide visual analysis of these rules. The chapter promotes the smorgasbord approach to employ a variety of visual techniques to unveil association structures and visually identify within these structures the rules that are relevant and meaningful in the context of the analysis.
In chapter “Interactive decision tree construction for interval and taxonomical data” François Poulet and Thanh-Nghi Do provide a framework for extending conventional decision tree-building algorithms into visual interactive decision tree classifier builders. The authors demonstrate it on the modification of two decision tree inducing algorithms. The approach offers the benefit of incorporating the statistical underpinning mechanisms for guiding the classifier induction with the interactive visual intervention and manipulation capabilities, which allow the deep visual exploration of the data structures and relating those structures to specific statistical characteristics of the patterns.

Support vector machines (SVMs) are another popular classifier. The winners in Task 2 in the KDD Cup 2002\(^4\), Adam Kowalczyk and Bhavani Raskutti, applied a proprietary SVM algorithm. In chapter “Visual Methods for Examining SVM Classifiers” Doina Caragea, Dianne Cook, Hadley Wickham and Vasant Honavar look at coupling data visualisation with an SVM algorithm in order to obtain some knowledge about the data that can be used to select data attributes and parameters of the SVM algorithm. The visual technique complements conventional cross-validation method. The last chapter of the book - François Poulet’s “Towards effective visual data mining with cooperative approaches”, also considers the interaction between the SVM technique and visualisations, though as part of a broader philosophy of integrated visual data mining tools.

In Chapter “Text visualization for visual text analytics” John Risch, Anne Kao, Stephen Poteet and Jason Wu explore visual text analytics techniques and tools. Text analytics couples semantic mapping techniques with visualisation techniques to enable interactive analysis of semantic structures enriched with other information encoded in the text data. The strength of the techniques is in enabling visual analysis of complex multidimensional relationship patterns within the text collection. Techniques, discussed in the chapter, enable human sense making, comprehension and analytical reasoning about the contents of large and complexly related text collections, without necessarily reading them.

Chapter “Visual discovery of network patterns of interaction between attributes” presents a methodology, collection of techniques and a corresponding visual data mining tool which enables visual discovery of network patterns in data, in particular, patterns of interaction between attributes, which usually are assumed to be independent in the paradigm of conventional data mining methods. Techniques that identify network structures within the data are getting an increasing attention, as they attempt to uncover linkages between the entities and their properties, described by the data set. The chapter presents a human-centred visual data mining methodology and illustrates the details with two case studies – fraud detection in insurance industry and Internet traffic analysis.

In chapter “Mining patterns for visual interpretation in a multiple views environment” José Rodrigues Jr., Agma Traina and Caetano Traina Jr. address the issue of semantically consistent integration of multiple visual representations and their interactive techniques. The chapter presents a framework which integrates three techniques and their workspaces according to the analytical decisions made by the analyst. The analyst can identify visual patterns when analysing in parallel multiple subsets of the

\(^4\) http://www.biostat.wisc.edu/~craven/kddcup/winners.html
data and cross link these patterns in order to facilitate the discovery of patterns in the whole data set.

Chapter “Using 2D hierarchical heavy hitters to investigate binary relationships” presents an original technique for identification of hierarchical heavy hitters (HHH). The concept of hierarchical heavy hitters is very useful in identifying dominant or unusual traffic patterns. In terms of the Internet traffic, a heavy hitter is an entity which accounts for at least a specified proportion of the total activity on the network, measured in terms of number of packets, bytes, connections etc. A “heavy hitter” can be an individual flow or connection. Hierarchical accounts for the possible aggregation of multiple flows/connections that share some common property, but which themselves may not necessarily be heavy hitters (similar to hierarchical frequent itemsets). The chapter presents visual data mining technique which addresses the space complexity of HHHs in multidimensional data streams [21]. The tool utilises the 3DVDM engine discussed in details in Part 3.

Chapter “Supporting visual data mining of time dependent data through data sonification” explores the potential integration of the visual and audio data representation. It presents the results of experimental study of different sonification strategies for 2D and 3D time series. As sound is a function of time, intuitively sonification seems to be suitable extension for mining time series and other sequence data. Following a human-computer interaction approach the study looks at the potential differentiation in the support that different sonification approaches provided to the analysts in addition to the visual graphs. There has been an increasing interest in experiments with data sonification techniques Though there are no systematic recommendations for mappings between data and sound, in general, these mappings can be split into three types: mapping data values or functions of them to (i) an audio frequency; (ii) musical notes and combinations of them; and (iii) specific sound patterns (like drum beat), where changes in the data are reflected in changes in the parameters of those sound patterns. The parameter selection process is complicated by constraints on the quality of the generated sound. For example, if the analyst decides to map data onto musical notes and use the tempo parameter to rescale too detailed time series, then, when selecting the range of the tempo and the instrument to render sonified data, the analyst has to be careful to avoid the introduction of distortions in the sound. Similar to the sensitivity of visual data representations to the cognitive style of the analyst, sonification may be sensitive towards the individual abilities to hear, which is one of the hypotheses of the study in this chapter.

In chapter “Context visualisation for visual data mining” Mao Lin Huang and Quang Vinh Nguyen focused on the methodology and visualisation techniques which support the presence of history and the context of the visual exploration in the visual display. Context and history visualization plays an important role in visual data mining especially in the visual exploration of large and complex data sets. Incorporating in the visual display context and history information can assist the discovery and the sense making processes, allowing to grasp the context in which a pattern occurs and possible periodical reoccurrence in similar or changed context. Context and history facilitate our short- and long-term memory in the visual reasoning process. The importance of providing both context and some history has been reemphasised in the visual data mining framework presented in [22].
Chapter “Assisting human cognition in visual data mining” brings in the focus of the reader the issue of visual bias, introduced by each visualisation technique, which may result in biased and inaccurate analytical outcomes. Visual bias is a perceptual bias of the visual attention introduced by the visualisation metaphor and leading to selective rendering of the underlying data structures. As interaction with visual representations of the data is subjective, the results of this interaction are prone to misinterpretation, especially in the case of analysts with lesser experience and understanding of the applicability and limitations of different visual data mining methods. Similar to the chapter “Visual discovery of network patterns of interaction between attributes”, this chapter takes the viewpoint on visual data mining as a “reflection-in-action” process. Then subjective bias within this framework can be addressed in two ways – one is to enable the human visual pattern recognition through data transformations that possess particular, known in advance, properties and facilitate visual separation of the data points. The other approach that authors propose to use in addressing subjective bias is a corrective feedback, by validating visual findings through employing another method to refine and validate the outcomes of the analysis. The two methods, labelled as “guided cognition” and “validated cognition”, respectively, are presented through examples from case studies.

Part 3 – Tools and Applications includes chapters, whose focus is on specific visual data mining systems. This is a selective, rather than a comprehensive, inclusion of systems or combinations of tools that enable visual data mining methodologies. A fairly comprehensive design criteria for visual data mining systems is presented in [22].

In chapter “3DVDM: A system for exploring data in virtual reality”, Henrik Nagel, Erik Granum, Søren Bovbjerg and Michael Vittrup present an immersive visual data mining system which operates on different types of displays, spanning from a common desktop screen to virtual reality environments as a six-side CAVE, Panorama and PowerWall. The 3DVDM system was developed as part of the interdisciplinary research project at Aalborg University, Denmark, mentioned earlier in the chapter, with partners from the Department of Computer Science, the Department of Mathematical Sciences, the Faculty of Humanities, and the Institute of Electronic Systems. The system has an extensible framework for interactive visual data mining. The chapter presents the basic techniques implemented in the core of the system. The pioneering work and experiments in visual data mining in virtual reality demonstrated the potential of immersive visual data mining, i.e. the immersion of the analyst within the visual representation of the data. This is substantially different situation in comparison to viewing data on conventional screens, where analysts observe the different visual representations and projections of the data set from outside the visualisation. In the 3DVDM system, the analyst can walk in and out of the visual presence of the data, as well as take a dive into specific part of the data set. The value of the research and development of the 3DVDM system is in the numerous research topics that it has opened, spanning from issues in building representative lower dimension projections of the multidimensional data that preserve the properties of the data through to issues in human-data interaction and visual data mining methodologies in virtual reality environments.

In chapter “DataJewel: Tightly integrating visualization with temporal data mining”, Mihael Ankerst, David Jones, Anne Kao and Changzhou Wang present the
architecture and the algorithms behind a visual data mining tool for mining temporal data. The novelty in the architecture is the tight integration of the visual representation, the underlying algorithmic component and the data structure that supports mining of large temporal databases. The design of the system enables the integration of temporal data mining algorithms in the system. DataJewel – that is the catchy name of the tool, offers an integrating interface, which uses color to integrate the activities both of the algorithms and the analyst. The chapter reports on experiments in analyzing large datasets incorporating data from airplane maintenance and discusses the applicability of the approach to homeland security, market basket analysis and web mining.

In chapter “A visual data mining environment” Stephen Kimani, Tiziana Catarci, and Giuseppe Santucci present visual data mining system VidaMine. The philosophy behind the design of VidaMine is similar to the philosophy underpinning the design of DataJewel: (i) an architecture, open for inclusion of new algorithms and (ii) a design, which aims at supporting the analyst throughout the entire discovery process. The chapter presents the details of the architecture and looks at different data mining tasks and the way the environment supports the corresponding scenarios. The chapter includes a usability study of a prototype from the point of view of the analyst – a step that should become a standard for the development of systems for visual data mining process and, in general, any system that supports human-centred data mining process.

Chapter “Integrative visual data mining of biomedical data: Investigating cases in chronic fatigue syndrome and acute lymphoblastic leukaemia” presents the application of visual data mining as part of an overall cycle for enabling knowledge support of clinical reasoning. The authors argued that similar to the holistic approach of the Eastern medicine, knowledge discovery in the biomedical domain requires methods that address the integrated data set of many sources that can potentially contribute to the accurate picture of the individual disease. Presented methods and algorithms, and the integration of the individual algorithms and methods, known informally as the “galaxy approach” (as opposed to the reductionist approach), addresses the issue of the complexity of biomedical knowledge, and, hence, the methods used to mine biomedical data. Data mining techniques are not only part of the patterns discovery process, but also contribute to relating models with existing biomedical knowledge bases and the creation of a visual representation of discovered existing relations in order to formulate hypotheses to question biomedical researchers. The practical application of the methodology and the specific data mining techniques are demonstrated in identifying the biological mechanisms of two different types of diseases: Chronic Fatigue Syndrome and Acute Lymphoblastic Leukaemia, respectively, which share the structure of collected data.

In the last chapter of the book – “Towards effective visual data mining with cooperative approaches”, François Poulet addresses the issues of tight coupling of the visualisation and analytical processes and forming an integrated data-mining tool that builds on the strengths of both camps. The author demonstrates his approach on coupling two techniques, some aspects of which have been discussed earlier in the book: the interactive decision tree algorithm CIAD (see chapter “Interactive decision tree construction for interval and taxonomical data”) and relating visualisation and SVM (see chapter “Visual Methods for Examining SVM Classifiers”). In this chapter these techniques are linked together – on the one hand, SVM optimises the interactive split
in the tree node, on the other hand, interactive visualisation is coupled with SVM to tune SVM parameters and provide explanation of the results.

5 Conclusions and Acknowledgements

The chapters that span this book draw together the state-of-the-art in the theory, methods, algorithms, practical implementations and applications of what constitutes the field of visual data mining. Through the collection of these chapters the book presents a selected slice of the theory, methods, techniques and technological development in visual data mining – a human-centric data mining approach, which has an increasing importance in the context of visual analytics [17]. There are numerous works on data mining, information visualisation, visual computing, visual reasoning and analysis, but there has been a gap in placing related works in the context of visual data mining. Human visual pattern recognition skills based on detection of changes in shape, colour and motion of objects have been recognised, but rarely positioned in-depth in the context of visual data mining ([20] is an exception). The purpose of this book is to fill these gaps. The unique feature of visual data mining is that it emerges during the interaction with data displays. Through such interaction, classes of patterns are revealed both by the visual structures formed in the displays and the position of these structures within the displays. As an interdisciplinary field, visual data mining is in a stage of forming its own niche, going beyond the unique amalgamation of the disciplines involved.
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Abstract. Clickstreams are among the most popular data sources because Web servers automatically record each action and the Web log entries promise to add up to a comprehensive description of behaviors of users. Clickstreams, however, are large and raise a number of unique challenges with respect to visual data mining. At the technical level the huge amount of data requires scalable solutions and limits the presentation to summary and model data. Equally challenging is the interpretation of the data at the conceptual level. Many analysis tools are able to produce different types of statistical charts. However, the step from statistical charts to comprehensive information about customer behavior is still largely unresolved. We propose a density surface based analysis of 3D data that uses state-of-the-art interaction techniques to explore the data at various granularities.

1 Introduction

Visual data mining is a young and emerging discipline that combines knowledge and techniques form a number of areas. The ultimate goal of visual data mining is to devise visualizations of large amounts of data that facilitate the interpretation of the data. Thus, visual data mining tools should be expected to provide informative but not necessarily nice visualizations. Similarly, visual data mining tools will usually enrich or replace the raw data with model information to support the interpretation. These goals, although widely acknowledged, often get sidelined and are dominated by the development of new visual data mining tools. Clearly, data analysis tools are important but it is at least as important to design principles and techniques that are independent of any specific tool.

We present an interdisciplinary approach towards visual data mining that combines mature and independent expertise from multiple areas: database systems, statistical analysis, perceptual psychology, and scientific visualization. Clearly, each of these areas is an important player in the visual data mining process. However, in isolation each area also lacks some of the required expertise. To illustrate this, we briefly recall three very basic properties that any realistic visual data mining system must fulfill. Typically each property is inherent to one area but poorly handled in the other areas.

Relevant data. At no point in time is it feasible to load or visualize a significant part, let alone all, of the available data. The data retrieval must be limited to the relevant
part of the data. The relevant part of the data might have to depend on the state of the data mining process, e.g., be defined as the part of the data that is analyzed at a specific point in time.

**Model information.** It is necessary to visualize model information rather than raw data. Raw data suffers from a number of drawbacks and a direct visualization is not only slow but makes the quality depend on the properties of the data. A proper model abstracts from individual observations and facilitates the interpretation.

**Visual properties.** It is very easy to overload visualizations and make them difficult to interpret. The effective use of visual properties (size, color, shape, orientation, etc.) is a challenge [16]. Often, a small number of carefully selected visual properties turns out to be more informative than visual properties galore.

This paper describes a general-purpose interactive visual data mining system that lives up to these properties. Specifically, we explain *incremental observer relative data extraction* to retrieve a controlled superset of the data that an observer can see. We motivate the use of *density information* as an accurate model of the data. We visualize *density surfaces* and suggest a small number of interaction techniques to explore the data. The key techniques are animation, conditional analyzes, equalization, and windowing. We feel that these techniques should be part of any state-of-the-art visual data mining system.

**Animation.** Animation is essential to explore the data at different levels of granularity and get an overview and feel for the data. Without animations it is very easy to draw wrong conclusions.

**Windowing.** For analysis purposes it is often useful to have a general windowing functionality that allows to selectively collapse and expands individual dimensions and that can be used to change the ordering of (categorical) attribute values.

**Equalization.** The data distribution is often highly skewed. This means that visualizations are dominated by very pronounced patterns. Often these patterns are well known (and thus less interesting) and they make it difficult to explore other parts of the data if no equalization is provided.

**Conditional Analyzes.** Data sets combine different and often independent information. It must be possible to easily perform and relate analyzes on different parts of the data (i.e., conditional data analyzes).

In Section 4 we will revisit these techniques in detail and discuss how they support the interpretation of the data. Throughout the paper we use clickstream data to illustrate these techniques and show how they contribute to a robust interpretation of the data. Clickstream data is a useful yardstick because it is abound and because the amount of data requires scalable solutions. We experienced that a number of analysis tools exhibit significant problems when ran on clickstream data, and the performance quickly became prohibitive for interactive use.

There are a number of tools that offer advanced visual data mining functionality: GGobi [20], MineSet [2], Clementine [11], QUEST [1], and Enterprise Miner [3]. Typically, these are comprehensive systems with a broad range of functionalities. Many of them support most of the standard algorithms known from data mining, machine learning, and statistics, such as association rules, clustering (hierarchical, density-based, Kohonen, k-means), classification, decision trees, regression, and principal components.
None of them supports data mining based density surfaces for 3D data and advanced interaction techniques for the data analyst. Many of the systems also evolved from more specialized systems targeted at a specific area.

Data access structures are used to identify the relevant data and are often based on the B- and R-tree [9]. R-tree based structures use minimum bounding rectangles to hierarchically group objects and they support fast lookups of objects that overlap a query point/window. Another family of access structures is based only on space partitioning as used in the kd-tree [17]. Common to all these structures is a spatial grouping. In our case the visible objects are not necessarily located in the same area. Each object has its own visibility range and therefore the visible objects may be located anywhere in the universe. In addition to the lack of a spatial grouping of visible objects the above mentioned access structures also do not support the incremental extraction of visible objects, which we use to generate the stream of visible objects.

For the model construction we estimate the probability density function (PDF). Probability density functions and kernel estimation have been used for several decades in statistics [18,19,6,5,23]. The main focus has been the precision of the estimation, while we use it to interactively compute density surfaces. We use the density surfaces to partition the space. Space partitioning has been investigated in connection with clustering [10,8,22,24,4,12] and visualization. The visualization is usually limited to drawing a simple shape (dot, icon glyph, etc.) for each point in a cluster [4,12] or drawing (a combination of) ellipsoids around each cluster [21,7]. The techniques are usually not prepared to handle data that varies significantly in size, contains noise, or includes multiple not equally pronounced structures [15]. Moreover, a different density levels often requires a re-computation of the clusters, which is unsuitable for interactive scenarios let alone animation.

Structure of the paper: Section 2 discusses clickstreams. We discuss the format of Web logs, show how to model clickstreams in a data warehouse, and briefly point to current techniques for analyzing clickstream. Section 3 discusses selected aspects of the 3DVDM System, namely the use of incremental observer relative data extraction to generate a stream of visible observations, and the model computation from this stream. Section 4 uses the clickstream data to illustrate data mining based on density surfaces.

2 Clickstreams

One of the most exciting data sources are Web logs (or clickstreams). A clickstream contains a record for every page request from every visitor to a specific site. Thus, a clickstream records every gesture each visitor makes and these gestures have the potential to add up to comprehensive descriptions of the behavior of users. We expect that clickstreams will identify successful and unsuccessful sessions on our sites, determine happy and frustrated visitors, and reveal the parts of our Web sites are (in)effective at attracting and retaining visitors.

2.1 Web Server Log Files

We start out by looking at a single standardized entry in a log file of a web server:
Such an entry contains the following information.

1. The IP address of the visitor. Possibly a cookie ID is included as well.
2. The date and time (GMT) of the page request.
3. The precise HTTP request. The type of request is usually GET or Submit.
4. The returned HTTP status code. For example, code 200 for a successful request, code 404 for a non-existing URL, code 408 for a timeout, etc.
5. The number of bytes that have been transferred to the requesting site.
6. The most recent referring URL (this information is extracted from the referrer field of the HTTP request header).
7. The requesting software; usually a browser like Internet Explorer or Netscape, but it can also be a robot of a search engine.

Web logs do not only contain entries for pages that were explicitly requested. It is common for a page to include links to, e.g., pictures. The browser usually downloads these parts of a document as well and each such download is recorded in the Web log. Consider the two example entries below. The first entry reports the download of the root page. The second entry is the result of downloading an image that the root page refers to.

2.2 Modeling Clickstreams in a Data Warehouse

We are a long way from inferring user behavior just by analyzing the entries in a web log. We have to clean the raw log data and organize it in a way that supports the business perspective. A well known approach is to use ETL (extract transform load) techniques to pre-process and load the data into a data warehouse that supports business analyzes. Figure 1 shows an example data warehouse schema.

The schema in Figure 1 is a classical data warehouse start schema [13]. The Clickstream fact table contains an entry for every record in the Web log and is several GB large. Each entry has a number of key attributes that point to descriptive entries in the
The 3DVDM Approach: A Case Study with Clickstream Data

Fig. 1. Star Schema of a Clickstream Data Warehouse

dimension tables. The measure attributes carry information about individual sessions (ID, total number of pages accessed during a session, total session time). Note that these attributes are not available in the log file. They have to be inferred during the data preprocessing phase. A common approach is to sort the log on IP and time, and then use a sequential scan to identify sequences of clicks that form a session. Below we briefly describe those aspects of the dimensions that have unique properties related to the analysis of clickstreams [14].

**Date Dimension.** The date dimension is small and has a few thousand records at most (365 days per year). The business requirements determine the attributes that should be included. For example, we should record for each day whether it is a holiday or not if some of our analyzes will treat holidays separately.

**Time Dimension.** All times must be expressed relative to a single standard time zone such as GMT that does not vary with daylight savings time. The time dimension has 86,400 records, one for each second of a given day. A separate time dimension allows analyzes across days and makes it easy to constrain the time independent of the day.

**Visitor Dimension.** It is possible to distinguish three types of visitors. Anonymous visitors are identified by their IP addresses. In many cases, the IP address only identifies a port on the visitor’s Internet service provider. Often, these ports are dynamically reassigned, which makes it difficult to track visitors within a session let alone across sessions. A cookie visitor is one who has agreed to store a cookie. This cookie is a reliable identifier for a visitor machine. With a cookie, we can be pretty sure that a given machine is responsible for a session, and we can determine when the machine will visit us again. An authenticated visitor is the human-identified visitor who not only
has accepted our cookie but sometime in the past has revealed the name and other information. The visitor dimension is potentially huge but its size can often be reduced significantly. For example, anonymous visitors can be grouped according to domain (and sub-domain). For cookie and authenticated visitors it is likely that we want to build up individual profiles, though.

**Document Dimension.** The document dimension requires a lot of work to make the clickstream source useful. It is necessary to describe a document by more than its location in the file system. In some cases, the path name to the file is moderately descriptive (e.g., a .jpg extension identifies a picture), but this is certainly not always the case. Ideally, any file on a Web server should be associated with a number of categorical attributes that describe and classify the document.

**Session Dimension.** The session dimension is a high-level diagnosis of sessions. Possible types are student, prospective student, researcher, surfer, happy surfer, unhappy surfer, crawler, etc. The session information is not explicitly stored in the Web log file. Basically, it has to be reverse engineered from the log file and added during data preprocessing.

### 2.3 Analyzing Clickstreams

There are a number of standard statistical tools available that are being used to analyze web logs. These tools are used to summarize the data and display the summaries. Two typical charts are shown in Figure 2.

![Figure 2. Statistical Analysis of a Web Log](image)

Typically, the summaries are computed for one dimension as illustrated by the charts in Figure 2(a). 2D (or even 3D) summaries are more rare, although some of the tools offer (2D) crosstabbing. As a result the information is often spread over a large number of tables and graphs, and it is difficult to analyze a clickstream comprehensively.

We propose to combine much of this information into a single graph and use state-of-the-art interaction techniques to analyze the data from different perspectives and at different granularities.
3 The 3DVDM System

3.1 Overall Architecture

As mentioned in the introduction visual data mining is fundamentally inter-disciplinary. Any visual data mining system should make this a prime issue for the basic design of the system. An obvious approach is to go for a modular system with independent components as illustrated in Figure 3.

![Diagram](image)

**Fig. 3.** 3DVDM System Architecture

The modules are implemented as separate processes that communicate through streams. Each module has an event handler that reacts to specific events. These events can be triggered by any of the other modules. Other than this no cooperation between or knowledge of the modules is required, which is an asset for a true interdisciplinary system.

The 3DVDM System is being used in environments (Panorama, Cave) where the data analyst has the possibility to explore the data from the inside and outside. Below we describe techniques to retrieve and stream the data during such explorations and show how to process the stream and compute model information.

3.2 Streaming Visible Data

Visible objects are identified by the distance in which the object is seen. We use the visibility range to define the visibility of an object. In the simplest case it is proportional to the size of an object: \( VR(o_i) = o_i[s] \cdot c \). Here, \( VR(o_i) \) is the visibility range of object \( o_i \), \( o_i[s] \) is the size of the object, and \( c \) is a constant. Thus, object \( o_i \) will be visible in the circular or hyper-spherical area of size \( VR(o_i) \) around the center of \( o_i \).

We write \( \mathcal{V}_{P_1} \) to denote the set of visible objects from the point \( P_1 \). Objects that become visible when an observer moves from position \( P_l \) to position \( P_{l+1} \) are denoted by \( \Delta^+_{P_l,P_{l+1}} \). With this the stream of visible data from position \( P_0 \) to \( P_k \) is defined as a sequence \( S(P_0, P_k) = (\mathcal{V}_{P_0}, \Delta^+_{P_0,P_1} \ldots \Delta^+_{P_{k-2},P_{k-1}}) \). Here, \( k \) is a number of observer positions and the number of stream slices. The definition says that we stream all visible data for the initial observer position. Any subsequent slices are produced as increments.
Figure 3.2 shows a part of the clickstream data. Specifically, the clicks from four domains are shown: .it, .de, .uk, and .es. We assume equally sized visibility ranges for all clicks (alternatively, the VR could be chosen to be proportional to, e.g., the size of the downloaded document) and let the observer move along the clicks from .it.

The observer starts at the time position 5 and the VR is 4. Initially, 1728 visible object are received. In Figure 5(b) and 5(c) the incremental slices are shown. $\Delta_{P_0 \ldots P_1}^+$ contains 503 and $\Delta_{P_1 \ldots P_2}^+$ contains 363 newly visible objects.

To provide efficient streaming of visible objects we use the VR-tree, an extension of the R-tree, together with the Volatile Access Structure (VAST). The structures enable a fast and scalable computation of $\Delta^+$ when the observer is moving.

VAST is called volatile because it is initialized and created when the observer starts moving. It is destroyed if the observer no longer needs streaming support. Figure 6 shows an example of VAST that mirrors a subset of the VR-tree. Figure 6(a) shows the hierarchical structure of the VR-Tree. Figure 6(b) shows only the visible objects. These are all objects with a VR that includes the observer position. VAST mirrors the visible part of the VR tree as illustrated in Figure 6(c). In contrast to the VR tree, which uses absolute Cartesian coordinates, VAST uses an observer relative representation with distances and angles. This representation is more compact and supports a moving observer.

## 3.3 Model Computation

The visible data is streamed to the model computation module where it is processed in slices to estimate the PDF. The estimation algorithm starts with a coarse uniform grid data structure and processes the first slice of the data. The estimation process can be in
two states: the estimation or skipping state. In the estimation state the algorithm refines the PDF by adding new kernels and refining the grid structure in regions where the PDF is non-linear. The process continues until the desired precision is reached. When the estimation is precise enough it enters the skipping state. In the skipping state the algorithm skips the slices until it finds new information that is not yet reflected in the PDF. If such a slice is found the processing is resumed. The individual steps of the stream-base processing are shown in code fragment 1.

**Code Fragment 1. Estimation of the Probability Density Function**

```
Algorithm: estimatePDF
Input:
  vDataset: sequence of data points
  \( \varepsilon \): accepted precision
  InitG: initial number of grids
Output:
  APDF tree \( \alpha \)
Body:
  1. Initialize \( \alpha \)
  2. skipState = FALSE
  3. FOR EACH slice \( s_i \) DO
      3.1 IF !skipState THEN
          3.1.1 Process slice \( s_i \).
          3.1.2 Split the space according to the precision of the estimation
          3.1.3 IF precisionIsOK(\( \alpha \)) THEN
              skipState = TRUE
              END IF
      3.2 ELSIF newStream(\( s_i \)) THEN
          3.2.1 skipState = FALSE
          END IF
      END FOR
```

The density surface module can be in one of two states: active (in the process mode) and inactive (waits for an wake up event). The module is active if: (i) a change of the input parameters has triggered the recalculation of the PDFs and/or density surfaces or (ii) the animation of density surfaces is switched on.

Pseudo Code Fragment 2 sketches the event handling. The first block handles new data. A new (or changed) data set triggers the re-computation of the model. The block deletes previous model information if requested (sub-block 1.1), splits the dataset into conditional datasets, and calculates the PDFs for the individual datasets (sub-block 1.3).
The second block handles animation events. It calculates the next density surface level (sub-blocks 2.1-2.2) and computes the corresponding density surfaces (sub-blocks 2.3-2.4). The third block handles events triggered by a change of the density level. This requires a recalculation of the density surfaces at the requested density level. The 4th block visualizes the computed density surfaces and, optionally, corresponding data samples.

**Code Fragment 2. Dispatcher of the DS module**

1. IF new(vDataset) THEN
   1.1 IF reset THEN
       vPDF = vSurfaces = vPlacement = ∅
       END IF
   1.2 IF bConditional THEN
       Split vDataset according to the categorical attribute into D_1,...,D_k.
       ELSE
       D_1 = vDataset
       END IF
   1.3 FOR EACH Dataset D_i DO
       vPDF = vPDF ∪ estimatePDF(D_i, EstErr, InitG)
       vPlacement = vPlacement ∪ cPlacement
   END FOR
   END IF
2. IF bAnimate THEN
   2.1 animateDSLevel += 1.0 / animateDSFrames
   2.2 IF animateDSLevel >= 1.0 THEN
       animateDSLevel = 1.0 / animateDSFrames
   END IF
   2.3 vSurface = ∅
   2.4 FOR EACH vPDF_i DO
       vSurface = vSurface ∪ calculateDS(vPDF_i, animateDSLevel, iDSGridSize, bEqualized)
   END FOR
   2.5 Request for calculation
   END IF
3. IF !bAnimate AND changed(fDSLevel) THEN
   3.1 FOR EACH vPDF_i DO
       vSurface = vSurface ∪ calculateDS(vPDF_i, fDSLevel, iDSGridSize, bEqualized)
   END IF
4. visualizeObs()

4 Data Analyzes and Interpretation

This section discusses and illustrates the four key interaction techniques: animation, conditional analyzes, equalization, and windowing. These are general techniques that support the interpretation of the data and are useful in other settings as well. Figure 7 illustrates the challenges the data mining process has to deal with. Neither the visualization of the entire data set (Figure 7(b)) nor the visualization of two domains only (Figure 7(c)) provide detailed insights. We discuss how the above techniques help to investigate and interpret this data.

Below we use I for the interpretation of a visualization. We use I to relate different visualization techniques. Specifically, we formulate theorems that relate the information content of different density surface visualizations.
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2.1 Animation

An animation of density surfaces is a (cyclic) visualization of a sequence of density surfaces with a decreasing density level. For example if the number of frames is chosen to be four then the density surfaces at levels \( \alpha_1 = 1/5 \), \( \alpha_2 = 2/5 \), \( \alpha_3 = 3/5 \), and \( \alpha_4 = 4/5 \) will be visualized in sequence. Since the printed version of the manual is limited and cannot show the animation we present the animation of density surfaces by a sequence of snapshots at different density levels. Figure 8 shows an animated solid sphere (a 3D normal distributions).

Theorem 1. Animated density surfaces are strictly more informative than any individual density surface:

\[
\forall k \left( I[\bigcup_i DS(D, \alpha_i)] \supset I[DS(D, \alpha_k)] \right)
\]

Figure 8, which exhibits a very simple and regular data distribution, illustrates Theorem 1 quite nicely. It is necessary to look at the animated density surfaces to confirm the normal distribution. None of the four snapshots would allow us to infer the same interpretation as the four snapshots together. Note that for any given density level \( \alpha_k \) it is possible to construct a dataset \( D' \), such that \( I[DS(D, \alpha_k)] = I[DS(D', \alpha_k)] \) and \( \forall i \neq k : I[DS(D, \alpha_i)] \neq I[DS(D', \alpha_i)] \).

Figure 9 shows animated density surfaces for a subset of the clickstream data set. The figure shows the clicks from the following domains: Italy (30%), Germany (28%), the UK (22%), and Spain (20%).

---

1 Because of rescaling the sphere is deformed and resembles an ellipsoid.
The four countries are very different in culture and working style. The density surfaces nicely reflect this. For example in Spain people have a long break (siesta) in the middle of the day. The siesta divides the density surface for Spain into two similar sized surfaces (cf. $S_1$ and $S_2$, Figure 9(c)). Italy produces most of the clicks during the second part of the day (cf. surface $I$, Figure 9(c)). In contrast most of the UK clicks are received in the first part of the day (cf. surface $U_1$, Figure 9(c)). The German domain is bound by the working hours and peaks in the afternoon. Figure 9(d) shows the peaks for the individual domains.

4.2 Conditional Density Surfaces

Conditional density surfaces are the result of splitting a data set into several subsets and computing a model (i.e., density surfaces) for each of them. A common approach is to split a data set according to the values of a categorical attribute (e.g., sex, country, etc).

An example of conditional density surfaces is shown in Figure 10. The data set contains two normal distributions. A binary attribute $W$ was added to assign the observations to the clusters. All observations that fall into the cluster $A$ have $W = 1$, while observations that fall into cluster $B$ have $W = 2$. Figures 10(c) shows a non-conditional density surface. A single density surface encloses both structures in space. Figure 10(b) shows conditional density surfaces. The conditional analysis separates the data points and yields two independent (but possibly intersecting) density surfaces.
**Theorem 2.** Let $D_1, \ldots, D_k$ be independent data sets with identical schemas $D_i$, and let $D = \bigcup_{i=1}^{k} \pi_i[D_i, i](D_i)$ be the union of these data sets with schema $D = D_1 \cup \{W\}$. If a conditional data set contains independent structures then an appropriate conditional analysis is more informative than an unconditional analysis.

$$I[\bigcup_i DS(\sigma[W = i](D), \alpha)] \supseteq I[DS(D, \alpha)]$$

Basically, a conditional analysis will yield the same result as an (unconditional) analysis of the individual data sets. If the data sets are independent this is the optimal result. In practice, conditional analyses can also be useful if independence is not achieved completely. For example, it can be appropriate to treat the clicks from different countries as being independent even if this is not completely accurate. Often it is best to try out both types of analysis, which means that switching between conditional and unconditional analyzes should be supported by the interaction tools available to the data analyst.

### 4.3 Equalization of Structures

Many real world data sets contain very skewed data. For example, it is likely that a web server will handle a huge amount of local traffic. This does not necessarily mean that non-local domains are less important for the data analysis. In order to support the exploration of not equally pronounced structures it is necessary to equalize the structures before they are displayed.

The data set in Figure 11 contains two structures: a spiral (80% of all observations) and a sphere (20% of all observations). In Figure 11(a) we chose the number of observations that yields the best visualization of the spiral. The result is a scatter plot that does not show the sphere. In Figure 11(b) we increase the number of observations until the sphere can be identified. This yields a scatter plot that makes it difficult to identify the spiral. Clearly, it is much easier to identify the structures if equalized density surfaces are used (cf. Figure 11(c)).

![Fig. 11. Scatterplots versus Equalized Density Surfaces](image)

Since the densities of the structures are very different, an overall best density level does not exist as illustrated in Figure 12(a). A low density yields an appropriate sphere but only shows a very rough contour of the spiral. A high density shows a nice spiral but does not show the sphere at all. Basically, we experience the same problems as with the scatterplot visualization. The density information makes it fairly straightforward to
equalize the two structures. The idea is illustrated in Figure 12(b). The structures are equalized by adaptively (i.e., based on the density of a structure) calculating the density level for each structure (e.g., 10% of the maximum density for each structure).

Equalization requires a separation of structures. This comes for free if we use conditional density surfaces. Equalization and conditional density surfaces therefore complement each other nicely. With unconditional analyzes the separation has to be implemented as a separate process.

Note that, in contrast to density surfaces, scatterplot visualizations are not easy to equalize. In principle, one has to determine the optimal number of observations that shall be visualized for each structure. This number depends on many factors and cannot be determined easily.

**Theorem 3.** Any data set $D$ can be completely dominated:

$$\forall D \exists D'(I[DS(D', \alpha)] = I[DS(D \cup D', \alpha)])$$

Figure 12(a) illustrates how the spiral dominates the sphere. Here the domination is not complete because there is still a density level at which the sphere can be identified. If the density of the spiral was increased further the sphere will eventually be treated as noise.

**Theorem 4.** Equalization preserves the interpretation of individual structures:

$$\forall D, D'(I[DS^{eq}(D \cup D', \alpha)] = I[DS(D, \alpha)] \cup I[DS(D', \alpha)])$$

The preservation is illustrated in Figure 11(c). Here the two structures are shown as if each of them was analyzed individually.

### 4.4 Windowing

The window functionality is used if we want to investigate a subset of the data in more detail. Technically, the window function filters out the observations that fall outside the selected window and re-scales the data to the unit cube. Conceptually, the window functionality enables an investigation at the micro level (a “smart” zoom into the dataset). In contrast to standard zooming techniques, windowing allows to zoom in on a single dimension. For example, it is possible to restrict the analysis to a few domains but preserve the complete time dimension. Note that windowing must trigger a recalculation.
of the model. This makes it possible that a single surface at the macro level can split into several surfaces at micro level, as one expects it to be.

Figure 13 is a direct visualization of the clickstream and illustrates the problem. Because the coding preserves the natural ordering of the data all frequent domains (.dk, .com, etc.) are clustered at the beginning of the axis. This yields a very skewed plot that can only be used for a simple overall load analysis: The work-load is high during the very early morning hours and the local working hours (surfaces A and B in Figure 13(c)), and the work-load peaks around 8PM (surface C in Figure 13(d)).

![Image of Fig. 13. The Sunsite Dataset (Natural Ordering)](image)

What we want is that the cluster starts to “unfold” as we move closer, i.e., we expect the domains to separate. Standard zooming techniques do not provide this functionality directly. Typically, when moving closer we not only narrow the IP domain but also loose the overview of the time domain. Moreover, zooming does not trigger a re-computation of the model, which means that the surfaces will simply be stretched.

Figure 14 illustrates the idea of the windowing functionality. A simple windowing tool is shown in Figure 14(b). The menu allows to select the domains that shall be visualized (i.e., the window). It supports dimension hierarchies and does not require that the selected domains are contiguous. The effect of zooming in is illustrated in Figure 14(c). The original cluster of points has unfold and it is now possible to analyze selected domains/regions.

![Image of Fig. 14. The Clickstream Data from www.sunsite.dk](image)
Another useful feature of windowing is re-ordering. If the data analyst wants to change the ordering of the domains this can be very easily done using the tool shown in Figure 14(b).

5 Summary and Future Work

We investigated the potential of density surfaces of 3D data to analyze clickstream data. Density surfaces accurately summarize the data and yields a good model. Density surfaces are simple visual structures that are easy to perceive and support the interpretation of the data. We showed that animation, conditional analyzes, equalization, and windowing are crucial interaction techniques. They make it possible to explore the data at different granularity levels, which leads to a robust interpretation.

In the future it would be interesting to classify density surfaces and come up with an alphabet. The analysis of high-dimensional data is another interesting issue. One could for example investigate projection techniques before the density surfaces are computed, or the (moderate) use of additional visual properties.
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Abstract. Visual data mining, as an art and science of teasing meaningful insights out of large quantities of data that are incomprehensible in another way, requires consistent visual data representations (information visualisation models). The frequently used expression "the art of information visualisation" appropriately describes the situation. Though substantial work has been done in the area of information visualisation, it is still a challenging activity to find out the methods, techniques and corresponding tools that support visual data mining of a particular type of information. The comparison of visualisation techniques across different designs is not a trivial problem either. This chapter presents an attempt for a consistent approach to formal development, evaluation and comparison of visualisation methods. The application of the approach is illustrated with examples of visualisation models for data from the area of team collaboration in virtual environments and from the results of text analysis.

1 Introduction

In visual data mining large and normally incomprehensible amounts of data are reduced and compactly represented visually through the use of visualisation techniques based on a particular metaphor or a combination of several metaphors. For instance, digital terrain models, based on the landscape metaphor and various geographical frameworks [1, 2] and CAD-based architectural models of cities take the metaphor of urban design into information visualisation. Their popularity has demonstrated that multi-dimensional visualisation can provide a superior means for exploring large data-sets, communicating model results to others and sharing the model [3]. Techniques based on animation and various multimedia support [4] appear frequently in the research and development radar [5]. Dr Hans Rosling¹, a professor in global health at Sweden’s Karolinska Institute, has markedly demonstrated the power of animation and visual computing [6, 7] for visually extracting knowledge out of publicly available data, often drawn from United Nations data.

¹ http://www.ted.com/
The design of visualisation models for visual data mining, in broad sense, is the
definition of the rules for conversion of data into graphics. Generally, the visualisation
of large volumes of abstract data, known as ‘information visualisation’ is closely
related but sometimes contrasted, to scientific visualisation, which is concerned with
the visualisation of (numerical) data used to form concrete representations [7]. The
frequently used expression "the art of visualisation" appropriately describes the state
of research in that field. Currently, it is challenging activity for information designers
to find out the methods, techniques and corresponding tools available to visualise a
particular type of information. The comparison of visualisation techniques across
different designs is not a trivial problem [8]. Partially, current situation is explained
by the lack of generic criteria to access the value of visualisation models. This is a
research challenge, since most people develop their own criteria for what makes a
good visual representation. The design of visualisation schemata is dominated by
individual points of views, which has resulted in a considerable variety of ad hoc
techniques [5]. A recent example is the visualisation of association rules proposed in
[9]. On the other hand, an integral part of information visualisation is the evaluation
of how well humans understand visualised information as part of their cognitive tasks
and intellectual activities, efficiency of information compression and level of cogni-
tive overload. [10] has investigated some aspects of developing visualisation sche-
mas from cognitive point of view.

With the increasing attention towards development of interactive visual data min-
ing methods the development of more systematic approach towards the design of
visualisation techniques is getting on the "to do" list of the data mining research. The
success of a visual data mining method depends on the development of an adequate
computational model of selected metaphor. This is especially important in the context
of communicating and sharing of discovered information, and in the context of the
emerging methods of computer-mediated collaborative data mining (CMCDM). This
new visual data mining methodology is based on the assumption that individuals
usually may respond with different interpretations of the same information visualisa-
tion components in collaborative environments for visual data mining. In fact,
"miners" can become part of the visualisation. For example, in virtual worlds this can
happen through their avatars
[12]. In a virtual world, a collaborative perspective is
inevitable, thus a shared understanding of the underlying mapping between the se-
metric space and the visualisation scheme [13] becomes a necessary condition in the
development of these environments. The results of CMCDM are heavily influenced
by the adequate formalisation of the metaphors that are used to construct the virtual
environment, i.e. the visualisation schemata can influence the behavior of collabora-
tors, the way they interact with each other, the way that they reflect on the changes
and manipulations of visualisations, and, consequently, their creativity in the discov-
ery process.

Currently, it is a challenging task for designers of visual data mining environments
to find the strategies, methods and corresponding tools to visualise a particular type of
information. Mapping characteristics of data into a visual representation in virtual

\[3\] 3D representations of people and autonomous software agents in virtual worlds. Avatar is an
ancient Sanskrit term meaning ‘a god’s embodiment on the Earth’.
worlds is one promising way to make the discovery of encoded relations in this data possible. The model of semantically organised place for visual data exploration can be useful for the development of computer support for visual information querying and retrieval \cite{14, 15} in collaborative information filtering. The development of a representational and computational model of selected metaphor(s) for data visualisation will assist the design of virtual environments, dedicated to visual data exploration.

The formal approach presented in this chapter is based on the concept of \textit{semantic visualisation} defined as a visualisation method, which establishes and preserves the semantic link between form and function in the context of the visualisation metaphor. Establishing a connection between form and functionality is not a trivial part of the visualisation design process. In a similar way, selecting the appropriate form for representing data graphically, whether the data consists of numbers or text, is not a straightforward procedure as numbers and text descriptions do not have a natural visual representation. On the other hand, how data are represented visually has a powerful effect on how the structure and hidden semantics in the data is perceived and understood. An example of a virtual world, which attempts to visualise an abstract semantic space, is shown in Fig. 1.

![A cylinder spike marks one of the 20 documents that have the highest document-query relevance score](image1.png)

![Papers from different years are colored in different colors](image2.png)

**Fig. 1.** An example of visualising abstract semantic structure encoded in publication data utilising virtual worlds metaphor and technology (adapted from \cite{16})

Though the work appeared a decade ago, the way the visual representation model has been designed is a typical example of the problems that can be encountered. The visualisation of the semantic space of the domain of human-computer interaction is automatically constructed from a collection of papers from three consecutive ACM CHI conference proceedings \cite{5}. The idea of utilising virtual worlds comes from the research in cognitive psychology, claiming that we develop cognitive (mental) maps in order to navigate within the environments where we operate. Hence the overall "publication" landscape is designed according to the theory of cognitive maps (see \cite{17} in support of the theory of cognitive maps). In such a world, there is a variety of possibilities for data exploration. For example, topic areas of papers are represented by coloured spheres. If a cluster of spheres includes every colour but one, this suggests that the particular topic area, represented by the missing coloured sphere, has not been addressed by the papers during that year. However, without the background knowledge of the semantics of coloured spheres, selected information visualisation scheme does not provide cues for understanding and interpreting the environment landscape. It is not clear how the metaphor of a "landscape" has been formalised and
represented, what are the elements of the landscape. Associatively, this visualisation
is closer with the visualisation of molecular structures.

Semantic visualisation is considered in the context of two derivatives of visualisation - visibilisation and visistraction [18]. Visibilisation is visualisation focusing on the presentation and interpretation which complies with rigorous mapping from physical reality. By contrast, visistraction is the visualisation of abstract concepts and phenomena, which do not have a direct physical interpretation or analogy. Visibilisation has the potential to bring key insights, by emphasising aspects that were unseen before. The dynamic visualisation of the heat transfer during the design of the heat-dissipating tiles cover of the underside of the space-shuttle is an early example of the application of visibilisation [19]. Visistracton can give a graphic depiction of intuition regarding objects and relationships. The 4D simulation of data flow is an example of visistraction, which provides insights impossible without it. In a case-base reasoning system, visistraction techniques can be used to trace the change of relationships between different concepts with the addition of new cases.

Both kinds of semantic visualisation play important role in visual data mining. However, semantic visualisation remains a hand-crafted methodology, where each case is considered separately. This chapter presents an attempt to build a consistent approach to semantic visualisation based on a cognitive model of metaphors, metaphor formalisation and evaluation. We illustrate the application of this approach with examples from visistraction of communication and collaboration data. Further, the chapter is presents the Form-Semantics-Function framework for construction and evaluation of visualisation techniques, an example of the application of the framework towards the construction of a visualisation technique for identifying patterns of team collaboration, and an example of the application of the framework for evaluation and comparison of two visualisation models. The chapter concludes with the issues for building visualization models that support collaborative visual data mining.

2 Form-Semantics-Function: A Formal Approach Towards Constructing and Evaluating Visualisation Techniques

The Form-Semantic-Function (FSF) approach includes the following steps: metaphor analysis; metaphor formalisation; and metaphor evaluation. Through the use of metaphor, people express the concepts in one domain in terms of another domain [20, 21]. The closest analogy is VIRGILIO [22], where the authors proposed a formal approach for constructing metaphors for visual information retrieval. The FSF framework develops further the formal approach towards constructing and evaluating visualisation techniques, approaching the metaphor in an innovative way.

2.1 Metaphor Analysis

During metaphor analysis, the content of the metaphor is established. In the use of metaphor in cognitive linguistics, the terms source and target3 refer to the conceptual

---

3 In the research literature the target is variously referred to as the primary system or the topic, and the source is often called the secondary system or the vehicle.
spaces connected by the metaphor. The target is the conceptual space that is being described, and the source is the space that is being used to describe the target. In this mapping the structure of the source domain is projected onto the target domain in a way that is consistent with inherent target domain structure [21, 23]. In the context of semantic visualisation, the consistent use of metaphor is expected to bring an understanding of a relatively abstract and unstructured domain in terms of more concrete and structured visual elements through the visualisation schemata.

An extension of the source-target mapping, proposed by [24] includes the notion of generic space and blend space. Generic space contains the skeletal structure that applies to both source and target spaces. The blend space often includes structure not projected to it from either space, namely emergent structure on its own. The ideas and inspirations developed in the blend space can lead to modification of the initial input spaces and change the knowledge about those spaces, i.e. to change and evolve the metaphor. The process is called conceptual blending - it is the essence in the development of semantic visualisation techniques.

In presented approach, the form-semantics-function categorisation of the objects being visualised, is combined with the [24] model. The form of an object can express the semantics of that object, that is, the form can communicate implicit meaning understood through our experiences with that form. From the form in the source space we can connect to a function in the target space via the semantics of the form. The resultant model is shown in Fig. 2.

![Fig. 2. A model for metaphor analysis for constructing semantic visualisation schemata](image)

The term "visual form" refers to the geometry, colour, texture, brightness, contrast and other visual attributes that characterise and influence the visual perception of an object. Thus, the source space is the space of 2D and 3D shapes and the attributes of their visual representation. "Functions" (the generalisations of patterns, discovered in data) are described using concepts from the subject domain. Therefore the target space includes such concepts associated with the domain functions. This space is constructed from the domain vocabulary. The actual transfer of semantics has two components - the common semantics, which is carried by notions that are valid in both domains and what is referred as new semantics - the blend, which establishes the unique characteristics revealed by the correspondence between the form metaphor and functional characteristics of that form. The schema illustrates how metaphorical inferences produce parallel knowledge structures.
2.2 Metaphor Formalisation

The common perception of the word "formalisation" is connected with the derivation of some formulas and equations that describe the phenomenon in analytical form. In this case, formalisation is used to describe a series of steps that ensure the correctness of the development of the representation of the metaphor. Metaphor formalisation in the design of semantic visualisation schemes includes the following basic steps:

- **Identification of the source and target spaces of the metaphor** - the class of forms and the class of features or functions that these forms will represent;
- **Conceptual decomposition of the source and target spaces** produces the set of concepts that describe both sides of the metaphor mapping. As a rule, metaphorical mappings do not occur isolated from one another. They are sometimes organized in hierarchical structures, in which `lower' mappings in the hierarchy inherit the structures of the `higher' mappings. In other words, this means that visualisation schemes, which use metaphor are expected to preserve the hierarchical structures of the data that they display. In visistraction, these are the geometric characteristics of the forms from the source space, and other form attributes like colours, line thickness, shading, etc. and the set of functions and features in the target space associated with these attributes and variations;
- **Identifying the dimensions of the metaphor** along which the metaphor operates. These dimensions constitute the common semantics. In visistraction this can be for instance key properties of the form, like symmetry and balance with respect to the center of gravity, that transfer semantics to the corresponding functional elements in the target domain;
- **Establishing semantic links, relations and transformations** between the concepts in both spaces, creating a resemblance between the forms in the source domain and the functions in the target domain.

2.3 Metaphor Evaluation

In spite of the large number of papers describing the use of the metaphor in the design of computer interfaces and virtual environments, there is a lack of formal evaluation methods. In the FSF framework metaphor evaluation is tailored following the [25] model, illustrated in Fig. 3.

![Fig. 3. Model for evaluating metaphor mapping (based on [25])](image-url)
The "V" and "F" are labels for visualisation and function features, respectively. The "VF" label with indices denotes numbers of features, namely:

- $V_+ F_+$ - function features that are mapped to the visualisation schema;
- $V_- F_+$ - function features that are not supported by the visualisation schema;
- $V_+ F_-$ - features in the visualisation schema, not mapped to the functional features.

The ratio $\frac{V_- F_+}{V_+ F_+}$ provides an estimate of the quality of the metaphor used for the visualisation - the smaller the better.

The elements of the Form-Semantics-Function approach are illustrated in the following examples. The first example illustrates metaphor analysis and formalisation for the creation of visualisation form and mapping it to the functional features. In the second example two different forms for visualising the same set of functional features are considered.

3 Constructing Visualisation Schema for Visual Data Mining for Identifying Patterns in Team Collaboration

Asynchronous communication is an intrinsic part of computer-mediated teamwork. Among the various models and tools supporting this communication mode [13], perhaps the most popular in teamwork are bulletin (discussion) boards. These boards support multi-thread discussion, automatically archiving communication content. One way to identify patterns in team collaboration is via content analysis of team communications. However, it is difficult to automate such analysis, therefore, especially in large scale projects, monitoring and analysis of collaboration data can become a cumbersome task.

In the research in virtual design studios [13, 26] there have been identified two extremes (labeled as "Problem comprehension" and "Problem division") in team collaboration, shown in Fig. 4. In "Problem comprehension" collaborative mode the resultant project output - a product, solution to a problem, etc., is a product of a continued attempt to construct and maintain a shared conception and understanding of the problem. In other words each of the participants is developing own view over the whole problem and the shared conception is established during the collaborative process via intensive information exchange.

In "Problem division" mode the problem is divided among the participants in a way where each person is responsible for a particular portion of the investigation of the problem. Thus, it does not necessarily require the creation of a single shared

![Fig. 4. Two extremes in team collaboration](image-url)
conception and understanding of the problem. The two modes of collaboration are two extreme cases. In general, the real case depends on the complexity of the problem.

A key assumption in mining and analysis of collaboration data is that this two extreme styles should be some how reflected in the communication of the teams. Thus, different patterns in team communication on the bulletin board will reflect different collaboration modes. Fig. 5 shows a fragment of a team bulletin board.

<table>
<thead>
<tr>
<th>Course: Computer Based Design</th>
<th>Bulletin Board: Team 2</th>
<th>Venue: Virtual Design Studio</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 Lighting etc - Derek 08:46:10 10/16/97 (1)</td>
<td>(M14)</td>
<td></td>
</tr>
<tr>
<td>• Re: Lighting etc - Sophie Collins 10:43:18 10/17/97 (0)</td>
<td>(M23)</td>
<td></td>
</tr>
<tr>
<td>3 Seating - Derek Raithby 15:18:57 10/14/97 (2)</td>
<td>(M13)</td>
<td></td>
</tr>
<tr>
<td>• Re: Seating - marky 17:22:56 10/14/97 (1)</td>
<td>(M23)</td>
<td></td>
</tr>
<tr>
<td>• Re: Seating - Sophie Collins 09:03:27 10/15/97 (0)</td>
<td>(M33)</td>
<td></td>
</tr>
<tr>
<td>2 Product Research - Derek Raithby 14:37:43 10/14/97 (1)</td>
<td>(M12)</td>
<td></td>
</tr>
<tr>
<td>• Re: Product Research - mark 17:20:16 10/14/97 (0)</td>
<td>(M22)</td>
<td></td>
</tr>
<tr>
<td>1 Another idea - Sophie Collins 14:24:18 10/14/97 (1)</td>
<td>(M11)</td>
<td></td>
</tr>
<tr>
<td>• Re: another idea - Derek Raithby 14:40:00 10/14/97 (0)</td>
<td>(M31)</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. Bulletin board fragment with task-related messages, presented as indentation graph

The messages on the board are grouped in threads. [27, 28] propose a threefold split of the thread structure of e-mail messages in discussion archives in order to explore the interactive threads. It included (i) reference-depth: how many references were found in a sequence before this message; (ii) reference-width: how many references were found, which referred to this message; and (iii) reference-height: how many references were found in a sequence after this message. In addition to the threefold split, [29] included the time variable explicitly. Fig. 6 shows the formal representation of the bulletin board fragment in Fig. 5.

Fig. 6. Formal representation of the thread structure in the fragment presented in Fig. 5
3.1 Metaphor Analysis

Fig. 7 shows the Form-Semantics-Function mapping at the metaphor formalisation stage as a particular case of the [24] model applied to the visualisation of communication utterances data. The source space in this case is the space of 2D geometric shapes, rectangles in particular. The target space includes the concepts associated with the functions that are found in the analysis of a collaborative design session.

- Participation
- Topic of discussion
- Symmetry
- Balance
- Proportion
- Rectangle
- Line thickness
- Shade

Fig. 7. The Form-Semantics-Function mapping for the source space of nested rectangles and the target space of bulletin board discussion threads

3.2 Metaphor Formalisation

Below is a brief illustration of the metaphor formalisation in this example.

- Identification of the source and target spaces of the metaphor - rectangles are the forms that will be used and the class of features or functions that these forms will represent are the messages on a bulletin board;
- Conceptual decomposition of the source and target spaces leads to the notion of nested rectangles, whose centers of gravity coincide, with possible variation of the thickness of their contour lines and the background color. Each rectangle corresponds to a message within a thread. Rectangle that corresponds to a message at a level \((n + 1)\) is placed within the rectangle that corresponds to a message at level \(n\). Messages at the same level are indicated by a one step increase of the thickness of the contour line of the corresponding rectangle. Thus, a group of nested rectangles can represent several threads in a bulletin board discussion;
- Identifying the dimensions of the metaphor - visual balance and the "depth" or "perspective" of the nested rectangles are the dimension of the metaphor, transferring via the visual appearance the semantics of different communication styles;
- Establishing semantic links, relations and transformations - this is connected with the identification of typical form configurations that correspond to typical patterns of collaboration. For example, Fig. 8 illustrates two different fragments A and B (each of one thread). Fig. 9 illustrates the visualisation of this fragments according to the developed visualisation schema.
Fig. 8. Bulletin board fragment with task-related messages, presented as indentation graph

Fig. 9. Visualisation of fragments A and B in Fig. 8

a. Communication patterns, typical for "problem division" collaboration

b. Communication patterns, typical for "problem comprehension" collaboration

Fig. 10. Communication patterns, corresponding to different collaboration styles
The visualisation schema has been used extensively in communication analysis. Fig. 10 illustrates communication patterns corresponding to different collaboration styles. An additional content analysis of communication confirmed the correct identification of collaboration patterns.

4 Evaluation and Comparison of Two Visualisation Schemata

We illustrate the idea by evaluating examples of semantic visualisation of textual data and objects in virtual environments. The role of visistraction in concept relationship analysis is to assist the discovery of the relationship between concepts, as reflected in the available text data. The analysis uses word frequencies, their co-occurrence and other statistics, and cluster analysis procedures. We investigate two visual metaphors - "Euclidian space" and "Tree", which provide a mapping from the numerical statistics and cluster analysis data into the target space of concepts and relations between them. The visualisation features for both metaphors and the function features of the target space are shown in Table 1. Examples of the two visualisation metaphors operating over the same text data set are shown in Fig. 11 and Fig. 12, respectively.
Table 1. Visualisation and function features

<table>
<thead>
<tr>
<th>Visualisation features of Euclidian space metaphor</th>
<th>Visualisation features of tree metaphor</th>
<th>Function features</th>
</tr>
</thead>
<tbody>
<tr>
<td>- point</td>
<td>- nodes</td>
<td>- simple/complex concept</td>
</tr>
<tr>
<td>- alphanumeric single-word point labels</td>
<td>- alphanumeric multi-word node labels</td>
<td>- subject key word</td>
</tr>
<tr>
<td>- axes</td>
<td>- signs &quot;+&quot; and &quot;-&quot;</td>
<td>- hierarchical relationship</td>
</tr>
<tr>
<td>- plane</td>
<td>- branches</td>
<td>- context link</td>
</tr>
<tr>
<td>- color</td>
<td>- numeric labels for branches</td>
<td>- link strength</td>
</tr>
<tr>
<td>- line segment</td>
<td></td>
<td>- synonymy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- hyponymy</td>
</tr>
</tbody>
</table>

Fig. 11. Visualisation of the 10 most frequent words in the description of lateral load resisting system in one of the wide-span building cases⁴

---

⁴ This visualisation is used in TerraVision, which is part of the CATPAC system for text analysis by Provalis Research Co.
4.1 Metaphor Evaluation

The first scheme maps the source domain of Euclidean space (coordinates of points in 2D/3D space) to the target domain of word statistics. The blending semantics is that the degree, to which the terms are related to each other, can be perceived visually from the distance between the corresponding data points - the closer the points the tighter is the relationship between the words. The second scheme maps the source domain of the topology of linked nodes to the same target domain of words statistics. This mapping generates one of the possible visualisations of semantic networks. This visualisation includes nodes with single- and multiple-word labels, numeric values of

Table 2. Visualisation support for function features in Euclidean space and tree metaphors

<table>
<thead>
<tr>
<th>Function features</th>
<th>Support by the Euclidean space metaphor</th>
<th>Support by the Tree metaphor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple/complex concept</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Subject key word</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hierarchical relationship</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Context link</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Link strength</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Synonymy</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hyponymy</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

5 Semantic networks in our study are visualised in TextAnalyst by Megaputer Intelligence, Inc.
6 The schema is used in the CATPAC qualitative analysis package by Terra Research Inc.
7 The schema is used in TextAnalyst by Megaputer Intelligence (see www.megaputer.com).
each link between terms and the weight of the term among the other terms in the tree. The results of the comparison between the two metaphors are presented in Table 2 and Table 3. The Euclidean space metaphor has a poor performance for visualisation of concept relationships. What is the meaning of such closeness - it is difficult to make a steady judgement about what the relation is and whether we deal with simple (one word) or complex (more than one word) terms. The distance to the surface, proportional to the frequency of the words, can convey the message that a word is a key word. However, there is no feature in the visualisation, which shows context links between words, the strength of this links and other relations between words.

<table>
<thead>
<tr>
<th></th>
<th>Euclidean space metaphor</th>
<th>Tree metaphor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V \cdot F_+$</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>$V_0 \cdot F_+$</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>$V \cdot F_+$</td>
<td>6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

5 Conclusion and Future Directions

The Form-Semantics-Function framework resented in this work is an attempt to develop a formal approach towards the use of metaphors in constructing consistent visualisation schemes. In its current development, the evaluation part of the framework does not include the analysis of the cognitive overload from the point of information design. Some initial work in that direction has been started in [31].

Currently the research on the FSF framework is further developed in the context of supporting collaborative visual data mining in virtual worlds. The different perceptions of a visualisation model in such environment may increase the gap between individuals as they interact with it in a data exploration session. However, individual differences may lead to a potential variety of discovered patterns and insights in the visualised information across participants. Consequently, current research within the FSF framework is focused on exploring:

- whether people attach special meanings to abstract visualisation objects;
- what are the design criteria towards visualisation objects, engaged in visual data exploration, that people can effectively construct and communicate knowledge in visual data mining environments;
- what are the necessary cues that should be supported in semantically organised virtual environments;
- how individual differences in visual perspectives can be channelled to stimulate the creation of “out of the box” innovative perspectives.
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Abstract. Visualization in data mining is typically related to data exploration. In this chapter we present a methodology for the post processing and visualization of association rule models. One aim is to provide the user with a tool that enables the exploration of a large set of association rules. The method is inspired by the hypertext metaphor. The initial set of rules is dynamically divided into small comprehensible sets or pages, according to the interest of the user. From each set, the user can move to other sets by choosing one appropriate operator. The set of available operators transform sets of rules into sets of rules, allowing focusing on interesting regions of the rule space. Each set of rules can also be then seen with different graphical representations. The tool is web-based and dynamically generates SVG pages to represent graphics. Association rules are given in PMML format.

1 Introduction

Visualization techniques are mainly popular in data mining and data analysis for data exploration. Such techniques try to solve problems such as the dimensionality curse [13], and help the data analyst in easily detecting trends or clusters in the data and even favour the early detection of bugs in the data collection and data preparation phases. However, not only the visualization of data can be relevant in data mining. Other two important fields for visual data mining are the graphical representation of data mining models, and the visualization of the data mining process in a visual programming style [6].

The visualization of models in data mining potentially increases the comprehensibility and allows the post processing of those models. In this chapter, we describe a tool and methodology for the exploration/post processing of large sets of association rules. Small sets of rules are shown to the user according to preferences the user states implicitly. Numeric properties of the rules in each rule subset are also graphically represented.

* This work is supported by the European Union grant IST-1999-11.495 Sol-Eu-Net and the POSI/2001/Class Project sponsored by Fundação Ciência e Tecnologia, FEDER e Programa de Financiamento Plurianual de Unidades de I & D.
This environment also takes advantage of PMML (Predictive Model Markup Language) being proposed as a standard by the Data Mining Group [6]. This means that any data mining engine producing association rules in PMML can be coupled with the tool being proposed. Moreover, this tool can be easily used simultaneously with other post processing tools that read PMML, for the same problem.

Association Rule (AR) discovery [1] is many times used in data mining applications like market basket analysis, marketing, retail, study of census data, design of shop layout, among others [e.g., 4, 6, 7, 10]. This type of knowledge discovery is particularly adequate when the data mining task has no single concrete objective to fulfil (such as how to discriminate good clients from bad ones), contrarily to what happens in classification or regression. Instead, the use of AR allows the decision maker/ knowledge seeker to have many different views on the data. There may be a set of general goals (like “what characterizes a good client?”, “which important groups of clients do I have?”, “which products do which clients typically buy?”). Moreover, the decision maker may even find relevant patterns that do not correspond to any question formulated beforehand. This style of data mining is sometimes called “fishing” (for knowledge), or undirected data mining [3].

Due to the data characterization objectives, association rule discovery algorithms produce a complete set of rules above user-provided thresholds (typically minimal support and minimal confidence, defined in Section 2). This implies that the output is a very large set of rules, which can easily get to the thousands, overwhelming the user. To make things worse, the typical association rule algorithm outputs the list of rules as a long text (even in the case of commercial tools like SPSS Clementine), and lacks post processing facilities for inspecting the set of produced rules.

In this chapter we propose a method and tool for the browsing and visualization of association rules. The tool reads sets of rules represented in the proposed standard PMML [6]. The complete set of rules can then be browsed by applying operators based on the generality relation between itemsets. The set of rules resulting from each operation can be viewed as a list or can be graphically summarized.

This chapter is organized as follows: we introduce the basic notions related to association rule discovery, and association rule space. We then describe PEAR (Post-processing Environment for Association Rules), the post processing environment for association rules. We describe the set of operators and show one example of the use of PEAR, and then proceed to related work and conclusion.

2 Association Rules

An association rule \( A \rightarrow B \) represents a relationship between the sets of items \( A \) and \( B \). Each item \( I \) is an atom representing a particular object. The relation is characterized by two measures: support and confidence of the rule. The support of a rule \( R \) within a dataset \( D \), where \( D \) itself is a collection of sets of items (or itemsets), is the number of transactions in \( D \) that contain all the elements in \( A \cup B \). The confidence of the rule is the proportion of transactions that contain \( A \cup B \) with respect to the transactions containing \( A \). Each rule represents a pattern captured on the data. The support is the commonness of that pattern. The confidence measures its predictive ability.
The most common algorithm for discovering AR from a dataset $D$ is APRIORI [1]. This algorithm produces all the association rules that can be found from a dataset $D$ above given values of support and confidence, usually referred to as $\text{minsup}$ and $\text{min-conf}$. APRIORI has many variants with more appealing computational properties, such as PARTITION [18] or DIC [3], but that should produce exactly the same set of rules as determined by the problem definition and the data.

In this work we used Caren (Classification and Association Rules ENgine) [2], a java based implementation of APRIORI. This association rule engine optionally outputs derived models in PMML format, besides Prolog, ASCII, and CSV.

2.1 The Association Rule Space

The space of itemsets $I$ can be structured in a lattice with the $\subseteq$ relation between sets. The empty itemset $\emptyset$ is at the bottom of the lattice and the set of all itemsets at the top. The $\subseteq$ relation also corresponds to the generality relation between itemsets.

To structure the set of rules, we need a number of lattices, each corresponding to one particular itemset that appears as the antecedent, or to one itemset that occurs as a consequent. For example, the rule $\{a,b\} \rightarrow \{c,d\}$, belongs to two lattices: the one of the rules with antecedent $\{a,b\}$, structured by the generality relation over the consequent, and the lattice of rules with $\{c,d\}$ as a consequent, structured by the generality relation over the antecedents of the rules (Figure 1).

We can view this collection of lattices as a grid, where each rule belongs to one intersection of two lattices. The idea behind the rule browsing approach we present, is that the user can visit one of these lattices (or part of it) at a time, and take one particular intersection to move into another lattice (set of rules).

3 PEAR: A Web-Based AR Browser

To help the user browsing a large set of rules and ultimately find the subset of interesting rules, we developed PEAR (Post processing Environment for Association
Fig. 2. PEAR screen showing some rules. On the top we have the “Support>=”, “Confidence>=” and user defined metric (“F(sup,conf)”) parameter boxes. The “Navigation Operators” box is used to pick one operator from a pre-defined menu. The operator is then applied to the rule selected by clicking the respective circle just before the Id. When the “get Rules!” button is pressed, the resulting rules appear, and the process may be iterated.

Rules) [10]. PEAR implements the set of operators described below that transform one set of rules into another, and allows a number of visualization techniques. PEAR’s server is run under an http server. A client is run on a web browser. Although not currently implemented, multiple clients can potentially run concurrently.

PEAR operates by loading a PMML representation of the rule set. This initial set is displayed as a web page (Figure 2). From this page the user can go to other pages containing ordered lists of rules with support and confidence. All the pages are dynamically generated during the interaction of the user with the tool. To move from page (set of rules) to page, the user applies restrictions and operators. The restrictions can be done on the minimum support, minimum confidence, or on functions of the support and confidence of the itemsets in the rule. Operators can be selected from a
Fig. 3. PEAR plotting support × confidence points for a subset of rules. The rule is identified when the mouse flies over the respective x-y point. On the chart above, the selected point is for the rule with Id 3.

list. If it is a \{Rule\} → \{Sets of Rules\} operator, the input rule must also be selected. For each page, the user can also select a graphical visualization that summarizes the set of rules on the page. Currently, the available visualizations are Confidence × Support x-y plot (Figure 3) and Confidence / support histograms (Figure 4). The produced charts are interactive and indicate the rule that corresponds to the point under the mouse.

4 Chunking Large Sets of Rules

Our methodology is based on the philosophy of web browsing, page by page following hyperlinks. The ultimate aim of the user is to find interesting rules in the large rule set as easily as possible. For that, the set $R$ of derived rules must be divided into small subsets that are presented as pages, and can be perceived by the user. In this sense, small means a rule set that can be seen in one screen (maximum 20 to 50 rules). Each page then presents some hyperlinks to other pages (other small sets of rules) and visual representations.

The first problem to be solved is how to divide a set of rules into pages? Our current approach is to start with a set of rules that presents some diversity, and then use operators that link one rule in the current subset to another subset of rules. Currently proposed operators allow focusing on the neighbourhood of the selected rule. Other operators may have other effects.
The second problem is how easily interesting rules can be found? Since the user is searching for interesting rules, each page should include indications of the interest of the rules included. Besides the usual local metrics for each rule, such as confidence and support, global metrics can be provided. This way, when the user follows a hyperlink from one set of rules to another, the evolution of such metrics can be monitored. Below we will make some proposals of global metrics for association rule sets.

The third problem is how to ensure that any rule can be found from the initial set of rules. If the graph of rules defined by the available operators is connected, then this is satisfied for any set of initial rules. Otherwise, each connected subgraph must have one rule in the initial set.

4.1 Global Metrics for Sets of Rules

To compare the interest of different sets of rules, we need to numerically characterize each set of rules as an individual entity. This naturally suggests the need of global metrics (measuring the value of a set of rules), in addition to local metrics (characterizing individual rules). Each global metric provides a partial ordering on the family of rule sets.

The value of a set of rules can be measured in terms of diversity and strength. The diversity of a set of rules may be measured, for instance, by the number of items involved in the rules (item coverage). Example coverage is also a relevant diversity measure.

The strength of a set of rules is related to the actionability of the rules. One simple example is the accuracy that a set of association rules obtains on the set of known...
examples, when used as a classification model. Other global measures of strength may be obtained by combining local properties of the rules in the set. One example of such a measure is the weighted $\chi^2$ introduced in [13].

4.2 The Index Page

To start browsing, the user needs an index page. This should include a subset of the rules that summarize the whole set. In other words: a set of rules with high diversity. In terms of web browsing, it should be a small set of rules that allows getting to any page in a limited number of clicks. For example, a candidate for such a set could be the smallest rule for each consequent. Each of these rules would represent the lattice on the antecedents of the rules with the same consequent. Since the lattices intersect, we can change to a focus on the antecedent on any rule by applying an appropriate operator.

Similarly, we could start with the set of smallest rules for each antecedent. Alternatively, instead of the size, we could consider the support, confidence, or other measures. All these possibilities must be studied and some of them implemented in our system, which currently shows, as the initial page, the set of all rules.

Another possibility for defining the starting set of rules, is to divide the whole set of rules into clusters with rules involving similar items. Then, a representative rule from each cluster is chosen. The set of representative rules is the starting page. The number of rules can be chosen according to the available screen space. In [10], hierarchical clustering is used to adequately divide a set of association rules. The representative rules are the closest to the centroids of each group of rules.

5 Operators for Sets of Association Rules

The association rule browser helps the user navigate through the space of rules by viewing one set of rules at a time. Each set of rules corresponds to one page. From one given page the user moves to the following by applying a selected operator to all or some of the rules viewed on the current page. In this section we define the set of operators to apply to sets of association rules.

The operators we describe here transform one single rule $R \in \{Rules\}$ into a set of rules $RS \in \{Sets of Rules\}$ and correspond to the currently implemented ones. Other operators may transform one set of rules into another. In the following we describe the operators of the former class.

**Antecedent generalization**

$$AntG(A \rightarrow B) = \{A' \rightarrow B \mid A' \subseteq A\}$$

This operator produces rules similar to the given one but with a syntactically simpler antecedent. This allows the identification of relevant or irrelevant items in the current rule. In terms of the antecedent lattice, it gives all the rules below the current one with the same consequent.
Antecedent least general generalization

\( AntLGG(A \rightarrow B) = \{ A' \rightarrow B \mid A' \text{ is obtained by deleting one atom in } A \} \)

This operator is a stricter version of the \( AntG \). It gives only the rules on the level of the antecedent lattice immediately below the current rule.

Consequent generalization

\( ConsG(A \rightarrow B) = \{ A \rightarrow B' \mid B' \subseteq B \} \)

Consequent least general generalization

\( ConsLGG(A \rightarrow B) = \{ A \rightarrow B' \mid B' \text{ is obtained by deleting one atom in } B \} \)

Similar to \( AntG \) and \( AntLGG \) respectively, but the simplification is done on the consequent instead of on the antecedent.

Antecedent specialization

\( AntS(A \rightarrow B) = \{ A' \rightarrow B \mid A' \supseteq A \} \)

This produces rules with lower support but finer detail than the current one.

Antecedent least specific specialization

\( AntLSS(A \rightarrow B) = \{ A' \rightarrow B \mid A' \text{ is obtained by adding one (any) atom to } A \} \)

As \( AntS \), but only for the immediate level above on the antecedent lattice.

Consequent specialization

\( ConsS(A \rightarrow B) = \{ A \rightarrow B' \mid B' \supseteq B \} \)

Consequent least specific specialization

\( ConsLSS(A \rightarrow B) = \{ A \rightarrow B' \mid B' \text{ is obtained by adding one (any) atom to } B \} \)

Similar to \( AntS \) and \( AntSS \), but on the consequent.

Focus on antecedent

\( FAnt(A \rightarrow B) = \{ A \rightarrow C \mid C \text{ is any} \} \)

Gives all the rules with the same antecedent. \( FAnt(R) = ConsG(R) \cup ConsS(R) \).
Focus on consequent

\[ F\text{Cons}(A \rightarrow B) = \{ C \rightarrow B \mid C \text{ is any} \} \]

Gives all the rules with the same consequent. \( F\text{Cons}(R) = \text{AntG}(R) \cup \text{AntS}(R) \).

6 Example of the Application of the Proposed Methodology

We now describe how the method being proposed can be applied to the analysis of downloads from the site of the Portuguese National Institute of Statistics (INE). This site (www.ine.pt/infoline) serves as an electronic store, where the products are tables in digital format with statistics about Portugal.

From the web access logs of the site’s http server we produced a set of association rules relating the main thematic categories of the downloaded tables. This is a relatively small set set of rules (211) involving 9 items that serves as an illustrative example. The aims of INE are to improve the usability of the site by discovering which items are typically combined by the same user. The results obtained can be used in the restructuring of the site or in the inclusion of recommendation links on some pages. A similar study could be carried out for lower levels of the category taxonomy.

The rules in Figure 5 show the contents of one index page, with one rule for each consequent (from the 9 items, only 7 appear). The user then finds the rule on “Territory_and_Environment” relevant for structuring the categories on the site. By applying the ConsG operator, she can drill down the lattice around that rule, obtaining all the rules with a generalized antecedent.

From here, we can see that “Population_and_Social_Conditions” is not relevantly associated to “Territory_and_Environment”. The user can now, for example, look into rules with “Population_and_Social_Conditions” by applying the F\text{Ant} (focus on antecedent) operator (results not shown here). From there she could see what the main associations to this item are.

**Fig. 5.** First page (index)

**Fig. 6.** Applying the operator ConsG (consequent generalization)
The process would then iterate, allowing the user to follow particular interesting threads in the rule space. Plots and bar charts summarize the rules in one particular page. The user can always return to an index page. The objective is to gain insight on the rule set (and on the data) by examining digestible chunks of rules. What is an interesting or uninteresting rule depends on the application and the knowledge of the user. For more on measures of interestingness see [20, 21].

### 7 Implementation

Currently, PEAR server runs under Microsoft Internet Information Server (IIS), but is browser independent. The server can also run on any PC with a Microsoft OS using a Personal WebServer.

![General architecture of PEAR](image.png)

**Fig. 7.** General architecture of PEAR

On the server side, Active Server Pages (ASP) allow the definition of dynamic and interactive web pages [17]. These integrate html code with VbScript and implement various functionalities of the system. JavaScript, is used for data manipulation on the client-side, for its portability. With JavaScript we create and manipulate PMML or SVG (Scalable Vector Graphics) [5] documents using Document Object Model (DOM). Both PMML and SVG are XML (eXtensible Markup Language) documents.

We use the DOM to read and manipulate the original PMML document (XML document that represents a data mining model), to export a new PMML document and also to create and manipulate the graphical visualization [23]. Interactive graphical visualizations in PEAR are implemented as Scalable Vector Graphics (SVG) [24]. This is an XML-based language that specifies vector graphics that can be visualized by a web browser.

#### 7.1 Scalable Vector Graphics

Scalable Vector Graphics (SVG) is an XML-based language that specifies and defines two dimensional vector graphics that can be visualized by a web browser (Table 1). In PEAR, to produce a visualization of a set of rules, the user clicks on a hyperlink shown on the browser. On the server side, an XML/SVG file is dynamically generated. With the appropriate plug-in, freely available, the browser transforms the SVG source to a graphical representation. Using SVG distributes the work load between server and client and represents a relatively small data transfer.
Table 1. Example of an SVG source

```xml
<?xml version="1.0" ?>
<!DOCTYPE svg PUBLIC "-//W3C//DTD SVG 20000802//EN"
<svg width="250" height="200">
  <path d="M 30 0 L 100 100" />
  <text x="20" y="80" style="font-size:40; font-weight:400; font-family:Verdana; font-style:italic; fill:red">Texto</text>
</svg>
```

7.2 Representing Associations Rules with PMML

Predictive Model Markup Language (PMML) is an XML-based language. A PMML document provides a complete non-procedural definition of fully trained data mining models. This way, models can be shared between different applications. The universal, extensible, portable and human readable character of PMML allows users to develop models within one application, and use other applications to visualize, analyze, evaluate or otherwise use the models.

PEAR can read an AR model specified in a PMML document. The user will be able to manipulate the AR model, creating a new rule space based on a set of operators, and export a subset of selected rules to a new PMML document. Internally, rules are stored in a relational database. Operators are implemented as SQL queries.

7.3 Performance

Experiments with PEAR showed good response times when operators are applied to sets with more than 6000 rules (2 seconds locally (server and client in the same computer), 4 seconds remotely (server and client in separate computers)). The times for loading the PMML file to the relational database are still too high for such a number of rules (above 10 minutes) [18]. This deserves some investigation on the implementation techniques used, namely the DOM and the interface with the relational database.

8 Related Work

One of the first proposals (1994) for the visual browsing of association rule sets was the Rule Visualizer [14]. In this proposed tool, association rules could be viewed under different perspectives, such as the rule graph, the rule browser and the rule selector. This tool, however, does not seem to have had any more recent developments.

The system DS-WEB [10] uses the same sort of approach as the one we propose here. DS-WEB and PEAR have both the aim of post processing a large set of AR through web browsing and visualization. DS-WEB relies on the presentation of a reduced set of rules, called direction setting or DS rules, and then the user can explore the variations of each one of these DS rules. In our approach, we rely on a set of general operators that can be applied to any rule, including DS rules as defined for DS-WEB. The set of operators we define is based on simple mathematical properties of
the itemsets and have a clear and intuitive semantics. PEAR also has the additional possibility of reading AR models as PMML.

VisWiz is the non-official name for a PMML interactive model visualizer implemented in Java [25]. It displays graphically many sorts of data mining models. AR are presented as an ordered list together with color bars to indicate the values of measures. The user sets the minimal support and confidence through very intuitive gauges. This visualizer can be used directly in a web browser as a java plug-in.

Lent et al [12] describe an approach to the clustering of association rules. The aim is to derive information about the grouping of rules obtained from clustering. As a consequence one can replace clustered rules by one more general rule. For a given attribute in the consequent, the proposed algorithm constructs a 2D grid where each axis corresponds to an attribute in the antecedent. The algorithm tries to find “the best” clustering of rules for non-overlapping areas of the 2D grid. The approach only considers rules with numeric attributes in the antecedents.

9 Future Work and Conclusions

Association rule engines are often rightly accused of overloading the user with very large sets of rules. This applies to any software package, commercial or non-commercial, that we know.

In this chapter we describe a web based environment that allows the user to browse the rule space, which is organized by generality, by viewing one relevant set of rules at a time. A set of simple operators allows the user to move from one set of rules to another. Each set of rules is presented in a page and can be graphically summarized. In the following we describe the main advantages, limitations and future work of the proposed approach.

The main advantages are:

- PEAR enables selection and browsing across the set of derived AR.
- It enables plotting numeric properties of each subset of rules found.
- Browsing is done by a set of well-defined operators with a clear and intuitive semantics.
- Selection of Association Rules by an user is an implicit form of conveying domain knowledge, that can be later used, for example, in selecting rules for a classifier made out of a subset of rules.
- PEAR adheres to the PMML format standard, which allows the import of rule sets produced by many association rule engines.

The main limitations are:

- Visualization techniques are always difficult to evaluate. This one is no exception.
- The current implementation requires, on the server-side, the use of an operating system from one specific vendor.
Future work:

- Develop metrics to measure the gains of this approach.
- Develop a version of the environment that runs under a Linux-based web server (A prototype of this new version, which can be easily extended with new graphics and operators, is now available).
- Extend and formalize the notion of global metrics for sets of rules.
- Employ the studied global metrics to improve the initial set of rules (index page).
- Expand the set of available visualization techniques.
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Abstract. Frequent itemsets and association rules are defined on the powerset of a set of items and reflect the many-to-many relationships among the items. They bring technical challenges to information visualization which in general lacks effective visual technique to describe many-to-many relationships. This paper describes an approach for visualizing frequent itemsets and association rules by a novel use of parallel coordinates. An association rule is visualized by connecting its items, one on each parallel coordinate, with polynomial curves. In the presence of item taxonomy, an item taxonomy tree is displayed as coordinate and can be expanded or shrunk by user interaction. This interaction introduces a border in the generalized itemset lattice, which separates displayable itemsets from non-displayable ones. Only those frequent itemsets on the border are displayed. This approach can be generalized to the visualization of general monotone Boolean functions on lattice structure. Its usefulness is demonstrated through examples.

1 Introduction

Association rule mining has been extensively studied in data mining. Traditional applications include cross-marketing, attachment mailing, catalog design, store layout, and customer segmentation. Finding frequent itemsets in association rule mining has also been found as a generic approach to solve problems in many other areas such as data classification and summarization.

Association rule mining often produces too many rules for humans to read over. The answer to this problem is to select the so-called most “interesting” rules. Because interestingness is a subjective measure, finding the most interesting rules is inherently human being’s work. It is thus expected that information visualization may play an important role in managing and exploring association rules and in identifying the most interesting ones.

When applying visualization techniques to frequent itemsets and association rules, however, people realize immediately that they are difficult to visualize. The difficulty comes from the following features of frequent itemsets and association rules: First, they are defined on the power set of a set of items that reflect the many-to-many relationships among the items. Although information visualization has been studied for many years, there seems no effective visual metaphor that is applicable to many many-to-one, never to say many-to-many,
relationships. Second, frequent itemsets and association rules have their inherent closure properties. For example, any subset of a frequent itemset $abc$ ($abc$ is the abbreviation we use to represent the set $\{a, b, c\}$) is also a frequent itemset. A visualization technique should have room to reflect these closure properties. Third, the challenge here is to visualize many such itemsets or association rules.

This paper describes an approach of visually exploring frequent itemsets and association rules by using parallel coordinates. We have found that a novel use of parallel coordinates is generically suitable to visualize frequent itemsets whose subsets are frequent, and to visualize association rules where the results of dropping items from the RHS (right-hand side) of a rule or moving items from the RHS to the LHS (left-hand side) of the rule are also valid rules. A frequent itemset or an association rule is visualized by connecting items, one on each parallel coordinate. In the situation of visualizing generalized association rules where items are organized into item taxonomy, each coordinate can further be used to display an expandable taxonomy tree where leaf nodes are items and non-leaf nodes are item categories. This approach is capable of visualizing a large number of frequent itemsets and association rules by interactively selecting those ones whose items are interesting to the user.

In principle, all subsets (the power set) of a set of items form a lattice structure using subset inclusion as the partial order. Frequent itemsets define a monotone Boolean function on the lattice structure. The problem of visualizing such a function is nontrivial because of its monotonicity on this unique domain. Frequent itemsets are downward closed in the generalized itemset lattice which considers both subset and ancestor relationships as partial orders. Association rules produced from a frequent itemset are upward closed according to their LHSs in the sublattice formed by the frequent itemset. These closure properties will be investigated in this paper together with algorithms for generating and pruning association rules from the discovered frequent itemsets.

Our work on visual exploration of frequent itemsets and association rules was published in [8]. Since then, we have realized that the approach has a broader applicability and can be used to visually explore general monotone Boolean functions defined on a lattice structure. This paper gives a summary of our work on visual exploration of frequent itemsets and association rules. It also discusses the ideas of visual exploration of iceberg data cubes as another example of monotone Boolean functions. Iceberg data cube is an important operation in data warehousing.

2 Basic Concepts

We use market basket analysis as an example application to introduce basic concepts in association rule mining. Let $I = \{i_1, i_2, \ldots, i_k\}$ be a set of $k$ elements, called items. A set of items $A \subseteq I$ is called an itemset. We use lower case letters to denote items and upper case letters to denote itemsets. Let $T_1, T_2, \ldots, T_n$ be a list of $n$ subsets of $I$. We call each $T_i \subseteq I$ a transaction. We say that $T_i$ supports an itemset $A$ if $A \subseteq T_i$. Given a list of transactions, the support $P(A)$ of an
itemset $A$ is the percentage of transactions that support $A$. A frequent itemset is an itemset whose support is above or equal to a user-specified minimum support value. An association rule is an expression $A \rightarrow B$, where $A$ and $B$ are itemsets and $A \cap B = \phi$. $P(A \cup B)$ is called support of the rule. $P(A \cup B) / P(A)$ is called confidence of the rule. The intuitive meaning of such a rule is that transactions that contain items in $A$ tend to contain items in $B$. The problem of association rule mining is to find all association rules whose supports are above or equal to a user-specified minimum support and whose confidences are above or equal to a user-specified minimum confidence. An example rule is: 80% of the customers who buy diapers and baby powder also buy baby oil and baby food. The rule is supported by 12% of all transactions.

An item group is a transitive closure of items in a set of frequent itemsets. Item groups are distinct and do not share items. Generalized association rules come from the introduction of item taxonomy. An item taxonomy $IT$ is a directed tree whose leaf nodes are items and whose non-leaf nodes are item categories. We call an item category $\hat{a}$ a parent of $a$ (and $a$ a child of $\hat{a}$) if there is an edge from $\hat{a}$ to $a$ in $IT$. We call an item category $\hat{a}$ an ancestor of $a$ (and $a$ a descendant of $\hat{a}$) if there is a path from $\hat{a}$ to $a$ in $IT$. An ancestor itemset of an itemset is obtained by replacing one or more items in the itemset with their ancestors. Formally, we call $\hat{A}$ an ancestor itemset of $A$ (and $A$ a descendant itemset of $\hat{A}$) if (1) $\hat{A} \neq A$; (2) For all $a \in A$, either $a \in \hat{A}$ or there exists an ancestor $\hat{a}$ of $a$ such that $\hat{a} \in \hat{A}$ (i.e. $\hat{A}$ covers all items in $A$); (3) For all $a \in \hat{A}$, there exists $b \in A$ so that $a = b$ or $a$ is an ancestor of $b$ (i.e. $\hat{A}$ contains no extra item). A transaction $T$ supports an item or item category $a$ if $a \in T$ or $a$ is an ancestor of some item in $T$. A transaction $T$ supports an itemset $A$ if $T$ supports every element of $A$. The definitions of frequent itemsets and association rules need no change except for the following addition: for an association rule, no item in one side of the rule should be an ancestor of any item in the other side of the rule. Item taxonomy introduces another dimension of closure property. For example, an ancestor itemset of a frequent itemset is also frequent. If $A \rightarrow B$ is an association rule, then $\hat{A} \rightarrow \hat{B}$ is also an association rule. However, $A \rightarrow B$ does not imply that $\hat{A} \rightarrow B$ is an association rule. Mining generalized association rules with item taxonomy was proposed in [9].

3 Itemset Lattice and Closure Properties

Without considering item taxonomy, the power set $\mathcal{P}(I)$ of a set $I$ of items forms a lattice structure $<\mathcal{P}(I), \subseteq>$ where subset inclusion $\subseteq$ specifies the partial order. Figure 1 shows a Hasse diagram of the lattice on a set $I = \{a, b, c, d\}$ of items. Frequent itemsets are downward closed according to the subset relationship: if an itemset is frequent, so is every subset of it; if an itemset is infrequent, so is every superset of it. Therefore there exists a border on the itemset lattice, which separates frequent itemsets from infrequent ones. The existence of such a border is guaranteed by the downward closure property. It is independent of any particular database or minimum support value. The Apriori principle [12].
of finding frequent itemsets employs this property to efficiently prune the search space in generating frequent itemsets.

The above closure property can be extended to generalized frequent itemsets when item taxonomy is considered. Let $I$ be a set of items and $IT$ an item taxonomy on $I$. Define the generalized power set $\mathcal{GP}(I, IT)$ as $\mathcal{GP}(I, IT) = \mathcal{P}(I) \cup \{\text{all ancestor itemsets of } A | \forall A \in \mathcal{P}(I)\}$, that is, $\mathcal{GP}(I, IT)$ contains all itemsets and their ancestor itemsets. Define a partial order $\preceq$ as: (1) $A \preceq B$ if $A \subseteq B$; (2) $\hat{A} \preceq A$. Then $< \mathcal{GP}(I, IT), \preceq >$ is a lattice. It is easy to verify that $P(A) \geq P(B)$ if $A \preceq B$. Therefore there is a border in $< \mathcal{GP}(I, IT), \preceq >$ that separates frequent itemsets from infrequent ones. For example, assume the items $I = \{a, b, c, d\}$ are organized into an item taxonomy tree $IT$ shown in Figure 2. Figure 3 shows a Hasse diagram of the lattice $< \mathcal{GP}(I, IT), \preceq >$ which is an extension of the itemset lattice in Figure 1. In Figure 3 we use straight lines to denote subset relationships and arcs to denote ancestor relationships.

For association rules, the confidence measure does not have such a closure property in the itemset lattice. If we consider the sub-lattice formed by a frequent itemset, however, association rules generated from the frequent itemset have a closure property: taking the lattice structure in Figure 1 for example, if $a \rightarrow bc$ is a valid association rule, then $ab \rightarrow c$ and $ac \rightarrow b$ are also association rules that can pass the same minimum support and the same minimum confidence. In fact, let $A$ be a frequent itemset and $B \subseteq A$, then $B \rightarrow (A - B)$ is an association rule if the support $P(B)$ does not exceed $P(A)/\text{minconf}$ where $\text{minconf}$ is the user-defined minimum confidence. Furthermore, $C \rightarrow (A - C)$ is also an association rule if $C$ satisfies $B \subseteq C \subseteq A$. This means that the association rules generated from a frequent itemset are upward closed according to their LHSs in the sub-lattice formed by the frequent itemset. This fact suggests that we can find the border of LHSs for a given frequent itemset by using a reverse search algorithm.
on the sub-lattice. The algorithm is illustrated in Algorithm 1. We denote the border LHSs of association rules generated from a frequent itemset $A$ as $\text{BorderLHSs}(A, c)$.

Association rule generation is then straightforward: For each frequent itemset $A$ and each $B \in \text{BorderLHSs}(A, c)$, we generate the rule $B \rightarrow (A - B)$. However, the rules generated from $A$ may be redundant if $A$ is a subset or an ancestor itemset of another frequent itemset. For example, if $a \rightarrow bc$ is a rule, then $a \rightarrow b$, $a \rightarrow c$, $a \rightarrow bc$, and $a \rightarrow b\hat{c}$ are all valid association rules. In fact, let $A$ be a subset or an ancestor itemset of $C$, i.e. $A \preceq C$, and $B$ lies in both $\text{BorderLHSs}(A, \text{minconf})$ and $\text{BorderLHSs}(C, \text{minconf})$. Then the rule $B \rightarrow (A - B)$ is redundant with respect to $B \rightarrow (C - B)$. Therefore, non-redundant association rules can be generated by pruning the border LHSs of an itemset so that it does not share any itemsets with the border LHSs of its supersets or descendent itemsets. The corresponding algorithm is shown as Algorithm 2, where only association rules generated in Line 7 are visualized using visualization techniques discussed in the following.

4 Parallel Coordinates

Parallel coordinates [10,11,12,13,14,15] were originally used to visualize relational records all with equal number of attributes. However, it can also be used to visualize data with variable lengths such as frequent itemsets and association rules. Basic elements of itemsets or association rules are sets of items, which can
Algorithm 1. BorderLHSs(A)

1: Initialize: \( \text{FIFO} \leftarrow \{A\}; \text{BorderLHSs}(A) \leftarrow \emptyset; \)
2: \textbf{while} \( \text{FIFO} \neq \emptyset \) \textbf{do}
3: \text{dequeue } B \text{ from the head of } \text{FIFO};
4: \( \text{onBorder} \leftarrow \text{TRUE}; \)
5: \textbf{for all } \((|B| - 1)\)-subset \( C \) of \( B \) \textbf{do}
6: \text{if } \( P(C) \leq P(A)/\text{minconf} \) \textbf{then}
7: \( \text{onBorder} \leftarrow \text{FALSE}; \)
8: \text{If } C \text{ is not in } \text{FIFO}, \text{enqueue } C \text{ to the end of } \text{FIFO};
9: \textbf{end if}
10: \textbf{end for}
11: \text{If } \text{onBorder} = \text{TRUE}, \text{add } B \text{ to } \text{BorderLHSs}(A);
12: \textbf{end while}

Algorithm 2. GenerateRule(X)

1: \textbf{for all } \( A \in X \) \textbf{do}
2: \( \text{LHSs}(A) \leftarrow \text{BorderLHSs}(A); \)
3: \textbf{for all } \( C \in X \) \textbf{such that } C \text{ is a } (|A| + 1)\text{-superset or a child itemset of } A \textbf{ do}
4: \( \text{LHSs}(A) \leftarrow \text{LHSs}(A) - \text{BorderLHSs}(C); \)
5: \textbf{end for}
6: \textbf{for all } \( B \in \text{LHSs}(A) \) \textbf{ do}
7: \text{generate and visualize the rule } B \rightarrow (A - B)
8: \textbf{end for}
9: \textbf{end for}

be handled by listing all items along a vertical coordinate. The resulting coordinate is then repeated evenly in the horizontal direction until there are enough coordinates to host the longest frequent itemset or the longest association rule. An itemset or an association rule can be visualized as a polygonal line connecting all items in the itemset or the rule. Parameters such as support factor and confidence can be mapped to graphics features such as line-width and color.

For example, Figure 4(a) illustrates three frequent itemsets \( adbe, cdb \) and \( fg \) as polygonal lines. One important feature of this display is that it provides a way to visualize only the frequent itemsets at the border in the itemset lattice. A visualized frequent itemset implies that any subset is also frequent. Figure 4(b) illustrates an association rule \( ab \rightarrow cd \) as one polygonal line for its LHS, followed by an arrow connecting another polygonal line for its RHS. This visualization handles nicely the upward closure property of association rules: subsets of the RHS are absorbed and are not displayed. For example, \( ab \rightarrow cd \) implies that \( abc \rightarrow d, abd \rightarrow c, ab \rightarrow c, \) and \( ab \rightarrow d \) are valid association rules. The implied association rules are not displayed.

If two or more itemsets or rules have parts in common, for example, \( adbe \) and \( cdb \) in Figure 4(a), we can use polynomial curves instead of polygonal lines to distinguish them. Cubic Bezier curves offer \( C^1 \) continuity at the joint points when connected with each other. A cubic Bezier curve needs four control points, \( p = [p_0, p_1, p_2, p_3]^T \), among which \( p_0, p_3 \) are two end points and \( p_1, p_2 \) specify
derivatives at the end points, i.e. $p'(0) = 3(p_1 - p_0)$ and $p'(1) = 3(p_3 - p_2)$. The curve itself is a blending of Bernstein polynomials, $p(u) = b(u)^T p$ for $0 \leq u \leq 1$ where $b(u) = [(1-u)^3, 3u(1-u)^2, 3u^2(1-u), u^3]^T$.

An example rule, $ab \rightarrow ce$, is visualized in Figure 5 by using three Bezier curves. We use $a_i$ to denote the position of the item $a$ in the $i$-th coordinate. The figure shows four control points $p_0, p_1, p_2, p_3$ of the $b_2c_3$ segment. $p_0$ is chosen as the position of $b_2$, $p_3$ is chosen as the position of $c_3$. $p_1$ is chosen so that $p_1 - p_0$ is in parallel to $c_3 - a_1$. $p_2$ is chosen so that $p_3 - p_2$ is in parallel to $e_4 - b_2$. In this way, we keep $C^1$ continuity of the sequence of Bezier curves at all coordinates.

Another association rule illustrated in Figure 5 is $db \rightarrow ce$, which has three items shared with the rule $ab \rightarrow ce$. The $b_2c_3$ segments of the two association rules are visualized as two different Bezier curves to keep $C^1$ continuity at the position of the first shared item $b$. However, the second shared segments $c_3e_4$ in the two rules coincide completely with each other. We think this is acceptable to distinguish two association rules with parts in common while keeping the display reasonably clean.

We organize items along a coordinate in the following way: First, items are arranged by item groups so that the items belonging to the same group are displayed together. Since item groups do not share items, Bezier curves visualizing itemsets in different item groups will never intersect with each other. In this way, the curves are organized into “horizontal bands” according to item groups. Second, items within the same group are arranged upward in descending order according to their supports. In the same way, items in an itemset are also arranged in descending order according to their supports. In this way, we make
sure that the slopes of a polygonal line are always positive. This helps to reduce the chance of tangled intersection with other polygonal lines.

We tested this approach by using a supermarket transaction dataset in IBM DB2 Intelligent Miner. We used Intelligent Miner to generate frequent itemsets and developed our own program to discover many-to-many association rules using the algorithms presented in Section 3. Figure 6 visualizes the set of discovered association rules when the minimum support is set to 2.8% and the minimum confidence is set to 30%. Support of a rule is represented by line width. Confidence is represented by color. Items are organized into groups. Association rules are aligned according to where the RHSs separate from LHSs. In this example, the leftmost coordinate represents the LHSs of the rules while the right two coordinates represent the RHSs of the rules. Item names are annotated on the left side of the LHS coordinates and on the right side of the RHS coordinates. The visualization is interactive such that each displayed rule is selectable by mouse clicking. The selected rules and all of its implied rules will then be displayed.

5 Dealing with Item Taxonomy

The above approach of visualizing frequent itemsets and association rules requires that all items be arranged along a coordinate. This could be a problem when there are many items in the database. In real world applications, fortunately, items are often organized into item taxonomy. This gives us a way of
visualizing itemsets and rules by replacing each parallel coordinate with a display of the item taxonomy tree.

Each node of the item taxonomy tree has an \texttt{expand} flag which can be turn on or off interactively by the user. Its child nodes will be displayed only if the flag is on and the node itself is displayed. An itemset is called \textit{displayable} if all items in the itemset have the \texttt{expand} flags set in all of their ancestors, that is, all items in the itemset must be shown in the visualization of the taxonomy tree. This displayable property is downward closed in the generalized itemset lattice \(<\mathcal{GP}, \preceq>\). Similar as frequent itemsets, if an itemset \(A\) is displayable, any itemset \(B\) such that \(B \preceq A\) is also displayable. Therefore we have now two borders in the generalized itemset lattice \(<\mathcal{GP}, \preceq>\): one border separates frequent itemsets from infrequent ones; the other border separates displayable itemsets from indisdisplayable ones. For example, let us assume that only items \(c, d, e, f\) are displayable in the item taxonomy in Figure 2, this specifies a border of displayable itemsets in the generalized lattice, which has been shown in Figure 3.

As we expand or shrink the displayed item taxonomy tree, the border of displayable itemsets will change. This gives us a way to selectively visualize the frequent itemsets whose items are among what we are interested in. A visualization system can be designed such that only the non-redundant displayable frequent itemsets are displayed. In the generalized itemset lattice \(<\mathcal{GP}, \preceq>\), these non-redundant displayable frequent itemsets must reside on the border which separates displayable frequent itemsets from the rest itemsets. This border marks the intersection of all frequent itemsets and all displayable itemsets. Taking the two borders in Figure 3 as example, \(ec\) and \(ed\) are two displayable frequent itemsets that are visualized. The other displayable frequent itemsets are implied by these two itemsets. By interactively expanding or shrinking the displayed taxonomy tree, therefore, we can control the set of frequent itemsets to display. Specifically, a frequent itemset is displayed if and only if:

1. the frequent itemset is displayable; and
2. the frequent itemset is not the subset of any displayable frequent itemsets; and
3. the frequent itemset is not the ancestor itemset of any displayable frequent itemsets.

Similarly, an association rule is called \textit{displayable} if all items in the rule have the \texttt{expand} flag set in all of their ancestors, that is, the frequent itemset from which the association rule is generated must be displayable. We prune association rules generated from displayable frequent itemsets by following the procedure described in Section 3. Association rules generated by Algorithm 2 from displayable frequent itemsets are then visualized. In this way, we keep our visualization readable by reducing the number of rules to be displayed to only those ones that are representative of the other rules.

In summary, we have introduced two kinds of interactions in our visualization. First, the displayed item taxonomy tree can be expanded or shrunk by clicking a node in the tree. This interaction changes the displayable border in the generalized itemset lattice and, consequently, selects another set of frequent itemsets and rules.
Visual Exploration of Frequent Itemsets and Association Rules

By interactively selecting items to display, we visualize only a minimal set of frequent itemsets or association rules whose items are among those that we are interested in. Second, when we click a displayed association rule, the other rules implied and pruned by the rule will be printed together with their support and confidence values. This interaction gives us more information about the pruned association rules. Although the pruned rules are implied by the displayed rule, this does not mean that the pruned rules are not interesting. From the user’s perspective, the pruned rules could be more interesting than the displayed ones because they have higher supports and/or confidences.

6 Experiments and Screen Snapshots

We illustrate our approach through examples using a supermarket transaction data set in IBM DB2 Intelligent Miner as test data. The data set contains 80 items which are leaf nodes of a 4-level taxonomy tree. 496 frequent itemsets are discovered when the minimum support is set to 5%. Initially, our visualization displays only the [Root] nodes. Figure 7 visualizes frequent itemsets on the expanded taxonomy tree. In the taxonomy, [Root] has three children: [Beverage], [Non-Food] and [General Food]. They are listed in the descending order of their support factors. The color of the name of each item or item category represents its support. Displayable frequent itemsets are visualized as Bezier curves. Line-width of a curve represents the support value of the corresponding itemset. Items in a frequent itemset are pre-arranged according to the order that they are arranged on the taxonomy tree.

Frequent itemsets are pruned according to the strategy presented in Section 5. For example, the longest frequent itemset shown in Figure 7 is \{[Beverages] [Household] [Automotive] [General Food]\}. It implies that all of its subsets are frequent. It also implies that its ancestor itemsets, for example, \{[Beverages] [Non-Food] [General Food]\}, are also frequent. Those implied itemsets are not visualized. The user can pick up an itemset by clicking on its curve segments.
Frequent itemsets drawn primarily on the selected item nodes: Beers and Foods

The itemset and its implied itemsets will then be printed with their support values. We can drill down by interactively expanding the item taxonomy tree. Figure 8 visualizes frequent itemsets when we expand the taxonomy tree along [Beverages], [Alcoholic], [Beers] and along [General Food], [Food].

Figure 9 visualizes the discovered association rules with item taxonomy when the minimum support is set to 5% and the minimum confidence is set to 50%. Association rules are aligned according to where the RHSs separate from the LHSs. In this example, the left two coordinates represent the LHSs of the rules and the right two coordinates represent the RHSs. Support is represented by line width and confidence is represented by color. As we discussed, implied rules are not displayed. Figure 10 shows the result when we expand the taxonomy tree along [Beverages], [Alcoholic], [Beers] and along [General Food], [Food].
Fig. 10. Association rules drawn primarily on the selected item nodes: Beers and Foods

7 Visualization of Iceberg Data Cubes

This section discusses the idea of visually exploring iceberg data cubes as another example of monotone Boolean functions. Data cube \[16\] is an important operation in online analytical processing. It can be logically thought as the union of all group-by’s of a relational table, where each group-by is obtained by grouping on a subset of aggregating attributes. For a relation with \(d\) aggregating dimensions \(D_1, \ldots, D_d\), data aggregation on the \(d\) dimensions would have \(\prod_{i=1}^{d} |D_i|\) cells, which constitute a base cuboid in the data cube on the \(d\) dimensions. Assume each dimension \(D_i\) has \(c_i\) levels of concept hierarchy, a full data cube would contain \(\prod_{i=1}^{d} c_i\) cuboids. Clearly, data cube computation soon becomes prohibitive as the number of aggregating dimensions increases. To solve this problem, iceberg cube \[17\] was proposed to compute only dense cells, that is, cells that contain more data records than a user-specified threshold.

A class hierarchy \(C_i\) on dimension \(D_i\) is a lattice structure (in most cases it is simply a chain of layers with total order). A cube lattice on the dimensions \(D_1, \ldots, D_d\) is then a product lattice \(C_1 \times \cdots \times C_d\) where the partial order is defined as \(c_1' \times \cdots \times c_d' \preceq c_1'' \times \cdots \times c_d''\) if \(c_i' \preceq c_i''\), where \(c_i', c_i'' \in C_i\) for \(1 \leq i \leq d\), respectively. Figure \[11\] gives example class hierarchies on three dimensions, Product, Location, Date of a year, and shows a Hasse diagram of their cube lattice which contains \(3 \times 3 \times 4 = 36\) cuboids.

An iceberg data cube yet contains a large number of cube cells. We expect that visualization plays an important role in exploring these data cells. In the same way as frequent itemsets, iceberg data cells define a monotone Boolean function on the data cube lattice. If a data cell is dense, so does every ancestor data cell up the data cube lattice. Therefore, ideas similar to the ones we used in visualizing frequent itemsets can be used to visually explore iceberg data cells. Specifically, each dimension bears a lattice structure of class hierarchy where data values or ranges of data values can be organized into a taxonomy tree. Unlike the visualization of frequent itemsets where there is a single item taxonomy tree, however, the taxonomy tree of each dimension can be displayed on each
coordinate and a data cell is visualized as a sequence of Bezier curves. Similar pruning strategies can be applied to visualize only non-implied data cells. This technique of data cube visualization is currently under investigation.

8 Related Work

The problem of association rule pruning has been studied by many researchers. Klemettinen et al. [7] studied association rules at the border of frequent itemsets and used templates to specify what users want to see. The problem of hypergraph transversal was studied by Gunopulos et al. [18]. Similarly, the upper and lower support-confidence borders of association rules have been studied by Bayardo and Agrawal [19,6]. Global partial orders of sequential data have been discussed by Mannila and Meek [20]. Toivonen et al. [21] introduced rule cover for pruning association rules. Although visualization was not the subject of discussion of these papers, each of them suggested ways to visualize rules, either explicitly or implicitly. As mining the most interesting rules became a concern, interestingness measure has received much attention. [22] introduced a method of pruning association rules by using the maximum entropy principle. Chi-square($\chi^2$) test was introduced in [23] to measure the correlation of items and was used in [3] for pruning and summarizing large amounts of association rules that have a single Boolean attribute on the RHSs.

The rule pruning method discussed in this paper is influenced by [24,23]. Aggarwal and Yu [24] introduced technique to remove two types of redundant rules. The first type of redundancy is called simple redundancy. It says that $ab \rightarrow c$ should be pruned in the presence of $a \rightarrow bc$. The second type of redundancy is called strict redundancy. It says that $a \rightarrow c$ should be pruned in the presence of $a \rightarrow bc$. However, these redundancies did not consider item taxonomy. Silverstein et al. [23] introduced correlation rule mining by using chi-square test. This correlation measure is upward closed in the itemset lattice while the support is downward closed. An algorithm was designed to find a minimal set of correlated frequent itemsets.
There are many methods to visualize frequent itemsets and association rules of simplified forms, for example, by simplifying the problem to two or few dimensions. A straightforward yet useful way to visualize one-to-one association rules is a two-dimensional matrix with LHS items in one dimension and RHS items in the other dimension. Wong et al.\cite{25} gave an alternative of arranging dimensions where all rules are placed in one dimension and all items are placed in the other dimension. A rule is visualized as bar charts against all items in the rule. This approach is good for visualizing large itemsets. But it is difficult to work once the number of itemsets becomes large. Fukuda et al.\cite{26} and Yoda et al.\cite{5} permit association rules to contain two numeric attributes as the LHS and a Boolean attribute as the RHS. This approach enables them to transform a set of tuples into a bitmap image. It provides a method for visualizing association rules with up to two items in the LHS.

A directed graph is another prevailing technique to depict item associations. The nodes of a directed graph represent the items, and the edges represent the associations. This technique works when only a few items and associations are involved. However, the graph may quickly turn into a tangled mess \cite{7} with as few as a dozen rules.

9 Conclusion and Future Work

Frequent itemsets and association rules present technical challenges to information visualization because they are defined on the power set of a set of items and specify many-to-many relationships among the items. Our objective is to visualize a large number of such itemsets or rules. We believe that this step is a must to make a visualization approach practically useful in real world data mining applications. This paper has described an approach of using parallel coordinates as a simple and effective metaphor to visualize frequent itemsets and association rules. The closure properties among frequent itemsets and association rules are embedded in the visualization. Each coordinate can be represented as an expandable item taxonomy tree where items are organized into item taxonomy. With such a graphic encoding, finding interesting itemsets and rules would be enhanced with visual information that helps humans to interpret data mining results. A software system has been developed. It enables three kinds of interaction: (1) The displayed item taxonomy tree is clickable to expand or shrink. This enables us to visualize only those itemsets or rules on the selected items. (2) A displayed itemset or rule is clickable to list all itemsets or rules it implies. (3) Panning and zooming are supported to focus on a particular area in the visualization. All these together provide a feasible approach to visually explore large frequent itemsets and many-to-many association rules.

The fundamental problem in the visualization of frequent itemsets and association rules is that, depending on the support value, there is a long border of frequent itemsets in the itemset lattice and there is no visual technique directly applicable to displaying many many-to-many relationships. We overcame this problem by using an expandable item taxonomy tree to organize items.
Basically, this introduces a displayable itemset border in the generalized item lattice, which separates displayable itemsets from non-displayable ones. Only those frequent itemsets that are on this border are displayed. By changing this border through expanding or shrinking the displayed item taxonomy tree, we selectively visualize the frequent itemsets and association rules that we are interested in.

Visualizing many-to-many association rules is a challenging problem. Our approach of visualization brings issues for future research on how interaction and redundancy might be exploited toward visualizing frequent itemsets and association rules. One research topic is how to explore more effectively closure properties and borders to selectively visualize itemsets or rules. The changes of these borders should be associated with meaningful user interactions. Another topic is how to prune uninteresting itemsets and rules. Summarization techniques would be needed to better summarize and prune the discovered itemsets and rules. Finally, we have realized that our approach is applicable to visually explore general monotone Boolean functions defined on a lattice structure. It is part of our future work to discover its applications in many other areas.
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Abstract. In today’s applications data is produced at unprecedented rates. While the capacity to collect and store new data rapidly grows, the ability to analyze these data volumes increases at much lower rates. This gap leads to new challenges in the analysis process, since analysts, decision makers, engineers, or emergency response teams depend on information hidden in the data. The emerging field of visual analytics focuses on handling these massive, heterogenous, and dynamic volumes of information by integrating human judgement by means of visual representations and interaction techniques in the analysis process. Furthermore, it is the combination of related research areas including visualization, data mining, and statistics that turns visual analytics into a promising field of research. This paper aims at providing an overview of visual analytics, its scope and concepts, addresses the most important research challenges and presents use cases from a wide variety of application scenarios.

1 Introduction

The information overload is a well-known phenomenon of the information age, since due to the progress in computer power and storage capacity over the last decades, data is produced at an incredible rate, and our ability to collect and store these data is increasing at a faster rate than our ability to analyze it. But, the analysis of these massive, typically messy and inconsistent, volumes of data is crucial in many application domains. For decision makers, analysts or emergency response teams it is an essential task to rapidly extract relevant information from the flood of data. Today, a selected number of software tools is employed to help analysts to organize their information, generate overviews and explore the information space in order to extract potentially useful information. Most of these data analysis systems still rely on interaction metaphors developed more than a decade ago and it is questionable whether they are able to meet the demands of the ever-increasing mass of information. In fact, huge investments in time and money are often lost, because we still lack the possibilities to properly interact with the databases. Visual analytics aims at bridging this gap.
by employing more intelligent means in the analysis process. The basic idea of visual analytics is to visually represent the information, allowing the human to directly interact with the information, to gain insight, to draw conclusions, and to ultimately make better decisions. The visual representation of the information reduces complex cognitive work needed to perform certain tasks. People may use visual analytics tools and techniques to synthesize information and derive insight from massive, dynamic, and often conflicting data by providing timely, defensible, and understandable assessments.

The goal of visual analytics research is to turn the information overload into an opportunity. Decision-makers should be enabled to examine this massive, multi-dimensional, multi-source, time-varying information stream to make effective decisions in time-critical situations. For informed decisions, it is indispensable to include humans in the data analysis process to combine flexibility, creativity, and background knowledge with the enormous storage capacity and the computational power of today’s computers. The specific advantage of visual analytics is that decision makers may focus their full cognitive and perceptual capabilities on the analytical process, while allowing them to apply advanced computational capabilities to augment the discovery process. This paper gives an overview on visual analytics, and discusses the most important research challenges in this field. Real world application examples are presented that show how visual analytics can help to turn information overload as generated by today’s applications into useful information.

The rest of the paper is organized as follows: section 2 defines visual analytics and discusses its scope. The visual analytics process is formalized in section 3. Section 4 covers the 10 most important application challenges in the field and presents some approaches addressing these problems. It is followed by the 10 most important technical challenges in section 5. Finally, section 6 concludes our work and gives a short outlook of the future of visual analytics.

2 Scope of Visual Analytics

In general, visual analytics can be described as “the science of analytical reasoning facilitated by interactive visual interfaces” [1]. To be more precise, visual analytics is an iterative process that involves information gathering, data preprocessing, knowledge representation, interaction and decision making. The ultimate goal is to gain insight in the problem at hand which is described by vast amounts of scientific, forensic or business data from heterogeneous sources. To reach this goal, visual analytics combines the strengths of machines with those of humans. On the one hand, methods from knowledge discovery in databases (KDD), statistics and mathematics are the driving force on the automatic analysis side, while on the other hand human capabilities to perceive, relate and conclude turn visual analytics into a very promising field of research.

Historically, visual analytics has evolved out of the fields of information and scientific visualization. According to Colin Ware, the term visualization is meanwhile understood as “a graphical representation of data or concepts” [2], while
the term was formerly applied to form a mental image. Nowadays fast computers and sophisticated output devices create meaningful visualizations and allow us not only to mentally visualize data and concepts, but also to see and explore an exact representation of the data under consideration on a computer screen. However, the transformation of data into meaningful visualizations is not a trivial task that will automatically improve through steadily growing computational resources. Very often, there are many different ways to represent the data under consideration and it is unclear which representation is the best one. State-of-the-art concepts of representation, perception, interaction and decision-making need to be applied and extended to be suitable for visual data analysis.

The fields of information and scientific visualization deal with visual representations of data. The main difference among the two is that scientific visualization examines potentially huge amounts of scientific data obtained from sensors, simulations or laboratory tests. Typical scientific visualization applications are flow visualization, volume rendering, and slicing techniques for medical illustrations. In most cases, some aspects of the data can be directly mapped onto geographic coordinates or into virtual 3D environments. We define Information visualization more generally as the communication of abstract data relevant in terms of action through the use of interactive interfaces. There are three major goals of visualization, namely a) presentation, b) confirmatory analysis, and c) exploratory analysis. For presentation purposes, the facts to be presented are fixed a priori, and the choice of the appropriate presentation technique depends largely on the user. The aim is to efficiently and effectively communicate the results of an analysis. For confirmatory analysis, one or more hypotheses about the data serve as a starting point. The process can be described as a goal-oriented examination of these hypotheses. As a result, visualization either confirms these hypotheses or rejects them. 

**Exploratory data analysis** as the process of searching and analyzing databases to find implicit but potentially useful information, is a difficult task. At the beginning, the analyst has no hypothesis about the data. According to John Tukey, tools as well as understanding are needed for the interactive and usually undirected search for structures and trends.

Visual analytics is more than only visualization. It can rather be seen as an integral approach combining visualization, human factors and data analysis. Figure 1 illustrates the detailed scope of visual analytics. Concerning the field of visualization, visual analytics integrates methodology from information analytics, geospatial analytics, and scientific analytics. Especially human factors (e.g., interaction, cognition, perception, collaboration, presentation, and dissemination) play a key role in the communication between human and computer, as well as in the decision-making process. In this context, **production** is defined as the creation of materials that summarize the results of an analytical effort, **presentation** as the packaging of those materials in a way that helps the audience understand the analytical results in context using terms that are meaningful to them, and **dissemination** as the process of sharing that information with the intended audience. In matters of data analysis, visual analytics furthermore profits from methodologies developed in the fields of data management &
knowledge representation, knowledge discovery and statistical analytics. Note that visual analytics, is not likely to become a separate field of study \[5\], but its influence will spread over the research areas it comprises.

According to Jarke J. van Wijk, “visualization is not ’good’ by definition, developers of new methods have to make clear why the information sought cannot be extracted automatically” \[6\]. From this statement, we immediately see the need for the visual analytics approach using automatic methods from statistics, mathematics and knowledge discovery in databases (KDD) wherever they are applicable. Visualization is used as a means to efficiently communicate and explore the information space when automatic methods fail. In this context, human background knowledge, intuition and decision-making either cannot be automated or serve as input for the future development of automated processes.

Overlooking a large information space is a typical visual analytics problem. In many cases, the information at hand is conflicting and needs to be integrated from heterogeneous data sources. Moreover, the system lacks knowledge that is still hidden in the expert’s mind. By applying analytical reasoning, hypotheses about the data can be either affirmed or discarded and eventually lead to a better understanding of the data, thus supporting the analyst in his task to gain insight. Contrary to this, a well-defined problem where the optimum or a good estimation can be calculated by non-interactive analytical means would rather not
be described as a visual analytics problem. In such a scenario, the non-interactive
analysis should be clearly preferred due to efficiency reasons. Likewise, visual-
ization problems not involving methods for automatic data analysis do not fall
into the field of visual analytics.

The fields of visualization and visual analytics both build upon methods from
scientific analytics, geospatial analytics and information analytics. They both
profit from knowledge out of the field of interaction as well as cognitive and per-
ceptual science. They do differentiate in so far as visual analytics furthermore
integrates methodology from the fields of statistical analytics, knowledge discov-
ery, data management & knowledge representation and presentation, production
& dissemination.

3 Visual Analytics Process

In this section we provide a formal description of the visual analytics process. As
described in the last section the input for the data sets used in the visual analytics
process are heterogeneous data sources (i.e., the internet, newspapers, books,
scientific experiments, expert systems). From these rich sources, the data sets
\( S = S_1, \ldots, S_m \) are chosen, whereas each \( S_i, i \in (1, \ldots, n) \) consists of attributes
\( A_{i1}, \ldots, A_{ik} \). The goal or output of the process is insight \( I \). Insight is either
directly obtained from the set of created visualizations \( V \) or through confirmation
of hypotheses \( H \) as the results of automated analysis methods. We illustrated
this formalization of the visual analytics process in Figure 2. Arrows represent
the transitions from one set to another one.

More formal the visual analytics process is a transformation \( F : S \rightarrow I \), whereas
\( F \) is a concatenation of functions \( f \in \{D_W, V_X, H_Y, U_Z\} \) defined as follows:

\( D_W \) describes the basic data pre-processing functionality with \( D_W : S \rightarrow S \) and \( W \in \{T, C, SL, I\} \) including data transformation functions \( D_T \), data
cleaning functions $D_C$, data selection functions $D_{SL}$ and data integration functions $D_I$ that are needed to make analysis functions applicable to the data set.

$V_W, W \in \{S, H\}$ symbolizes the visualization functions, which are either functions visualizing data $V_S : S \rightarrow V$ or functions visualizing hypotheses $V_H : H \rightarrow V$.

$H_Y, Y \in \{S, V\}$ represents the hypothesis generation process. We distinguish between functions that generate hypotheses from data $H_S : S \rightarrow H$ and functions that generate hypotheses from visualizations $H_V : V \rightarrow H$.

Moreover, user interactions $U_Z, Z \in \{V, H, CV, CH\}$ are an integral part of the visual analytics process. User interactions can either effect only visualizations $U_V : V \rightarrow V$ (i.e., selecting or zooming), or can effect only hypotheses $U_H : H \rightarrow H$ by generating a new hypotheses from given ones. Furthermore, insight can be concluded from visualizations $U_{CV} : V \rightarrow I$ or from hypothesis $U_{CH} : H \rightarrow I$.

The typical data pre-processing applying data cleaning, data integration and data transformation functions is defined as $D_P = D_T(D_I(D_C(S_1, \ldots, S_n)))$.

After the pre-processing step either automated analysis methods $H_S = \{f_{s1}, \ldots, f_{sq}\}$ (i.e., statistics, data mining, etc.) or visualization methods $V_S : S \rightarrow V, V_S = \{f_{v1}, \ldots, f_{vs}\}$ are applied to the data, in order to reveal patterns as shown in Figure 2.

The application of visualization methods can hereby directly provide insight to the user, described by $U_{CV}$; the same applies to automatic analysis methods $U_{CH}$. However, most application scenarios may require user interaction to refine parameters in the analysis process and to steer the visualization process. This means that after having obtained initial results from either the automatic analysis step or the visualization step, the user may refine the achieved results by applying another data analysis step, expressed by $U_V$ and $U_H$. Furthermore visualization methods can be applied to the results of the automated analysis step to transform a hypotheses into a visual representation $V_H$ or the findings extracted from visualizations may be validated through an data analysis step to generated a hypotheses $H_V$. F(S) is rather an iterative process than a single application of each provided function, as indicated by the feedback loop in Figure 2. The user may refine input parameters or focus on different parts of the data in order to validate generated hypotheses or extracted insight.

We take a visual analytics application for monitoring network security as an example. Within the network system, four sensors measure the network traffic resulting in four data sets $S_1, \ldots, S_4$. While preprocessing, the data is cleaned from missing values and unnecessary data using the data cleaning function $d_c$, integrated using $d_i$ (each measurement system stores data slightly different), and transformed in a format suitable for our analysis using $d_t$. We now select UDP and TCP traffic for our analysis with the function $d_s$, resulting in $S' = d_s(d_t(d_i(d_c(S_1, \ldots, S_4))))$. For further analysis, we apply a data mining algorithm $h_s$ to search for security incidents within the traffic generating a hypothesis $h' = h_s(S')$. To better understand this hypothesis, we visualize it using the function $v_h$: $v' = v_h(h')$. Interactive adjustment of the parameters results in $v'' = u_v(v')$, revealing a correlation of the incidents from two specific source
networks. By applying the function $h_v$, we obtain a distribution of networks where similar incidents took place $h'' = h_v(v'')$. This leads to the insight that a specific network worm tries to communicate with our network from 25 source networks $i' = u_{ch}(h'')$. Repeating the same process at a later date by using the feedback loop reveals a much higher spread of the virus, emphasizing the need to take countermeasures.

Unlike described in the information seeking mantra (“overview first, zoom/filter, details on demand”) [7], the visual analytics process comprises the application of automatic analysis methods before and after the interactive visual representation is used like demonstrated in the example. This is primarily due to the fact that current and especially future data sets are complex on the one hand and too large to be visualized straightforward on the other hand. Therefore, we present the visual analytics mantra:

”Analyse First -
Show the Important -
Zoom, Filter and Analyse Further -
Details on Demand”

4 Application Challenges

For the advancement of the research field of visual analytics several application and technical challenges need to be mastered. In this section, we present the ten most significant application challenges and discuss them in the context of research projects trying to solve the challenges. Both the application (this section), as well as the technical challenges (next section) were identified by the panel discussion on the Workshop on Visual Analytics in 2005 [8].

4.1 Physics and Astronomy

One major field in the area of visual analytics covers physics and astronomy, including applications like flow visualization, fluid dynamics, molecular dynamics, nuclear science and astrophysics, to name just a few of them.

Especially the research field of astrophysics offers a wide variety of usage scenarios for visual analytics. Never before in history scientists had the ability to capture so much information about the universe. Massive volumes of unstructured data, originating from different directions of the orbit and covering the whole frequency spectrum, form continuous streams of terabytes of data that can be recorded and analysed. The amount of data is so high that it far exceeds the ability of humans to consider it all. By common data analysis techniques like knowledge discovery, astronomers can find new phenomena, relationships and useful knowledge about the universe, but although a lot of the data only consists of noise, a visual analytics approach can help separating relevant data from noise and help identifying unexpected phenomena inside the massive and dynamic data streams. One celebrated example is the Sloan Digital Sky Survey [10] and the COMPLETE project [11], generating terabytes of astrophysics
data each day, or the Large Hadron Collider (LHC) at CERN which generates a volume of 1 petabyte of data per year.

One example for a visual analytics application is the simulation of a Supernova. The SciDAC program has brought together tremendous scientific expertise and computing resources within the Terascale Supernova Initiative (TSI) project to realize the promise of terascale computing for attempting to answer some of the involved questions [9]. A complete understanding of core collapse supernovae requires 3D simulations of the turbulence, rotation, radiation, magnetic fields and gravitational forces, producing tens of terabytes of data per simulation. As an examination of this massive amount of data in a numeric format would simply exceed human capabilities and would therefore not give an insight into the processes involved, a visual approach (see Fig. 3) can help analyzing these processes on a higher aggregated level in order to draw conclusions and extract knowledge from it.

4.2 Business

Another major field in the area of visual analytics covers business applications. The financial market with its thousands of different stocks, bonds, futures, commodities, market indices and currencies generates a lot of data every second, which accumulates to high data volumes throughout the years. The main challenge in this area lies in analyzing the data under multiple perspectives and assumptions to understand historical and current situations, and then monitoring the market to forecast trends and to identify recurring situations. Visual analytics applications can help analysts obtaining insights and understanding into
Fig. 4. Visual analysis of financial data with the FinDEx system \[12\]. The growth rates for time intervals are triangulated in order to visualize all possible time frames. The small triangle represents the absolute performance of one stock, the big triangle represents the performance of one stock compared to the whole market.

previous stock market development, as well as supporting the decision making progress by monitoring the stock market in real-time in order to take necessary actions for a competitive advantage, with powerful means that reach far beyond the numeric technical chart analysis indicators or traditional line charts. One popular application in this field is the well-known Smartmoney \[13\], which gives an instant visual overview of the development of the stock market in particular sectors for a user-definable time frame. A new application in this field is the FinDEx system \[12\] (see Fig. 4), which allows a visual comparison of a fund’s performance to the whole market for all possible time intervals at one glance.

4.3 Environmental Monitoring

Monitoring climate and weather is also a domain which involves huge amounts of data collected throughout the world or from satellites in short time intervals, easily accumulating to terabytes per day. Applications in this domain most often do not only visualize snapshots of a current situation, but also have to generate sequences of previous developments and forecasts for the future in order to analyse certain phenomena and to identify the factors responsible for a development, thus enabling the decision maker to take necessary countermeasures (like the global reduction of carbon dioxide emissions in order to reduce global warming). The applications for climate modeling and climate visualization can cover all possible time intervals, from daily weather forecasts which operate in rather short time frames of several days, to more complex visualizations of climate changes that can expand to thousands of years. A visual approach can easily help to interpret these massive amounts of data and to gain insight into
the dependencies of climate factors and climate change scenarios that would otherwise not be easily identified. Besides weather forecasts, existing applications for instance visualize the global warming, melting of the poles, the stratospheric ozone depletion, hurricane warnings or oceanography, to name just a few.

4.4 Disaster and Emergency Management

Despite the slowly arising environmental changes like global warming that have been mentioned above, environmental or other disasters can face us as sudden major catastrophes. In the domain of emergency management, visual analytics can help determining the ongoing progress of an emergency and can help identifying the next countermeasures (construction of physical countermeasures or evacuation of the population) that must be taken to limit the damage. Such scenarios can include natural or meteorological catastrophes like flood or waves, volcanoes, storm, fire or epidemic growth of diseases (bird flu), but also human-made technological catastrophes like industrial accidents, transport accidents or pollution. Depending on the particular case, visual analytics can help to determine the amount of damage, to identify objectives, to assign priorities, and to provide effective coordination for various organizations for more efficient help in the disaster zone.

4.5 Security

Visual analytics for security is an important research topic and is strongly supported by the U.S. government. The application field in this sector is wide, ranging from terrorism informatics over border protection to network security. In these fields, the challenges lie in getting all the information together and linking numerous incidents to find correlations.

A demonstrative example of work in the field is the situational awareness display VisAware [14] which is built upon the \( w^3 \) premise, assuming that every incident has at least the three attributes what, when, and where (see Fig. 5). In this display, the location attribute is placed on a map, the time attribute indicated on concentric circles around this map, and the classification of the incident is mapped to the angle around the circle. For each incident, the attributes are linked through lines. Other examples in the field are [15] and [16].

4.6 Software Analytics

Visual software analytics has become a popular research area, and as modern software packages often consist of millions of code lines it can support a faster understanding of the structure of a software package with its dependencies. Visual analytics tools can not only help revealing the structure of a software package, but can also be used for various other tasks like debugging, maintenance, restructuring or optimization, therefore reducing software maintenance costs. Two applications in this field are CVSscan [17] for interactively tracking the changes of a software package over time, or the Voronoi treemaps [18] for visualization of software metrics.
4.7 Biology, Medicine and Health

The research fields in biology and medicine offer a very wide variety of applications. As computer tomography and ultrasound imaging in the medical area for 3-dimensional digital reconstruction and visualization have been widely used for years, especially the emerging area of bio-informatics now offers a lot of possible applications for visual analytics. From the early beginning of sequencing, scientist in these areas face unprecedented volumes of data, like in the Human Genome Project with three billion base pairs per human. Other new areas like Proteomics (studies of the proteins in a cell), Metabolomics (systematic study of unique chemical fingerprints that specific cellular processes leave behind) or combinatorial chemistry with tens of millions of compounds even enlarge the amount of data every day. A brute-force computation of all possible combinations is often not possible, but visual approaches can help to identify the main regions of interest and exclude areas that are not promising. As traditional visualization techniques can not cope with these amounts of data, new and more effective visualizations are necessary to analyze this amount of data ([19], [20]).

4.8 Engineering Analytics

The application field in engineering analytics covers the whole range from engineering to construction, with a lot of parallels to physics (see above). The most important application is also flow visualization, regarding the automotive industry for example optimization of the air resistance of vehicles, optimization of the flows inside a catalytic converter or diesel particle filter, or computation of optimal air flows inside an engine [21]. Instead of only solving these problems algorithmically, visual analytics can help to understand the flows, and to
interactively change construction parameters to optimize the flows. Another application in the automotive industry is the simulation of a car crash, where the frame of a car is represented as a grid of hundreds of thousands of points and the crash is simulated inside a computer. As an optimal car frame cannot be fully automatically computed, visual analytics can help engineers to understand the deformation of the frame during a crash step by step, and to identify the keypoints where optimization of the frame is necessary for a better overall stability.

4.9 Personal Information Management

The field of personal information management has many facets and is already affecting our everyday life through digital information devices such as PDAs, mobile phones, and laptop computers. However, there are many further possibilities where research might help to form our future. One example is the IBM Remail project [22], which tries to enhance human capabilities to cope with email overload. Concepts like “Thread Arcs”, “Correspondents Map”, and “Message Map” support the user to efficiently analyse his personal email communication. MIT's project Oxygen [23] goes one step further, by addressing the challenges of new systems to be pervasive, embedded, nomadic, adaptable, powerful, intentional and eternal. Many of those challenges reflect the visual analytics approach to combine human intelligence and intuition with computational resources.

4.10 Mobile Graphics and Traffic

As an example for traffic monitoring, we consider an ongoing project at University of Illinois-Chicago National Center for Data Mining [24]. In this project, traffic data from the tri-state region (Illinois, Indiana, and Wisconsin) are collected from hundreds of embedded sensors. The sensors are able to identify vehicle weights and traffic volumes. There are also cameras that capture live video feeds, Global Positioning System (GPS) information from selected vehicles, textual accident reports, and weather information. The research challenge is to integrate this massive information flow, provide visualizations that fuse this information to show the current state of the traffic network, and develop algorithms that will detect changes in the flows. Part of this project will involve characterizing normal and expected traffic patterns and developing models that will predict traffic activity when stimulus to the network occurs. The changes detected will include both changes in current congestion levels and differences in congestion levels from what would be expected from normal traffic levels.

5 Technical Challenges

To complete the list of challenges of the previous section, we briefly list the 10 most important technical challenges.

The first technical challenge lies in the field of problem solving, decision science, and human information discourse. The process of problem solving supported by technology requires understanding of technology on the one hand, but
also comprehension of logic, reasoning, and common sense on the other hand. Intuitive displays and interaction devices should be constructed to communicate analytical results through meaningful visualizations and clear representations.

User acceptability is a further challenge; many novel visualization techniques have been presented, yet their wide-spread deployment has not taken place, primarily due to the users’ refusal to change their working routines. Therefore, the advantages of visual analytics tools need to be communicated to the audience of future users to overcome usage barriers, and to eventually tap the full potential of the visual analytics approach. After having developed a system, its evaluation is crucial for future reference. Clear comparisons with previous systems to assess its adequacy and objective rules of thumbs to facilitate design decisions would be a great contribution to the community.

To automatically derive semantics out of large document collections is still a challenge. On the one hand, some expert systems have been successfully built for specialized fields, but on the other hand the researched methods only perform reasonably within a limited scope. Unlike human comprehension, automatic methods often fail to recognize complex coherences for which they have not been explicitly trained. Modeling of semantics to better deal with conflicting and incomplete information is therefore a challenging field.

Data quality and uncertainty is an issue in many domains, ranging from terrorism informatics to natural sciences, and needs to be taken into account when designing algorithms and visualization metaphors. Semiotic misinterpretations can occur easily. Data provenance as the science of understanding where data has come from and why it arrived in the user’s database [25] is closely connected to the latter topic. In application fields such as biology, experimental data is made publicly available on the web, copied into other databases, and transformed several times (data curation). Seldom, this information about the transformations and the origins of the data under consideration is properly documented, although it is indispensable for the reproducibility of scientific results. Another challenge lies in data streams producing new data at astonishing pace. In this field, especially the timely analysis of the data streams plays an important role. In many cases, e.g. network traffic monitoring, detailed information is abundant and in the long term storage capacities do not suffice to log all data. Thus, efficient and effective methods for compression and feature extraction are needed.

Due to improved measurement methods and decreasing costs of storage capacities, data sets keep on growing. Eventually, scalability becomes a major problem in both, automatic as well as visual analysis [26, 27], as it becomes more and more challenging to analyze these data sets. For more details see [1], page 24ff “The Scalability Challenge”.

Real-world applications often consist of a series of heterogeneous problems. While solving one or more of these problems might still be accomplishable, their correlation make it very difficult to solve the overall problem, thus turning synthesis of problems into another challenge. It soon becomes apparent that integration with automated analysis, databases, statistics, design, perception, etc. comprises the last of the technical challenges.
6 Conclusion

Visual analytics is an emerging field of research combining strengths from information analytics, geospatial analytics, scientific analytics, statistical analytics, knowledge discovery, data management & knowledge representation, presentation, production and dissemination, cognition, perception and interaction. Its goal is to gain insight into homogeneous, contradictory and incomplete data through the combination of automatic analysis methods with human background knowledge and intuition.

In this paper, we defined the scope of this emerging field and took a closer look at the visual analytics process. By presenting a formal model of the process, we identified the key concepts (data sets, hypotheses, visualizations and insight) and transition functions from one concept to another. To represent the iterative character of the process, a feedback-loop was introduced starting the process over again. To better understand the new analysis methodology, we presented the visual analytics mantra “analyse first - show the important - zoom, filter and analyse further - details on demand”. By means of the top 10 application challenges and the top 10 technical challenges, we gave an overview of the current state of the field and its challenges.
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Abstract. We define, compute, and evaluate nested surfaces for the purpose of visual data mining. Nested surfaces enclose the data at various density levels, and make it possible to equalize the more and less pronounced structures in the data. This facilitates the detection of multiple structures, which is important for data mining where the less obvious relationships are often the most interesting ones. The experimental results illustrate that surfaces are fairly robust with respect to the number of observations, easy to perceive, and intuitive to interpret. We give a topology-based definition of nested surfaces and establish a relationship to the density of the data. Several algorithms are given that compute surface grids and surface contours, respectively.

1 Introduction

Visual data mining exploits the human perceptual faculties to detect interesting relationships in the data. To support the detection of relationships it is important to visualize data in a form that is easy understandable to humans. It is common to use scatter plots for this purpose [2]. Employing scatter plots is intuitive as each observation is faithfully displayed. Scatter plots have successfully been used for detecting relationships in two dimensions. For higher dimensions scatter plots are combined with grand tour methods. A grand tour displays a smooth rotation of two dimensional projections that eventually covers the entire high dimensional search space.

Scatter plots hit limitations if the dataset is big, noisy, or if it contains multiple structures. With lots of data the amount of displayed objects makes it difficult to detect any structure at all. Noise easily blurs the picture and can make it impossible to find interesting relationships. Finally, with multiple structures it often happens that one structure is more pronounced than another. In this situation the less pronounced structures easily get lost. For the purpose of data mining this is particularly bad as it is usually the less obvious relationships that are the most interesting ones. Surfaces equalize the more and less pronounced structures and thus support the detection of less obvious relationships.

In this chapter we explore the potential of nested surfaces to analyze data sets. Nested surfaces enclose the data at varying densities. Humans are used to perceive surface information and to abstract surfaces from individual observations. This greatly simplifies the interpretation of the data. Nested surfaces do not suffer if the amount of
data is big, and the nesting supports the detection of multiple structures. We provide a topology-based definition of surfaces and prove that the boundary \( \partial C_\alpha = \partial \{ (x, y, z) : f(x, y, z) \geq \alpha \} \) is a surface if the density function \( f \) has a continuous derivative. This provides the basis for an algorithm that computes nested level surfaces. Given a density estimation, which has continuous derivative, and a density level \( \alpha \) we give algorithms that compute surface grids and surface contours, respectively. The described methods have been implemented and integrated into the 3D Visual Data Mining (3DVDM) System. The 3DVDM System is used for explorative data analyses in a 6-sided Cave, a 180° Panorama, and on regular computer monitors. It can be downloaded from http://www.cs.auc.dk/3DVDM and runs on SGI and PC/Linux computers.

The nested surface method works well with continuous datasets that contain multiple structures. We expect that the method will also work fine for categorical data. In this case, the ordering of dimensions and other parameters may be significant and can yield different visual results.

Usually, high number of observations overloads scatter plots. In contrast, nested surfaces produce nice results. The visualization is not affected by a high number of observations and it is continuously improving as the number of observations increases.

The computation of nested surfaces for the purpose of data mining has only received scant attention. Mostly surfaces have been investigated in connection with advanced visualization techniques, such as rendering, lighting, transparency, or stereoscopy [4,7,8,12]. These approaches focus on methods and data structures related to visualization aspects. Our goal is the computation of the defining structure of surface that emphasize the structure of the data.

The chapter proceeds as follows. We motivate our method in Section 2. Section 3 provides background material about probability density functions (PDFs), kernel estimations, clustering, and outliers. Section 4 defines surfaces. Section 5 gives algorithms for computing PDF estimates, level grid surfaces, and level contour surfaces. The algorithms are evaluated in Section 6. Section 7 discusses experimental results. Section 8 summarizes the chapter and points to future work.

2 Motivation

Scatter plots are used to find structures in data. These structures are usually described as an accumulation of points. Scatter plots are good in getting a first impression of the data set, but they have a number of disadvantages. On one hand it is hard to understand very dense regions since data points hide each other. On the other hand it is also difficult to investigate sparse regions since data points in sparse areas are easily perceived as noise.

To illustrate our method we use the Spiral–Line data set presented in Figure 1(a). The data set consist of a vertical line in the middle (4’000 points), a spiral curve around the line (4’000 points) and uniformly distributed noise (2’000 points). The data points around the spiral curve form the most dense and notable region. Since the data points around the vertical line have a higher spreadness it is easy to treat it as noise and not pay attention to it.

Figures 1(b) to 1(d) present the surfaces for different density levels \( \alpha \). Figure 1(b) shows the surface for the lowest density level. This Figure can be used for the detection
of outliers. Figures 1(c) and 1(d) show surfaces for higher density levels. Together with Figure 1(b) they emphasize the structure of the data set. Note that the surfaces in Figure 1(c) clearly identify the vertical line and the spiral (the quality is much better on the monitor, see also Figures 5 and 6).

In contrast to scatter plot visualizations, surfaces do not deteriorate if the amount of observations increases. Nested surfaces are often easier to interpret than the raw data. Moreover multiple nested surfaces at different density levels facilitate the analysis of the data at different levels of detail. This gives the ability to explore the internal structure of data regions.

3 Preliminaries

3.1 Probability Density Function

Throughout, we assume that the data has been normalized to the three-dimensional unit cube, i.e., each coordinate falls into the [0,1] interval.

Definition 1. (Probability density function) Let $X$ be a 3 dimensional random vector with distribution function $F$. A 3-dimensional real value function $f$ with

$$F(x, y, z) = \int_{-\infty}^{x} \int_{-\infty}^{y} \int_{-\infty}^{z} f(t, s, q) \, dt \, ds \, dq$$

is a probability density function (PDF).

Figure 2(a) shows a dataset with two clusters: $A$ and $B$. The corresponding PDF is shown in Figure 2(b). The PDF shows the density of the dataset. Since the density of region $A$ is lower than the density of region $B$ the PDF value for region $B$ is higher than for region $A$. The PDF also shows that region $A$ is more spread than region $B$.

In general, we have to estimate the PDF because we are dealing with random datasets for which the true PDF is unknown. Different PDF estimates were proposed in the literature, with the kernel method being one of the most general ones [3,1,11,10,5]. The essence of the kernel method is that each observation increases the chances of having another observation nearby. Therefore, we draw a symmetric kernel with an area equal to 1 around each observation. Adding all kernels (cf. Figure 2(c)) yields an estimate for the PDF. To control the influence of one observation on the overall estimation a
smoothing parameter $h$ is introduced. The kernel estimate \cite{9} for a set of observations, $(X_i, Y_i, Z_i), i = 1, \ldots, n$, at point $(x, y, z)$ is defined as follows:

\[
\hat{f}_K(x, y, z) = \frac{1}{nh^3} \sum_{k=1}^{n} K\left(\frac{x - X_i}{h}, \frac{y - Y_i}{h}, \frac{z - Z_i}{h}\right),
\]

where $K$ is a function (kernel) with $K \geq 0$, $\int K = 1$, and $K(x) = K(-x)$.

Various kernels $K$ have been proposed in the statistical literature. Examples include square wave or Gaussian functions. It has been shown \cite{11} that the accuracy of the estimation depends mostly on the smoothing parameter $h$ and less on the choice of the kernel $K$. Parzen \cite{1} showed that the smoothing parameter

\[
h = h_{\text{opt}} = c(K, \sigma_1, \sigma_2, \sigma_3)/n^{-1/7}
\]

minimizes the mean integrated square error (MISE):

\[
\text{MISE} = E \iint \left( \hat{f}(x, y, z) - f(x, y, z) \right)^2 \, dx \, dy \, dz.
\]

c is constant for a given dataset and depends on the variance $(\sigma^2_1, \sigma^2_2, \sigma^2_3)$ of the random vector $(X_1, X_2, X_3)$ and the kernel function $K$.

### 3.2 Clusters and Outliers

Density functions are also used to define clusters and outliers. Clusters and outliers are important characteristics of a dataset, and they are often used for data analysis. In the next section we will establish a relationship between clusters and surfaces. Let $D$ be a set of 3 dimensional points, and let $(x, x^*) = \{xt + x^*(1 - t), t \in (0, 1]\}$ be an interval in the three-dimensional space.

**Definition 2.** (Cluster) A cluster for a set of local maxima $M$ of the density function $f$ and threshold $\xi$ is the subset

\[C = \{x \in D \mid \forall x^* \in M \land \forall y \in (x, x^*) : f(y) \geq \xi\} \text{.}\]

**Definition 3.** (Outliers) The points $O \subseteq D$ are outliers iff for all local maxima $x^*$ of the density function $f$

\[O = \{x \in D \mid \forall y \in (x, x^*) : f(y) < \xi\} \text{.}\]
Thus, a cluster is a set that contains PDF center (maxima) points together with all surrounding points that “exceed noise level $\xi$”.

## 4 Surface Definition

We use a topological approach to define a surface. Intuitively, a surface is a set of points iff the neighbourhood of any point is similar to a two–dimensional open disk. To define the resemblance with an open disk we use a homeomorphic (one-to-one, continuous inverse) function.

**Definition 4.** (Elementary surface) Let $f$ be a function that maps an open disc $D^2$ to a set of points $S$. $S$ is an elementary surface iff $f$ is homeomorphic.

**Definition 5.** (Surface) A surface is a connected set of points iff the neighbourhood of any point of the surface is an elementary surface.

Next, we establish a relationship between the border of a cluster and a surface. A border is a set of points: $\partial C = [C] \setminus C^o$ where $[C]$ contains the limit points of $C$ and $C^o$ contains the inner points of $C$. We show that $\partial C$ is a surface by giving a parametrisation function that maps a disk $D^2$ into $\partial C$.

**Theorem 1.** (Implicit function theorem) Suppose $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^m$ is differentiable in an open set around $(u, v)$ and $f(u, v) = 0$. Let $M$ be the $m \times m$ matrix given by

$$M = \begin{pmatrix} \frac{\partial f_i(u)}{\partial x_n+j} \\ \vdots \end{pmatrix} 1 \leq i, j \leq m.$$

If $\det M \neq 0$ then there is an open set $U \subset \mathbb{R}^n$ that contains $u$ and an open set $V$ that contains $v$, such that for each $r \in U$ there exists $s \in V$ and $f(r, s) = 0$. If we define $g : U \to V$ as $g(r) = s$, then $g$ is differentiable.

The implicit function theorem is a classical result and ensures the existence of a cluster boundary parametrisation. A proof can be found for example in [6].

**Lemma 1.** Let $f$ be a probability density function which has continuous derivative ($f \in C^1$), and $C$ be a cluster for a set of maxima $M$ and level noise $\xi$. Let $\text{grad} f(x) \neq 0, x \in \partial C$. Then $\partial C$ is a surface.

**Proof.** Notice that $\partial C = \{x \in D : f(x) = \xi\}$. Let $(a, b, c) \in \partial C$. Since $\text{grad} f \neq 0$ there is at least one coordinate $x_i$ such that $\partial f / \partial x_i \neq 0$ at point $(a, b, c)$. Then the implicit function theorem with $m = 1$ and $v = x_i$ proofs the lemma.

## 5 Algorithms

This section gives algorithms to compute nested surfaces: Surface\_GridPoints and Surface\_GridLines. Starting from the raw data, the first step is the estimation
of the PDF. We scan the (sample of the) data set twice to estimate the PDF. The first
scan is used to calculate the estimation parameters (cf. Equation (2)).

The second scan is used to compute the actual PDF estimation. We use the Epane-
chninikov kernel [1], which is equal to 0 outside the area \( t_1^2 + t_2^2 + t_3^2 \leq 1 \). Thus, only
observations that fall into the area \( \{(t_1, t_2, t_3) : (t_1 - x)^2 + (t_2 - y)^2 + (t_3 - z)^2 \leq h^2\} \)
influence the estimated PDF value at point \((x, y, z)\).

Algorithm: PDF_Estimation

Input:
Database with \( n \) observations: \((X[i], Y[i], Z[i]), i = 1, \ldots, n\)
Number of grid points in each dimension: \( g \)

Output:
Data cube with PDF values on grid points: \( PDF \)

Body:
1. Initialize PDF
2. Calculate estimation parameters according to Equation (2)
3. FOR \( i = 1 \) TO \( n \) DO
   3.1. Determine the set of PDF points \( A_g \) that are
       influenced by the data point \((X[i], Y[i], Z[i])\)
   3.2. FOR EACH \((k, l, m) \in A_g\) DO
       \[ PDF[k, l, m] = PDF[k, l, m] + K(\frac{k-X[i]}{h}, \frac{l-Y[i]}{h}, \frac{m-Z[i]}{h}) \]
3. END FUNCTION
4. \( B = \emptyset \)
5. FOR \( i, j, k = 1 \) TO \( g \) DO
   5.1 IF IsBorderPoint(\( PDF, i, j, k \)) THEN \( B = B \cup PDF[i, j, k] \)

The Surface_GridPoints algorithm calculates the border \( B = \partial \{ (x, y, z) : f(x, y, z) \geq \alpha \} \). The basic idea of the algorithm is to scan the PDF and compare each
value against its neighbours: if the value is greater than \( \alpha \) and there exists a point in the
neighborhood that is less than \( \alpha \) then the value is added to \( B \).

Algorithm: Surface_GridPoints

Input:
Number of grid lines per dimension: \( g \)
Data cube with PDF grid point values: \( PDF \)
Density level: \( \alpha \)

Output:
Surface grid: \( B \)

Body:
1. FUNCTION IsBorderPoint(\( PDF, i, j, k \))
2. RETURN \((PDF[i, j, k] \geq \alpha) \ AND \ (PDF[i', j', k'] < \alpha) \)
   for some \((i', j', k') \in (i + h_1, j + h_2, k + h_3)\)
   where \( h_1, h_2, h_3 = -1, 0, 1, |h_1| + |h_2| + |h_3| = 1 \)
3. END FUNCTION
4. \( B = \emptyset \)
5. FOR \( i, j, k = 1 \) TO \( g \) DO
   5.1 IF IsBorderPoint(\( PDF, i, j, k \)) THEN \( B = B \cup PDF[i, j, k] \)
The Surface_GridLines algorithm extends the Surface_GridPoints algorithm. The main idea of the algorithm is to draw contour curves on the surface. These curves, in turn, are calculated by intersecting a surface with cutting planes parallel to the $XY$, $ZY$, and $ZX$ planes (cf. Figure 3).

![Surface](image1)
![Intersecting planes](image2)
![Vertical Grid-Lines-Surface](image3)

**Fig. 3. Grid-Line-Surface**

The idea of plane curve’s calculation is presented in Figure 3. We scan the PDF values with a condition $i = i_0$ for $ZY$ planes, $j = j_0$ for $ZX$ planes, and $k = k_0$ for $XY$ planes.

Figure 4(a) shows a cutting plane. Border points are shown as filled circles, inner cluster points as plus signs, and outer cluster points are not shown in the picture. The algorithm connects the border points to form a polygon curve.

![Connecting border points](image4)
![Drawing directions](image5)
![Plane_Curve method’s output](image6)

**Fig. 4. Curve computation in intercepting plane**

For each PDF border point we are looking for PDF border points in the directions presented in Figure 4(b). Note, that we scan PDF from left to right, from bottom to top. Therefore, there is no need to draw lines to the bottom and to the left.

We make vertical and horizontal connections between border points. For diagonal we make additional checks. We do not draw diagonal line if there are two lines in its neighborhood (cf. Figure 4(c)). With this we avoid squares with crossing diagonals.
inside. The Individual steps of the $ZY$ plain curve calculation are presented in the $ZY_{Plane\_Curve}$ algorithm.

**Algorithm: ZY Plane Curve**

Input:
- ZY plane number: $i_0$
- Data cube with PDF grid point values: $PDF$

Output:
- polygonal contour line on ZY plane at level $i_0$: $C = C^{ZY}_{i_0}$

Body:
1. $C = \emptyset$, $i = i_0$
2. FOR $j,k = 1$ TO $g$ DO
   - 2.1 IF IsBorderPoint($PDF,i,j,k$) THEN IF IsBorderPoint($PDF,i,j+1,k$) THEN $C = C \cup \text{line}(i,j,k, i,j+1,k)$
   - IF IsBorderPoint($PDF,i,j,k+1$) THEN $C = C \cup \text{line}(i,j,k, i,j,k+1)$
   - IF IsBorderPoint($PDF,i,j-1,k+1$) AND \neg IsBorderPoint($PDF,i,j-1,k$) AND \neg IsBorderPoint($PDF,i,j,k+1$) THEN $C = C \cup \text{line}(i,j,k, i,j-1,k+1)$
   - IF IsBorderPoint($PDF,i,j+1,k+1$) AND \neg IsBorderPoint($PDF,i,j+1,k$) AND \neg IsBorderPoint($PDF,i,j,k+1$) THEN $C = C \cup \text{line}(i,j,k, i,j-1,k+1)$

**Algorithm: Surface GridLines**

Input:
- Data cube with PDF grid point values: $PDF$

Output:
- Contour lines on the surface: $C$

Body:
1. $C = \emptyset$
2. FOR $i = 1$ TO $g$ DO $C = C \cup ZY_{PlaneCurve}(PDF,i)$
3. FOR $j = 1$ TO $g$ DO $C = C \cup ZX_{PlaneCurve}(PDF,j)$
4. FOR $k = 1$ TO $g$ DO $C = C \cup XY_{PlaneCurve}(PDF,k)$

Note, that in order to include a 3D picture into the chapter we have to project it into 2D. We use the $Surface\_GridPoints$ method to illustrate surfaces on a 2D devices while we use the $Surface\_GridLines$ method to illustrate surfaces in immersive 3D environments.
6 Evaluation

This section evaluates the quality of the algorithms numerically and visually. The experiments were calculated on the Pentium III 1GHz PC computer with 512MB of main memory running GNU/Linux OS with the gcc compiler.

6.1 Quality of the Surfaces

First, we evaluate the surface quality with respect to the number of grid lines. We use the three-dimensional scatter plot in Figure 1(a) and a single level surface for \( \alpha = \frac{1}{10}m \). In order to get a fair visual comparison of the influence of \( g \) on the quality of the surface we let the size of tetrahedra depend on \( g \). It is chosen so that the tetrahedras visually are always near each other. Figures 5(a) and 5(b) show that \( g = 10 \) and \( g = 20 \) are not enough for a nice surface. There are too few tetrahedras at the ends of the spiral curve. As \( g \) reaches 30 the picture becomes detailed enough.

![Fig. 5. Cluster Surface for \( \alpha = 1/10m \) for Varying Values of \( g \)](image)

To quantitatively measure the quality of the surfaces we use Equation (4). It quantifies the average error we make at any point \((i, j)\).

\[
AE_S = \frac{1}{g^2 \max_{x,y,z} \hat{f}_g(x,y,z)} \sum_{i,j=1}^g |\hat{s}_g(i,j) - s(i,j)|,
\]

(4)

\( s \) is the parametrisation function that maps the open unit disk to \( \partial C_\alpha = \partial\{(x, y, z) : f(x, y, z) \geq \alpha\} \). Since \( s \) is usually unknown we replace it with \( \hat{s}_g \) with a large value for \( g \):

\[
EAE_S = \frac{1}{g^2 \max_{x,y,z} \hat{f}_g(x,y,z)} \sum_{i,j=1}^g |\hat{s}_g(i,j) - s_\bar{g}(i,j)|,
\]

(5)

Table gives the numbers for \( EAE_S \) with \( g = 100 \). The result shows that the error is very low. It is below 1% if the number of grid lines is greater than 30.

Figure 6 presents the the impact of the size of the database sample on the surface quality. The figures show that \( n = 10'000 \) is sufficient for a nice surface. Note that Figure 6(b) is shown from a different prospective. This perspective emphasizes the unevenness of the vertical line.
Table 1. The $EAE_S$ Error for Different Number of Grid Lines

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$g = 10$</th>
<th>$g = 30$</th>
<th>$g = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/10m</td>
<td>0.0289</td>
<td>0.0083</td>
<td>0.0045</td>
</tr>
<tr>
<td>5/10m</td>
<td>0.0249</td>
<td>0.0071</td>
<td>0.0038</td>
</tr>
<tr>
<td>9/10m</td>
<td>0.0069</td>
<td>0.0011</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

Fig. 6. Cluster Surface for $\alpha = 1/10m$ and Varying Values of $n$

6.2 Space and Time Complexities

With the number of dimensions fixed at three the number of grid lines $g$ and the number of observations $n$ has the biggest impact on the computation time. We use the dataset from Figure 1(a) to measure the time to compute the surfaces.

Table 2 shows the times in seconds to calculate the surfaces from the raw data. A detailed analysis of the runtime reveals that the vast amount of the time is spent for the PDF estimation. Less than 1 second is needed to calculate a surface. Thus, to improve the performance it is possible to pre-compute and store PDFs. Table 3 shows that the size of the PDF is small and not usually relevant when compared to the size of the original database.

Table 2. Computation Time for Different Number of Grid Lines and Data Points

<table>
<thead>
<tr>
<th>$n$</th>
<th>$g = 10$</th>
<th>$g = 30$</th>
<th>$g = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1'000</td>
<td>&lt;1</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>5'000</td>
<td>&lt;1</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>10'000</td>
<td>&lt;1</td>
<td>8</td>
<td>34</td>
</tr>
<tr>
<td>100'000</td>
<td>3</td>
<td>37</td>
<td>130</td>
</tr>
<tr>
<td>1'000'000</td>
<td>24</td>
<td>164</td>
<td>547</td>
</tr>
</tbody>
</table>

Table 3. Size of PDF in KB

<table>
<thead>
<tr>
<th>$g$</th>
<th>10</th>
<th>30</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>4</td>
<td>108</td>
<td>500</td>
<td>4'000</td>
</tr>
</tbody>
</table>
7 Experiments

This section illustrates our methods on an artificial data set (cf. Figure 7(a)). We show nested surface grids and offer an interpretation. Note that the visual information in the printed images is somewhat limited as three dimensions have to be projected into two. Also nested surfaces have to be shown in figures side-by-side. The reader may download and install the 3DVDM system to experiment with the surfaces.

The data set contains three data structures: 1) points, which are spread around randomly generated polygonal line, 2) a structure defined in terms of a simulated random variable: (uniform(0,1), uniform(0,1), exp(1)), and 3) uniform noise in the data set.

It is hard to understand the structure from the scatter plot (cf. Figure 7(a)). The nested surfaces in Figures 7(b) to 7(d) emphasize and clarify the structure.

8 Summary and Future Work

In this chapter we defined and evaluated nested surfaces for the purpose of visual data mining. Since humans perceive surfaces much easier than individual observations, our approach to data mining gives the ability to investigate the structure easily. In addition, surfaces clarify very dense and sparse (and the combination of both) regions of the data set. That gives an ability to detect arbitrary shaped structures in a data set.

The surface calculation is based on an estimated PDF which makes our method independent of the data. The PDF estimation is implemented as a three-dimensional cube. We presented empirical results that show that the space and time complexity is reasonable. It is possible to compute surfaces on the fly during data explorations. Real time interaction can be achieved by precomputing and storing small density estimates.

In the future we will refine our methods to find curves and 2-D structures in a data set. It would also be interesting to experiment with the display of visually advanced surfaces that use transparency, light and shading. Finally, we also want to develop a new data structure that enables interactive computation of the density surfaces.
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Abstract. Association Rules are one of the most widespread data mining tools because they can be easily mined, even from very huge database, and they provide valuable information for many application fields such as marketing, credit scoring, business, etc. The counterpart is that a massive effort is required (due to the large number of rules usually mined) in order to make actionable the retained knowledge. In this framework visualization tools become essential to have a deep insight into the association structures and interactive features have to be exploited for highlighting the most relevant and meaningful rules.

1 Introduction

A visual data mining approach should complement the data mining techniques because the data visualization allows to understand the process and the models being used. The visualization step is essential when data mining is performed through Association Rules (AR) [2] because of the presence of too many associations where to detect the really relevant implications. It is a matter of fact that even if pruning methods allow to reduce the huge number of mined rules, the resulting subset is often too large for a textual inspection.

Many graphical tools have been proposed in literature (such as [5], [12], [19], [25], [31], [35], [37]) and some of them are implemented in data mining software systems (such as [1], [7], [15], [22], [24], [26], [27], [32], [36]). They make use of classical and basic representations strengthened by interactive features to easily explore the rules. In the following, the main association rules visualizations are discussed trying to highlight their characteristics, their limits and their explanatory features. Most of them represent rules through their characteristics measures (support and confidence) and through the list of involved items and they rarely let to compare items or rules. In this framework two approaches based on Factorial Methods [3] and on Parallel Coordinates [17] are investigated and enhanced.

The analysis of the AR visualizations will be illustrated through a real data set taken from UCI Machine Learning Repository [22].

S.J. Simoff et al. (Eds.): Visual Data Mining, LNCS 4404, pp. 103–122, 2008.
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2 Some Issues about Association Rules

AR allow to find frequent patterns and associations in large databases characterized by the presence of a set of transactions, where each transaction is a subset of items. Many field of applications (marketing, credit scoring, business, etc.) require to resort to this data mining tool in order to solve typical problems such as the evaluation of the products assortment, the analysis and the prediction of purchase behaviour of the consumers.

Denoting with $I = i_1, i_2, \ldots, i_m$ a set of $m$ items (e.g. all products bought by a group of customers) and with $T = t_1, t_2, \ldots, t_n$ a set of $n$ transactions (e.g. all products in a customer’s basket), an Association Rule $R$ can be expressed in the form $A \rightarrow C$, where both $A$ and $C$ are subset of $I$ such that $A \cap C = \emptyset$. The subset $A$ is the set of antecedent items, also named left hand side (LHS) or body of the rule while $C$ is the set of consequent items, also named right hand side (RHS) or head of the rule (in the following we will denote generic itemsets with capital letters and single items with small letters). The one-to-one rules where both the subset $A$ and the subset $C$ contain only one item ($x \rightarrow y$) is the simplest association that can be mined but more complex associations can be extracted: many-to-one ($x, \ldots, y \rightarrow z$), one-to-many ($x \rightarrow y, \ldots, z$) and many-to-many ($x, \ldots, y \rightarrow z, \ldots, w$).

Each rule $R$ is characterized by two measures: the support and the confidence. The support of $R$ can be defined as:

$$S_R = \frac{n_R}{n}$$

where $n_R$ is the number of transactions in $T$ holding $A \cup C$ and it measures the proportion of transactions in $T$ containing both $A$ and $C$ independently from the possible dependence of $C$ from $A$. In a probabilistic approach the Support is an estimate of the probability of observing in a transaction the items belonging to both the antecedent and the consequence of the rule. The Support can be also referred to a generic itemset if the proportion of transactions sharing the itemset is considered.

The confidence of $R$ can be defined as:

$$C_R = \frac{n_R}{n_A}$$

where $n_A$ is the number of transactions in $T$ holding the itemset $A$. The confidence measures the strength of the implication described by the rule (it is an estimate of the conditional probability of the consequence given the antecedent).

Nowadays, the considerable advances in the computational field allow to analyze many transactions in real time and to easily discover a number of rules that often exceeds the number of transactions. The main drawback of Association Rules is thus the huge number of extracted rules that cannot be manually inspected by the user and the existence of trivial or meaningless associations that are usually mined due to the exhaustive nature of the extraction algorithms. Graphical tools and pruning methods are the main approaches used to face these problems.
Many software tools for the visualization of Association Rules have been proposed in literature. They are limited to visualize only one-to-one rules or many-to-one rules. However the number of displayed rules is so huge that many of them overlap.

AR miners have been sensible to this problem since the introduction of AR in the data mining framework as the abundant literature on pruning methods shows ([18], [30], [34]). The first approaches to face the problem of the huge number of discovered AR and of their relevance for the user were based on interestingness measures both subjective and objective. While the former require user domain knowledge and they obviously depend on the user who examines the patterns, the latter force the user to fix a suitable threshold for them. For instance, minimum support and minimum confidence values are usually fixed by the user before mining association rules. Unproper choices of these values may cause many drawbacks: if they are set very low a huge number of rules (some of which being meaningless) will be found. On the contrary, if they are set very high, trivial rules will be found [34]. Moreover, using only confidence and support based thresholds doesn’t allow to take into account the strength and the statistical significance of the associations. In this framework, automatic procedure based on statistical tests have been proposed ([6], [14], [21], [23], [33]) even if not all the necessary assumptions are satisfied. The issue is to exploit the theoretical reference framework of the hypothesis tests in order to derive practical criteria, namely score functions [8], to prefer some rules to others. In order to overcome the problems of some of the Association Rules graphical tools, it can be advisable to apply them on the pruned subset of rules.

3 A Real Data Set Application

The data used to discuss the different approaches to Association Rules visualization is taken from UCI Machine Learning Repository [22]. It deals with 101 animals described by 15 boolean attributes (hair, feathers, eggs, milk, airborne, aquatic, predator, toothed, backbone, breathes, venomous, fins, tail, domestic, cat-size) and a numeric one (legs) which has been categorized in four boolean attributes (0, 2, 4, >4). The zoo data set is a typical machine learning set but it can be useful to highlight the main drawbacks of Association Rules because there is a strong relationship among the animals attributes. Moreover the topic is not a technical one and the rules can be easily understood. The data can be associated to a set of 101 transactions where each transaction is a sub-set of features belonging to an animal.

The number of rules discovered applying the mining process to the set of 101 animals is 3728. This huge number is obtained considering only many-to-one rules at most of the fifth order and fixing a minimum support equal to 0.05

\[1 \text{ The generated rules contain at most four items in the antecedent and one item in the consequence.}\]
and a minimum confidence equal to 0.5. On the set of mined rules, a sequence of three statistical tests\(^2\) are performed in order to evaluate if each rule significantly satisfies the user specified minimum confidence \(^{21}\) and support \(^{23}\) thresholds and if the presence of the itemset in the consequence of each rule depends on the presence on the itemset in the antecedent \(^9\). At each step, the rules are ranked according to the corresponding test statistics and a subset of rules is obtained pruning the rules out of a suitable threshold. This subset becomes the rules input set for the next step.

The main results of the pruning phase (Table 1) show that after the first step, 18\% of the original rules were pruned without influencing significantly the support and confidence ranges. The second step allows to prune a lot of rules (33\% of the rules survived at the second step) with not significant support values. Using also the third step as a pruning tool, 1447 final rules remain where the minimum confidence is equal to 0.6 and the minimum support is equal to 0.1. It is worth to notice that the subset of final rules is still very big for a manual inspection and it requires visualization tools to be analysed.

<table>
<thead>
<tr>
<th>Table 1. Information about the pruning process</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Nr. of rules</td>
</tr>
<tr>
<td>Percentual variation in the nr. of rules</td>
</tr>
<tr>
<td>Nr. of involved antecedent items</td>
</tr>
<tr>
<td>Nr. of involved consequent items</td>
</tr>
<tr>
<td>Nr. of 2(^{nd}) order rules</td>
</tr>
<tr>
<td>Nr. of 3(^{rd}) order rules</td>
</tr>
<tr>
<td>Nr. of 4(^{th}) order rules</td>
</tr>
<tr>
<td>Nr. of 5(^{th}) order rules</td>
</tr>
<tr>
<td>Minimum Confidence</td>
</tr>
<tr>
<td>Maximum Confidence</td>
</tr>
<tr>
<td>Minimum Support</td>
</tr>
<tr>
<td>Maximum Support</td>
</tr>
</tbody>
</table>

4 Visualizing Association Rules

Many visualization tools have been introduced in literature and/or implemented in data mining software systems. They differ with respect to the type of represented rules (one-to-one, many-to-one, etc.), to the number of associations that can be visualized, to the type of visualized information (items or measures characterizing the rules), to the number of dimensions (2-D or 3-D) and to the possibility to interact with the graph.

\(^2\) p-values less than 0.01 were considered significant.
4.1 Rule Table

The most immediate Association Rules visualization method is a table (Figure 1) where each row represents a rule and each rule is divided into various parts allocated in different columns of the table. The advantage of this approach is the ability to sort the results by the column of interest. Its main limitation is the close resemblance to the original row textual form so that the user can inspect only few rules without having a global view of all the information.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Antecedent Items</td>
<td>Consequence</td>
<td>Confidence</td>
<td>Support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Breaths</td>
<td>Toothed</td>
<td>Backbone</td>
<td>1.00</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Backbone</td>
<td>Milk</td>
<td>Toothed</td>
<td>1.00</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Breaths</td>
<td>Milk</td>
<td>Toothed</td>
<td>1.00</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>OLogs</td>
<td>Backbone</td>
<td>Tail</td>
<td>0.06</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Backbone</td>
<td>Hair</td>
<td>Milk</td>
<td>1.00</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Breaths</td>
<td>Hair</td>
<td>Milk</td>
<td>1.00</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Backbone</td>
<td>Breathes</td>
<td>Hair</td>
<td>1.00</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>OLogs</td>
<td>Catepize</td>
<td>Tail</td>
<td>0.36</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>OLogs</td>
<td>Predator</td>
<td>Eggs</td>
<td>0.76</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Eggs</td>
<td>Fin</td>
<td>Predator</td>
<td>1.00</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Predator</td>
<td>Tail</td>
<td>Toothed</td>
<td>0.07</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Tail</td>
<td>Toothed</td>
<td></td>
<td>0.69</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>-4 Legs</td>
<td>Eggs</td>
<td></td>
<td>0.07</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>-4 Legs</td>
<td>Harpeme</td>
<td>Hair</td>
<td>0.67</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>OLogs</td>
<td>Aquatic</td>
<td>Eggs</td>
<td>0.94</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>ALogs</td>
<td>Aquatic</td>
<td>Backbone</td>
<td>0.12</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2 Logs</td>
<td>Aquatic</td>
<td>Tail</td>
<td>0.66</td>
<td>0.06</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Rule Table

4.2 Two-Dimensional Matrix

The rules are displayed in a bar diagram where the consequent items are on one axis and the antecedent items on the other axis. The height and the color of the bars are used to represent support and confidence. This visualization approach can be used only in case of one-to-one rules. In figure 2 a subset (50) of the rules extracted on the zoo data set is displayed in a 2-D matrix.

The matrix of associations rules proposed by [14] represent a crushed version of the two dimensional matrix where colors are used to indicate the confidence level while the tone of the colors represents the support.

It is a matter of fact that second order rules are usually pruned (see Table 1) because they represent trivial information. Some softwares like Statistica [29] and Enterprise Miner [27] try without success to overcome this drawback by grouping the items belonging to the antecedent of a rule and by plotting the new unit against the consequence but this strategy is not successful especially when a huge number of rules containing many items in the antecedent is visualized.

4.3 3-D Visualization

The visualization technique proposed by Wong et al. [35] tries to solve the 2-D visualization problems by visualizing many-to-one relationships. The rows of a matrix floor represent the items and the columns represent the rules. Bars with different heights are used to distinguish the consequence and the antecedent of
each rule. At the far end of the matrix, bars proportional to the confidence and the support measures are represented. The 3-D visualization doesn’t impose any limit on the number of items in the antecedent and in the consequence. It allows to analyse the distribution of the association rules and of each item. The 3D view is clear because the support and confidence values are shown at the end of the matrix and in general there is no need for animation.

The visualization proposed by Wong et al. improved 2-D matrix but it still had some problems: the antecedent and consequent items could overlap because they have different positions on the y-axis and the number of displayed rules is limited by the width of matrix floor. In figure 3, 50 rules of different order are plotted using cones instead of bars to partially avoid items overlapping.

4.4 Association Rules Networks

In IBM Intelligent Miner [15] a network representation of AR is provided where each node represents an item and the edges represent the associations. Different colors and width of the arrows are used to represent the confidence and the support. When many rules with many items are represented, the direct graph is not easy to understand because of the superimposition of the edges with the nodes.

Figure 4 shows the visualization of the rules presented in Table 2. If another rule such as \{0 Legs, Predator $\rightarrow$ Toothed\} is added to the graph representation, the overlapping among the edges would confuse too much the visualization.

In figure 5 a different network representation is shown [29]. The network displays a subset of 15 rules obtained by setting a maximum order of three, minimum support equal to 50% and minimum confidence equal to 70%. The support
Table 2. The rules displayed on the Direct Graph

<table>
<thead>
<tr>
<th>Antecedent</th>
<th>Consequence</th>
<th>Conf.</th>
<th>Sup.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 legs</td>
<td>Backbone</td>
<td>0.82</td>
<td>0.18</td>
</tr>
<tr>
<td>Aquatic</td>
<td>Backbone</td>
<td>0.80</td>
<td>0.29</td>
</tr>
<tr>
<td>0 Legs</td>
<td>Aquatic</td>
<td>0.90</td>
<td>0.16</td>
</tr>
<tr>
<td>0 Legs</td>
<td>Toothed</td>
<td>0.82</td>
<td>0.18</td>
</tr>
<tr>
<td>Backbone</td>
<td>Toothed</td>
<td>0.73</td>
<td>0.6</td>
</tr>
<tr>
<td>Backbone</td>
<td>Predator</td>
<td>0.56</td>
<td>0.46</td>
</tr>
</tbody>
</table>

values for the antecedent and consequence of each association rule are indicated by the sizes and colours of each circle. The thickness of each line indicates the confidence value while the sizes and colours of the circles in the center, above the Implies label, indicate the support of each rule. Hence, in figure 5 the strongest support value was found for the one-to-one rules involving the items Tail and backbone. The visualization doesn’t allow to identify the most interesting rules especially for the rules with an order greater than 2. The 3D version of the Association Rules Network adds a vertical z-axis to represent the confidence values but as the 2D version, it can be useful only in case of a very small set of rules.

4.5 The TwoKey Plot

The TwoKey plot [31] represents the rules according to their confidence and support values. In such a plot, each rule is a point in a 2-D space where the x-axis and the y-axis ranges respectively from the minimum to the maximum values of the supports and of the confidences and different colors are used to highlight the order of the rules. Many interactive features can facilitate the exploration of the rules such as the selection of a region of the plane where confidence and
support are above a user defined threshold or the linking with children, parents and neighbours of a rule. The TwoKey plot can be linked with other displays (barchart of the level, barcharts of the items belonging to sets of rules, mosaic plots [11]).

In Figure 6 a TwoKey plot of one thousand rules extracted from the zoo dataset is shown; an immediate and global overview of the displayed set of rules is provided and it is easy to identify privileged subsets of rules lying in particular regions (for example high confidence rules lining up the top of the graph). The analysis of the items present in the displayed rules necessarily requires to have recourse to the rule table representation which suffers the previously mentioned problems or to a different visualization involving the items.

4.6 Double-Decker Plot

Mosaic plots ([10], [11]) and their variant called Double-Decker ([12], [13], [14]) plots provide a visualization for single association rules but also for all its the related rules. They were introduced to visualize each element of a multivariate contingency table as a tile (or bin) in the plot and they have been adapted to visualize all the attributes involved in a rule by drawing a bar chart for the consequence item and using linking highlighting for the antecedent items. In Figure 7 the double decker plot of the rule Predator & Venomous & 4 legs →
Toothed is shown. Each row of the plot corresponds to one item, each gray shade represents one value of this item, the support is the area of highlighting in a bin, the confidence is the proportion of highlighted area in a bin with respect to the total area of the bin. The main drawback of Double Decker plot lies in the possibility to represent one rule at a time or at least all the rules generated from the different combinations of the items belonging to a given rule. In order to have the possibility to represent simultaneously many rules, Hofmann and Wilhelm ([14]) proposed the matrix of Association Rules with and without additional highlighting but only one-to-one rules are taken into consideration.
4.7 Parallel Coordinates

Parallel coordinates, introduced by Inselberg in 1981 [16], represent a very useful graphical tool to visualize high dimensional data-sets in a two-dimensional space. They appear as a set of vertical axes where each axis describes a dimension of the domain and each case is represented by a line joining its values on the parallel axes.

Parallel coordinates have been used to visualize AR by several authors ([5], [19], [37]). The approach proposed by Yang starts from arranging items by groups on a number of parallel axes equal to the maximum order of the rules. A rule is represented as a polyline joining the items in the antecedent followed by an arrow connecting another polyline for the items in the consequence. The items arrangement on each axis should ensure that polylines of itemsets of different groups never intersect with each other. It is a matter of fact that such representation becomes infeasible in case of hundreds or even tens of items and it is not coherent with the original framework of parallel coordinates dealing with quantitative variables.

In figure 8, a parallel coordinate plot of 50 rules of different order is shown. It is evident that in such a case it is not possible to identify disjoint groups of items so that there is an overlapping of the polylines.

![Image of parallel coordinate plot](image)

**Fig. 8.** The parallel coordinate plot proposed by Yang

In the visualization proposed by Bruzzese et al. [5] each antecedent item is a dimension of the graph and it spans according to the utility provided to each rule. The utility of an item $i$ in the antecedent of a rule $R$ is measured by an index called *Item Utility* ($IU$) based on the comparison between the confidence of the rule with or without item $i$. Considering the rule $x, y \rightarrow z$ the Item Utility of the $y$ item was defined as follows:

$\text{Utility of the } y \text{ item}$

---

3 The representation proposed by Kopanakis et al. is not described because it is limited to quantitative AR.
\[ IU_y = \frac{C_{x,y \rightarrow z} - C_{x \rightarrow z}}{\max(C_{x \rightarrow z}; C_{x,y \rightarrow z})} \] (3)

It is a matter of fact that the transactions holding both the \( x \) and \( y \) items, still contain some transactions sharing the \( y \) item. In order to manage the spurious presence of the \( y \) item in the rule \( x \rightarrow z \), it is more appropriate to compare the confidence of the rule \( R_1 = x, y \rightarrow z \) with the confidence of the rule \( R_2 = x, \neg y \rightarrow z \) where \( \neg y \) denotes the absence of the \( y \) item in a transaction. An enhanced item utility, called \( NIU \), is proposed as follows:

\[ NIU_i = \frac{C_R - C_{R(\neg i)}}{\max(C_R; C_{R(\neg i)})} \] (4)

where \( i \) is a generic antecedent item of the rule \( R \) and \( R(\neg i) \) represents the rule \( R \) free of the \( i \) item.

It results that the \( NIU \) stresses the importance or the uselessness of an antecedent item with respect to the \( IU \) as is shown in figure 9 where a graphical comparison among the two indexes is given. Considering each square as a transaction, in figure 9a, the confidence of the rule \( x, y \rightarrow z \) is equal to 1; in 9b, the confidence of the rule \( x \rightarrow z \) is equal to \( \frac{2}{3} \) showing that the \( y \) item is useful as the confidence decreases when it is not considered. Taking into account the rule \( x, \neg y \rightarrow z \) (figure 9c) which has a confidence equal to 0, the importance of the \( y \) item is highlighted because there are no transactions holding \( x \) and \( z \) without holding \( y \) too.

Fig. 9. A graphical comparison between the \( IU \) and the \( NIU \) for the \( y \) item

The \( NIU \) ranges in the interval \([-1; 1]\). The value -1 is not included in the interval as it refers to rules with confidence equal to 0 which can never be mined. If \( NIU_i \in [-1; 0] \), the \( i \) item is harmful and the rule can be pruned as the intersection between the \( i \) item and the other antecedent items is not relevant for the prediction of the consequence. If \( NIU_i \in ]0; 1]\), the item is useful as its interaction with the other antecedent items improves the capability to explain the consequence. The case \( NIU=0 \) refers to the presence of a redundant item as its presence in a transaction doesn’t add further information. From a
probabilistic point of view the case $\text{NIU} = 0$ for the $y$ item in the rule $x, y \rightarrow z$ means that $z$ and $y$ are conditionally independent given $x$ and the rule can be represented as a directed acyclic graph (Figure 10) where the link between the item $y$ and the item $z$ goes through $x$ (metaphorically $x$ screens off $z$ from $y$).

A view of the discovered rules can be obtained plotting on parallel coordinates the $\text{NIU}$ of each item belonging to the antecedent of a rule. Some of the interaction tools of parallel coordinates [17] are exploited in order to visualize, interpret and reduce the number of rules. In particular, data analysis can be facilitated by:

– selecting a subgroup of rules with one or more items below a specified $\text{NIU}$ threshold in order to remove selected lines from the plot;
– identifying axes (items) with very dense positive values, given a consequence, in order to highlight items with a high explicative power;
– adding two supplementary dimensions corresponding to the support and confidence of the rules in order to remove those rules with values of these parameters below a specified threshold;
– selecting high confidence rules in order to identify sets of items involved in very strong associations;
– changing the order of the dimensions on the basis of $\text{NIU}$ distributions.

In figure 11 a plot of 736 rules with a common consequence (Toothed) is shown. Each rule is represented as a line joining the axis corresponding to its antecedent items, to its confidence and support values. The most explicative items (0 Legs, 4 Legs, Backbone, Fins, Milk) and the most critical items (2 Legs, Eggs) can be easily identified respectively as the ones with very dense positive or negative $\text{NIU}$ values.

The empirical evaluation of the item utility must be accomplished with the assessment of its statistical significance in order to obtain an overall measure of the importance of each item in a rule. At this aim a statistical test is introduced to verify whether the difference between the two confidences is equal or greater than 0. Let $C_{R_1}$ be the confidence of the rule $R_1 = x, y \rightarrow z$ and $C_{R_2}$ be the confidence of the rule $R_2 = x, \neg y \rightarrow z$. The test is performed starting from the following hypothesis:

$$H_0 : C_{R_1} = C_{R_2} \quad H_0 : C_{R_1} > C_{R_2}$$

Under the null hypothesis the test statistics $T_{\text{NIU}}$:

$$T_{\text{NIU}} = \frac{C_{R_1} - C_{R_2}}{\sqrt{C^*(1 - C^*) \left( \frac{1}{n_{x,y}} + \frac{1}{n_{x,\neg y}} \right)}}$$
Fig. 11. The parallel coordinates plot of rules with consequence equal to *Toothed*

approaches a standard normal distribution given that \( n_{x,y} \) and \( n_{x,\neg y} \) are sufficiently large. The term \( C^* \) refers to the estimate of the conjoint proportion:

\[
C^* = \frac{n_{x,y,z} + n_{x,\neg y,z}}{n_{x,y} + n_{x,\neg y}}
\]  

(7)

From equation (7) it follows that \( C^* \) measures the confidence of the rule \( R^* = x \rightarrow z \).

When we deal with one-to-one rules, the test statistics \( T_{NIU} \) given in equation (6) is equal to the *Difference of Confidence (Doc)* test statistic proposed in [14] where the confidence of a rule is compared with the confidence of the rule obtained considering the same consequence but the negation of the whole antecedent set of items. The test can be used to prune those rules where at least one antecedent item has a *NIU* not significantly greater than 0 because the interaction among all the antecedent items is not relevant and a lower order rule must be retained.

Figure 12 shows a parallel plot of the 60 rules that survived the test with a significance level of 0.05. The set of rules is characterised by high confidence values and by a strong interaction among the shared items, with *NIU* values often equal to 1.

### 4.8 Factorial Planes

As a matter of fact, the number of extracted rules, and even the number of rules after pruning, are huge, which makes manual inspection difficult. A factorial method can be used to face this problem because it allows to synthesize the information stored in the rules and to visualize the associations structure on 2-dimensional graphs.
The rules being synthesized are stored in a data matrix where the number of rows is equal to the number of rules and the number of columns \( (p = p_{if} + p_{then}) \) corresponds to the total number of different items, both in the antecedent part \( (p_{if}) \) and in the consequent part \( (p_{then}) \) of the \( n \) rules. Each rule is coded by a binary array assuming value 1 if the corresponding column item is present in the rule and value 0 otherwise. The well known confidence and support measures are also considered as added columns. The final data matrix has thus \( n \times (p_{if} + p_{then} + 2) \) dimensions and it can be analysed through the Multiple Correspondence Analysis (MCA) ([3], [9]) that allows to represent the relationships among the observed variables, the similarities and differences among the rules and the interactions between them. MCA allows to reduce the number of original variables finding linear combinations of them, the so called factors, that minimize the deriving loss of information due to the dimensionality reduction. Different roles are assigned to the columns of the data matrix: the antecedent items are called active variables and they intervene directly in the analysis defining the factors; the consequent items and the support and the confidence values are called supplementary variables because they depend from the former and are projected later on the defined factorial planes.

Referring at the zoo data set, the rules survived to a pruning process [6] are 1447 and they involve 16 different items both in the antecedent part \( (p_{if}) \) and in the consequence \( (p_{then}) \). The set of rules should thus be represented in a 16-dimensional space and the set of items in a 1447-dimensional space. In order to reduce the number of original variables through the factors, it is necessary to evaluate the loss of information deriving or the variability explained by the retained factors. According to the Benzcri approach [3] for the evaluation of the explained variability in case of MCA, in table [8] the explained variability and the cumulative variability is shown. The first two factors share more than the

---

4 Venomous, Domestic and >4 Legs are the items removed by the pruning procedure.
80% of the total inertia and they correspond to the highest change in level in the percentage of variability.

Once the MCA is performed it is possible to represent the rules and the items on reduced dimensions subspaces: the factorial planes allowing to explain at least a user defined threshold of the total variability (in the zoo example, the first factorial plane) or a user defined factorial plane or the factorial plane best defined by a user chosen item.

Different views on the set of rules can be obtained exploiting the results of the MCA.

1. **Items Visualization.** A graphical representation of the antecedent and the consequent items is provided by the factorial plane where the item points have a dimension proportional to their supports and the confidence and the support are represented by oriented segments linking the origin of the axes to their projection on the plane. In Figure 13 the active and the supplementary items are visualized together with the confidence and support arrows.

   Privileged regions characterized by strong rules can be identified in case of high coordinates of the confidence and the support because their coordinates represent the correlation coefficients with the axes.

   The proximity between two antecedent items shows the presence of a set of rules sharing them while the proximity between two consequent items is related to a common causal structure. Finally, the closeness between antecedent items and consequent items highlights the presence of a set of rules with a common dependence structure.

2. **Rules Visualization.** Another view on the mined knowledge is provided by the rules representation on the factorial plane. Graphical tools and interactive features can help in the interpretation of the graph: the rules are represented by points with a dimension proportional to their confidence, the proximity among two or more rules shows the presence of a common structure of antecedent items associated to different consequences, a selected subset of rules can be inspected in a tabular format. For example in table 4 the subset of the rules selected in figure 14 is listed.

   It is worth of notice that this subset of rules is very close on the plane because they have similar antecedent structures sharing at least one item, even some rules overlap because they have exactly the same antecedent structure.
It is possible to imagine to transform the set of overlapping rules into a higher order macro-rule obtained linking the common behaviour described by the antecedent items to the logical disjunction of the different consequent items.
Table 4. Description of a subset of overlapping rules

<table>
<thead>
<tr>
<th>Rule</th>
<th>Antecedent</th>
<th>Consequence</th>
<th>Conf.</th>
<th>Sup.</th>
</tr>
</thead>
<tbody>
<tr>
<td>899</td>
<td>Hair &amp; Milk &amp; Breathes &amp; Catsize</td>
<td>Toothed</td>
<td>0.97</td>
<td>0.29</td>
</tr>
<tr>
<td>900</td>
<td>Hair &amp; Milk &amp; Breathes &amp; Catsize</td>
<td>Backbone</td>
<td>1.00</td>
<td>0.30</td>
</tr>
<tr>
<td>901</td>
<td>Hair &amp; Milk &amp; Breathes &amp; Catsize</td>
<td>4 legs</td>
<td>0.83</td>
<td>0.25</td>
</tr>
<tr>
<td>892</td>
<td>Hair &amp; Milk &amp; Breathes &amp; 4 legs</td>
<td>Toothed</td>
<td>0.97</td>
<td>0.30</td>
</tr>
<tr>
<td>893</td>
<td>Hair &amp; Milk &amp; Breathes &amp; 4 legs</td>
<td>Backbone</td>
<td>1.00</td>
<td>0.31</td>
</tr>
<tr>
<td>894</td>
<td>Hair &amp; Milk &amp; Breathes &amp; 4 legs</td>
<td>Tail</td>
<td>0.90</td>
<td>0.28</td>
</tr>
<tr>
<td>1257</td>
<td>Milk &amp; Breathes &amp; 4 legs &amp; Catsize</td>
<td>Hair</td>
<td>1.00</td>
<td>0.25</td>
</tr>
<tr>
<td>1258</td>
<td>Milk &amp; Breathes &amp; 4 legs &amp; Catsize</td>
<td>Toothed</td>
<td>0.96</td>
<td>0.24</td>
</tr>
<tr>
<td>1259</td>
<td>Milk &amp; Breathes &amp; 4 legs &amp; Catsize</td>
<td>Backbone</td>
<td>1.00</td>
<td>0.25</td>
</tr>
<tr>
<td>1260</td>
<td>Milk &amp; Breathes &amp; 4 legs &amp; Catsize</td>
<td>Tail</td>
<td>0.92</td>
<td>0.23</td>
</tr>
<tr>
<td>1024</td>
<td>Hair &amp; Breathes &amp; 4 legs &amp; Catsize</td>
<td>Milk</td>
<td>1.00</td>
<td>0.25</td>
</tr>
<tr>
<td>1025</td>
<td>Hair &amp; Breathes &amp; 4 legs &amp; Catsize</td>
<td>Toothed</td>
<td>0.96</td>
<td>0.24</td>
</tr>
<tr>
<td>1026</td>
<td>Hair &amp; Breathes &amp; 4 legs &amp; Catsize</td>
<td>Backbone</td>
<td>1.00</td>
<td>0.25</td>
</tr>
<tr>
<td>1027</td>
<td>Hair &amp; Breathes &amp; 4 legs &amp; Catsize</td>
<td>Tail</td>
<td>0.92</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Fig. 15. The Conjoint representation

3. Conjoint Visualization. The factorial planes features allow to visualize simultaneously the items and the rules. In the conjoint representation, aside from a scale factor, each rule is surrounded by the antecedent items it holds and vice versa each item is surrounded by the rules sharing it. By linking two or more active items it is possible to highlight all the rules that contain at least one of the selected items in the antecent. For example in figure 15.
two groups of rules have been closed inside the polygons joining the items they share in the antecedent.

5 Concluding Remarks

Association Rules Visualization is emerging as a crucial step in a data mining process in order to profitably use the extracted knowledge. In this paper the main approaches used to face this problem have been discussed. It rises that, up to day, a compromise have to be done between the quantity of information (in terms of number of rules) that could be visualized and the depth of insight that can be reached. This suggests that there is not a winning visualization but their strength lies in the possibility to exploit the synergetic power deriving from their conjoint use. Moreover, it is advisable a stronger interaction among the visualization tools and the data mining process that should incorporate each other.
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Abstract. Visual data-mining strategy lies in tightly coupling the visualizations and analytical processes into one data-mining tool that takes advantage of the assets from multiple sources. This paper presents two graphical interactive decision tree construction algorithms able to deal either with (usual) continuous data or with interval and taxonomical data. They are the extensions of two existing algorithms: CIAD [17] and PBC [3]. Both CIAD and PBC algorithms can be used in an interactive or cooperative mode (with an automatic algorithm to find the best split of the current tree node). We have modified the corresponding help mechanisms to allow them to deal with interval-valued attributes. Some of the results obtained on interval-valued and taxonomical data sets are presented with the methods we have used to create these data sets.

1 Introduction

Knowledge Discovery in Databases (or KDD) can be defined [10] as the non-trivial process of identifying patterns in the data that are valid, novel, potentially useful and understandable. In most existing data mining tools, visualization is only used during two particular steps of the data mining process: in the first step to view the original data, and in the last step to view the final results. Between these two steps, an automatic algorithm is used to perform the data-mining task (for example decision trees like CART [8] or C4.5 [19]). The user has only to tune some parameters before running the algorithm and waiting for its results.

Some new methods have recently appeared [22], [15], [24], trying to involve more significantly the user in the data mining process and using more intensively the visualization [9], [20], this new kind of approach is called visual data mining. In this paper we present some methods we have developed, which integrate automatic algorithms, interactive algorithms and visualization methods. These methods are two interactive classification algorithms. The classification algorithms use both human
pattern recognition facilities and computer calculus power to perform an efficient user-centered classification. This paper is organized as follows.

In section 2 we briefly describe some existing interactive decision tree algorithms and then we focus on the two algorithms we will use for interval-valued data and taxonomical data. The first one is an interactive decision tree algorithm called CIAD (Interactive Decision Tree Construction) using support vector machine (SVM) and the second is PBC (Perception Based Classifier).

In section 3 we present the interval-valued data: how they can be sorted, what graphical representation can be used and how we perform the graphical classification of these data with our decision tree algorithms.

The section 4 presents the same information as section 3 but concerning the taxonomical data. Then we present some of the results we have obtained in section 5 before the conclusion and future work.

2 Interactive Decision Tree Construction

Some new user-centered manual (i.e. interactive or non-automatic) algorithms inducing decision trees have appeared recently: Perception Based Classification (PBC) [4], Decision Tree Visualization (DTViz) [12], [21] or CIAD [16]. All of them try to involve the user more intensively in the data-mining process. They are intended to be used by a domain expert and not the usual statistician or data-analysis expert. This new kind of approach has the following advantages:

- the quality of the results is improved by the use of human pattern recognition capabilities,
- using the domain knowledge during the whole process (and not only for the interpretation of the results) allows a guided search for patterns,
- the confidence in the results is improved, the KDD process is not just a "black box" giving more or less comprehensible results.

The technical part of these algorithms are somewhat different: PBC and DTViz use an univariate decision tree by choosing split points on numeric attributes in an interactive visualization. They use a bar visualization of the data: within a bar, the attribute values are sorted and mapped to pixels in a line-by-line fashion according to their order. Each attribute is visualized in an independent bar (cf. fig.1). The first step is to sort the pairs \((\text{attr}_i, \text{class})\) according to attribute values, and then to map to lines colored according to class values. When the data set number of items is too large, each pair \((\text{attr}_i, \text{class})\) of the data set is represented with a pixel instead of a line. Once all the bars have been created, the interactive algorithm can start. The classification algorithm performs univariate splits and allows binary splits as well as n-ary splits.

Only PBC and CIAD provide the user with an automatic algorithm to help him choose the best split in a given tree node. The other algorithms can only be run in a 100% manual interactive way.

CIAD is a bivariate decision tree using line drawing in a set of two-dimensional matrices (like scatter plot matrices [9]). The first step of the algorithm is the creation of a set of \((n-1)^2/2\) two-dimensional matrices \((n\) being the number of attributes). These
matrices are the two dimensional projections of all possible pairs of attributes, the color of the point corresponds to the class value. This is a very effective way to graphically discover relationships between two quantitative attributes. One particular matrix can be selected and displayed in a larger size in the bottom right of the view (as shown in figure 2 using the Segment data set from the UCI repository [6], it is made of 19 continuous attributes, 7 classes and 2310 instances). Then the user can start the interactive decision tree construction by drawing a line in the selected matrix and performing thus a binary, univariate or bi-variate split in the current node of the tree. The strategy used to find the best split is the following. We try to find a split giving the largest pure partition, the splitting line (parallel to the axis or oblique) is interactively drawn on the screen with the mouse. The pure partition is then removed from all the projections. If a single split is not enough to get a pure partition, each half-space created by the first split will be treated alternately in a recursive way (the alternate half-space is hidden during the current one's treatment).

At each step of the classification, some additional information can be provided to the user like the size of the resulting nodes, the quality of the split (purity of the resulting partition) or overall purity. Some other interactions are available to help the user: it is possible to hide, show or highlight one class, one element or a group of elements.

A help mechanism is also provided to the user. It can be used to optimize the location of the line drawn (the line becomes the best separating line) or to automatically find the best separating line for the current tree node or for the whole tree construction. They are based on a support vector machine algorithm, modified to find the best separating line (in two dimension) instead of the best separating hyperplane (in n-1 dimension for a n-dimensional dataset).

Fig. 1. Creation of the visualization bars with PBC
3 Interval Data

Decision trees usually deal with qualitative or quantitative values. Here we are interested in interval-valued data. This kind of data is often used in polls (for example for income or age). We only consider the particular case of finite intervals.

3.1 Ordering Interval Data

To be able to use this new kind of data with PBC, we need to define an order on these data. There are mainly three different orders we can use [14]: according to the minimum values, the maximum values or the mean values. Let us consider two interval data: \( I_1=[l_1,r_1] \) (mean=\( m_1 \)) and \( I_2=[l_2,r_2] \) (mean=\( m_2 \)).

If the data are sorted according to the minimum values, then:

if \( l_1= l_2 \), then \( I_1 < I_2 \iff r_1<r_2 \); if \( l_1\neq l_2 \), then \( I_1 < I_2 \iff I_1<r_2 \).

Fig. 2. The Segment data set displayed with CIAD
If the data are sorted according to the maximum values, then:
if \( r_1 = r_2 \), then \( I_1 < I_2 \iff l_1 < l_2 \); if \( r_1 \neq r_2 \), then \( I_1 < I_2 \iff r_1 < r_2 \).

And finally, if the data are sorted according to the mean values, then \( I_1 < I_2 \iff m_1 < m_2 \).

We can choose any of these three functions to create the bar in the first step of the PBC algorithm in order to sort the data according to the values of the current attribute.

### 3.2 Graphical Representation of Interval Data

In order to use interval data with CIAD+, we must find what kind of graphical representation can be used in the scatter plot matrices for two interval attributes and for one interval attribute with a continuous one. In the latter case, a segment (colored according to the class) is an obvious solution.

To represent two interval attributes in a scatter plot matrix, we need a two dimensional graphical primitive allowing us to map two different values on its two dimensions, the color being the class. Among the possible choices, there are a rectangle, an ellipse, a diamond, a segment or a cross as shown in figure 3. To avoid occlusion, we must use the outline of the rectangle, the diamond and the ellipse.

![Fig. 3. How to visualize interval x interval data in 2 dimensions?](image)

The rectangle and the diamond will introduce some bias when two rectangles (diamonds) are overlapping, it is impossible to know if there are two or three rectangles (diamonds) drawn as shown in figure 4.

![Fig. 4. Are there three or two rectangles and diamonds?](image)

And this can become considerably more complicated if we increase the number of overlapping rectangles or diamonds. For example, in the figure 5, we have drawn 3 rectangles and three diamonds, but it is possible to see between 3 and 6 diamonds and between 3 and at least 19 rectangles!
Fig. 5. Three rectangles and three diamonds

So we cannot use rectangles or diamonds; the ellipse, segment and cross do not have the same drawbacks. Concerning the segments, they have another kind of disadvantage: they are drawn from the minimum to the maximum of the two intervals, so they are all in the first quadrant (or third one). When using such a representation, people always try first to find a separating line in the same quadrant, even if a larger pure partition exists but requires a cut in the second (or fourth) quadrant. That is why we have rejected this choice. The only remaining graphical representations are the ellipses and the crosses. The cross being of a lower cost to display, it is the graphical primitive we have chosen.

3.3 Classifying Interval Data with PBC

We have explained how the interval data can be sorted in section 3.1. This method is used in the first step of the PBC algorithm to create the bar charts. Once this task has been performed for each attribute, the classification algorithm is exactly the same as for continuous data (when it is used in its 100% manual mode).

3.4 Classifying Interval Data with CIAD

As explained in section 2, the first step of CIAD is to display a set of two-dimensional matrices being the two-dimensional projections of all possible pairs of attributes, the color corresponding to the class value. This first step will be the same for the interval data, but using crosses instead of points. Once all the matrices have been drawn, the algorithm is exactly the same as the continuous version. We try to find the best pure partition, etc.

In order to keep the same help mechanism we need to adapt the SVM algorithm for dealing with interval-valued data.

3.5 Interval SVM Algorithm

We need to construct linear kernel function for dealing with interval datasets. Let us consider a linear binary classification task with \( m \) data points in the \( n \)-dimensional input space \( \mathbb{R}^n \), represented by the \( mxn \) matrix \( A \), having corresponding labels \( \pm 1 \), denoted by the \( mxm \) diagonal matrix \( D \) of \( \pm 1 \). For this problem, the SVM try to find
the best separating plane, i.e. furthest from both class +1 and class -1. It can simply maximize the distance or margin between the support planes for each class. Any point falling on the wrong side of its supporting plane is considered to be an error. Therefore, the SVM algorithm needs to simultaneously maximize the margin and minimize the error. The proximal SVM classifier proposed by [11] expresses the training in terms of solving a set of linear equations of \((w, b)\) instead of quadratic program (1).

\[
[w_1 \ w_2 \ldots \ w_n \ b]^T = (I/\nu + E^T E)^{-1} E^T De
\]

where \(E = [A \ -e]\).

Our investigation aims at using this PSVM algorithm to classify interval-valued datasets. We show how PSVM can deal with interval-valued data.

Suppose we have two intervals represented by low and high values: \(I_1 = [l_1, h_1]\) and \(I_2 = [l_2, h_2]\), we use the operational definitions [2] to get the following interval arithmetic:

\[
\begin{align*}
I_1 + I_2 &= [l_1+l_2, h_1+h_2] \\
I_1 - I_2 &= [l_1-h_2, h_1-l_2] \\
I_1 \times I_2 &= \min\{l_1 l_2, l_1 h_2, h_1 l_2, h_1 h_2\}, \max\{l_1 l_2, l_1 h_2, h_1 l_2, h_1 h_2\} \\
1/I_1 &= [1/h_1, 1/l_1] \quad \text{if } l_1 > 0 \text{ or } h_1 < 0 \\
I_1/I_2 &= I_1 \times 1/I_2
\end{align*}
\]

We use these definitions to solve the set of equations (1) with interval-valued data. Note that \([w_1 \ w_2 \ldots \ w_n \ b]\) is an interval-valued vector, so we use the mean vector to get the final plane.

Here, we use interval-valued version of Support Vector Machine algorithm in the help mechanism to classify interval-valued data.

### 4 Taxonomical Data

A taxonomical variable [7] can be defined as a mapping of the original data on a set of ordered values. It is equivalent to a structured or hierarchical variable. For example, a geographical description can be made with the town or with the county or the country. The taxonomical variable describing the location will use any level of the description (town, county or country). In the data set we can find items with a location given by a town name and other ones with a county or country name. From the hierarchical description, we get a set of ordered values by using a tree traversal (either depth-first or width-first). Let us show the results on a very simple example of geographical location. The location is defined by the binary tree described in figure 6. The leaves correspond to town, and the upper levels to county and country.

In the data set, the location attribute can take any value of this tree (except the root value). An example of such a data set is given in table 1, the \textit{a priori} class has two possible values: 1 and 2. The two columns on the left correspond to the original data, the two columns in the middle are the same data set sorted according to a depth-first traversal of the tree, and the two columns on the right are the same data set sorted according to a width-first traversal of the tree.
Table 1. An example of taxonomical data set

<table>
<thead>
<tr>
<th>Location</th>
<th>Class</th>
<th>Location (depth-1\textsuperscript{st})</th>
<th>Class</th>
<th>Location (width-1\textsuperscript{st})</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>1</td>
<td>T1</td>
<td>1</td>
<td>C1</td>
<td>2</td>
</tr>
<tr>
<td>T2</td>
<td>2</td>
<td>c1</td>
<td>2</td>
<td>c1</td>
<td>2</td>
</tr>
<tr>
<td>T3</td>
<td>1</td>
<td>T2</td>
<td>2</td>
<td>c3</td>
<td>2</td>
</tr>
<tr>
<td>T3</td>
<td>1</td>
<td>C1</td>
<td>2</td>
<td>T1</td>
<td>1</td>
</tr>
<tr>
<td>c1</td>
<td>2</td>
<td>T3</td>
<td>1</td>
<td>T2</td>
<td>2</td>
</tr>
<tr>
<td>C1</td>
<td>2</td>
<td>T3</td>
<td>1</td>
<td>T3</td>
<td>1</td>
</tr>
<tr>
<td>T5</td>
<td>1</td>
<td>T5</td>
<td>1</td>
<td>T3</td>
<td>1</td>
</tr>
<tr>
<td>c3</td>
<td>2</td>
<td>c3</td>
<td>2</td>
<td>T5</td>
<td>1</td>
</tr>
<tr>
<td>T7</td>
<td>1</td>
<td>T7</td>
<td>1</td>
<td>T7</td>
<td>1</td>
</tr>
</tbody>
</table>

4.1 Graphical Representation of a Taxonomical Variable

Once the data have been sorted (whatever the tree traversal is), a taxonomical variable can be seen as an interval variable. When the variable is not a leaf of the tree (for example C1 or c3 in figure 6), it is graphically equivalent to the interval made of all the leaves of the corresponding sub-tree (C1=[T1,T4] and c3=[T5,T6]). In a two-dimensional representation, we will use exactly the same graphical primitive as for the interval data: a cross for (taxonomical x taxonomical) or (taxonomical x interval) representation and a segment for (taxonomical x continuous) representation.

4.2 Interactive Taxonomical Data Classification

Here again, the way PBC is used is exactly the same as for interval or continuous data (when it is used in 100% manual mode). There is an order for the taxonomical data, it is used in the first step of the PBC algorithm, to sort the data according to the attribute value.
Fig. 7. Interval-valued version of the iris data set

CIAD is also used the same way as for interval data. The help mechanisms can be used if we consider the interval corresponding to the taxonomical data treated.

5 Some Results

First of all, we must underline that as far as we know, there is no other decision tree algorithm able to deal with interval and taxonomical data and there are no available interval-valued data sets in existing machine learning repositories. We present in this section some of the results we have obtained and we start with the description of the data sets we have created. We have used existing data sets with continuous variables to create the interval-valued data sets. The first data set used is the well-known iris data set from the UCI Machine Learning Repository [6]. First, a new attribute has
Fig. 8. Interval version of the shuttle data set

been added to data set: the petal surface. Then the data set has been sorted according to this new attribute (it nearly perfectly sorts the iris types) and we have computed (for each attribute) the minimum and the maximum values of each group of five consecutive items. And so we obtain a data set made of four interval-valued attributes and 30 items (10 for each class).

The resulting display with the CIAD set of 2D scatter plot matrices is shown in figure 7. The original data set has one class linearly separable from the other two, and the other two not linearly separable from each other. The interval data have three linearly separable classes. Some of the data set items are represented with a segment because the minimum and maximum have the same value according to the second attribute used in the matrix.

The second data set we have created is an interval-valued version of the shuttle data set (which also comes from the UCI Machine Learning repository). This data set is made of nine continuous attributes, 43500 items and seven classes. Four of them
have very few items and for these four classes we have only created one interval-valued item with the average value plus and minus the standard deviation for each attribute. The three remaining classes have more items, we wanted to have nearly one hundred interval-valued items, so we created a number of interval-valued items in proportion to the original number of continuous items. These items have been computed by a clustering algorithm (k-means) to get similar continuous elements in an interval-valued one (then the average value plus and minus the standard deviation are computed in each cluster for all the attributes). The same method has been used for both the training set and the test set. The graphical display of the shuttle-interval training set is shown in figure 8.

Once these data are displayed, we perform the interactive creation of the decision tree. The accuracy obtained on the training set is 100% with a 10-leaf tree (99.7% on the test set with a ten-fold cross-validation). On the continuous data set, the accuracy obtained with CIAD was 99.9% on the test set with a tree size of nine leaves. As we can see, the tree size of the interval-valued data set is larger than the continuous one and the accuracy is lower. This is because the interval-valued data set has only one hundred elements compared to the 43500 elements of the original data set. One misclassified element has an accuracy loss of 1% on the training set and 3% on the test set in the first case and 0.002% (and 0.006%) in the later one. To get a similar accuracy, the interval-valued tree needs more splits (and more leaves) to avoid any misclassification when the continuous version allow tens of misclassification errors while keeping the accuracy greater than 99.9%.

To evaluate the accuracy on the test set, our decision tree algorithm gives as output the source code of a C program we only need to compile and run it to compute the accuracy on the test set. We had not enough time to manage other large datasets, we are working on a software program being able to automatically create an interval-valued data set from a continuous one.

6 Conclusion and Future Work

Before concluding, some words about the implementation. All these tools have been developed using C/C++ and three open source libraries: OpenGL, Open-Motif and Open-Inventor. OpenGL is used to easily manipulate 3D objects, Open-Motif for the graphical user interface (menus, dialogs, buttons, etc.) and Open-Inventor to manage
the 3D scene. These tools are included in a 3D environment, described in [18], where each tool can be linked to other tools and be added or removed as needed. Figure 9 shows an example with CIAD set of 2D scatter plot matrices, PBC bar charts and parallel coordinates [13]. The element selected in a bar chart appeared selected too in the set of scatter plot matrices and in the parallel coordinates (in bold white). The software program can be run on any platform using X-Window, it only needs to be compiled with a standard C++ compiler. Currently, the software program is developed on SGI O2 and PCs with Linux.

In this paper we have presented two new interactive classification tools able to deal with interval-valued and taxonomical data. The classification tools are intended to involve the user in the whole classification task in order to:

- take into account the domain knowledge,
- improve the result comprehensibility, and the confidence in the results (because the user has taken part in the model construction),
- exploit human capabilities in graphical analysis and pattern recognition.

The possibility to deal with interval-valued data is a convenient way to overcome one of the most important drawbacks of interactive classification methods, the limit of the dataset size. Here, we deal with a higher-level representation of the data. This allows us to treat potentially very large dataset because we do not deal with the original data, but this higher-level representation of the data. Furthermore, the possibility to deal with taxonomical data also allows us to simultaneously deal with different higher-level data representations.

A forthcoming improvement will be to try to use the same kind of abstraction method with some other classification or data-mining algorithms (here we were in the particular case of supervised classification with decision trees).
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Abstract. Support vector machines (SVM) offer a theoretically well-founded approach to automated learning of pattern classifiers. They have been proven to give highly accurate results in complex classification problems, for example, gene expression analysis. The SVM algorithm is also quite intuitive with a few inputs to vary in the fitting process and several outputs that are interesting to study. For many data mining tasks (e.g., cancer prediction) finding classifiers with good predictive accuracy is important, but understanding the classifier is equally important. By studying the classifier outputs we may be able to produce a simpler classifier, learn which variables are the important discriminators between classes, and find the samples that are problematic to the classification. Visual methods for exploratory data analysis can help us to study the outputs and complement automated classification algorithms in data mining. We present the use of tour-based methods to plot aspects of the SVM classifier. This approach provides insights about the cluster structure in the data, the nature of boundaries between clusters, and problematic outliers. Furthermore, tours can be used to assess the variable importance. We show how visual methods can be used as a complement to cross-validation methods in order to find good SVM input parameters for a particular data set.

1 Introduction

The availability of large amounts of data in many application domains (e.g., bioinformatics or medical informatics) offers unprecedented opportunities for knowledge discovery in such domains. The classification community has focused primarily on building accurate predictive models from the available data. Highly accurate algorithms that can be used for complex classification problems have been designed. Although the predictive accuracy is an important measure of the quality of a classification model, for many data mining tasks understanding the model is as important as the accuracy of the model itself. Finding the role different variables play in classification provides an analyst with a deeper understanding of the domain. For example, in medical informatics applications, such an understanding can lead to more effective screening, preventive measures and therapies.

The SVM algorithm \(^39\) is one of the most effective machine learning algorithms for many complex binary classification problems (e.g., cancerous or...
normal cell prediction based on gene expression data [8]). In the simplest case, SVM algorithm finds a hyperplane that maximizes the margin of separation between classes. This hyperplane is defined by a subset of examples, called support vectors, which “mark” the boundary between classes. However, understanding the results and extracting useful information about class structure, such as what variables are most important for separation, is difficult. SVM is mostly used as a black box technique.

The SVM algorithm searches for “gaps” between clusters in the data, which is similar to how we cluster data using visual methods. Thus, SVM classifiers are particularly attractive to explore using visual methods. In this paper, we use dynamic visual methods, called tours [4,14,13], to explore SVM classifiers. Tours provide mechanisms for displaying continuous sequences of low-dimensional linear projections of data in high-dimensional Euclidean spaces. They are generated by constructing an orthonormal basis that represents a linear subspace. Tour-based methods are most appropriate for data that contain continuous real-valued variables. They are useful for understanding patterns, both linear and non-linear, in multi-dimensional data. However, because tours are defined as projections (analogous to an object shadow) rather than slices, some non-linear structures may be difficult to detect. Tours are also limited to applications where the number of variables is less than 20 because otherwise the space is too large to randomly explore within a reasonable amount of time. Hence, when we have more than 20 variables, it is important to perform some dimensionality reduction prior to applying tour methods. In classification problems, tours allow us to explore the class structure of the data, and see the way clusters are separated (linearly or not) and the shape of the clusters.

Visualization of the data in the training stage of building a classifier can provide guidance in choosing variables and input parameters for the SVM algorithm. We plot support vectors, classification boundaries, and outliers in high-dimensional spaces and show how such plots can be used to assess variable importance with respect to SVM, to complement cross-validation methods for finding good SVM input parameters and to study the stability of the SVM classifiers with respect to sampling.

Effective application of machine learning algorithms, SVM included, often requires careful choice of variables, samples and input parameters in order to arrive at a satisfactory solution. Hence, a human analyst is invaluable during the training phase of building a classifier. The training stage can be laborious and time-intensive, but once a classifier is built it can repeatedly be used on large volumes of data. Therefore, it is valuable to take the time to explore alternative variable, samples, parameter settings, plot the data, meticulously probe the data, to generate accurate and comprehensible classifiers.

Our analysis is conducted on a particular data problem, SAGE gene expression data [8], where the task is to classify cells into cancerous cells or normal cells based on the gene expression levels.

The rest of the paper is organized as follows: The Methods section describes the algorithms for SVM and tours, and also the aspects that we study to
understand and explore the SVM model; The Application section illustrates how our methods can be used to examine SVM classifiers, using a SAGE gene expression data set; The Summary and Discussion section summarizes our methods, describes their strengths and limitations, and presents some related work.

2 Methods

2.1 Support Vector Machines

The SVM algorithm \cite{39} is a binary classification method that takes as input labeled data from two classes and outputs a model (a.k.a., classifier) for classifying new unlabeled data into one of those two classes. SVM can generate linear and non-linear models.

Let $E = \{(x_1, y_1), (x_2, y_2), \cdots, (x_l, y_l)\}$, where $x_i \in \mathbb{R}^p$ and $y_i \in \{-1, 1\}$ be a set of training examples. Suppose the training data is linearly separable. Then it is possible to find a hyperplane that partitions the $p$-dimensional pattern space into two half-spaces $\mathbb{R}^+$ and $\mathbb{R}^-$. The set of such hyperplanes (the solution space) is given by $\{x | x \cdot w + b = 0\}$, where $x$ is the $p$-dimensional data vector and $w$ is the normal to the separating hyperplane.

SVM selects among the hyperplanes that correctly classify the training set, the one that minimizes $\|w\|^2$ (subject to the constraints $y_i(x_i \cdot w + b) \leq 1$), which is the same as the hyperplane for which the margin of separation between the two classes, measured along a line perpendicular to the hyperplane, is maximized.

The algorithm assigns a weight $\alpha_i$ to each input point $x_i$. Most of these weights are equal to zero. The points having non-zero weight are called support vectors. The separating hyperplane is defined as a weighted sum of support vectors. Thus, $w = \sum_{i=1}^{l} (\alpha_i y_i) x_i = \sum_{i=1}^{s} (\alpha_i y_i) x_i$, where $s$ is the number of support vectors, $y_i$ is the known class for example $x_i$, and $\alpha_i$ are the support vector coefficients that maximize the margin of separation between the two classes. The classification for a new unlabeled example can be obtained from $f_{w, b}(x) = \text{sign}(w \cdot x + b) = \text{sign}(\sum_{i=1}^{l} \alpha_i y_i (x \cdot x_i) + b)$.

If the goal of the classification problem is to find a linear classifier for a non-separable training set (e.g., when data is noisy and the classes overlap), a set of slack variables, $\xi_i$, is introduced to allow for the possibility of examples violating the constraints $y_i(x_i \cdot w + b) \leq 1$. In this case the margin is maximized, paying a penalty proportional to the cost $C$ of constraint violation, i.e., $C \sum_{i=1}^{l} \xi_i$. The decision function is similar to the one for the linearly separable problem. However, in this case, the set of support vectors consists of bounded support vectors (if they take the maximum possible value, $C$) and unbounded (real) support vectors (if their absolute value is smaller than $C$).

If the training examples are not linearly separable, the SVM works by mapping the training set into a higher dimensional feature space, where the data becomes linearly separable, using an appropriate kernel function $k$.

The SVM algorithm has several input parameters that can be varied (e.g., cost, $C$, tolerance in the termination criterion, $\epsilon$, kernel function, $k$) and several
outputs that can be studied to assess the resulting model (e.g., support vectors, separating hyperplane, variables that are important for the separation).

In this paper, we use the SVM implementation available in the R \[32\] package, called \texttt{e1071} \[17\]. The SVM implementation in \texttt{e1071} is based on the LIBSVM implementation \[12\]. We use this implementation because the R language allows us to quickly calculate other diagnostic quantities and to link these numbers to graphics packages.

### 2.2 Tours Methods for Visualization

Tours \[4,11,42,16\] display linear combinations (projections) of variables, $x' A$ where $A$ is a $p \times d (< p)$-dimensional projection matrix. The columns of $A$ are orthonormal. Often $d = 2$ because the display space on a computer screen is 2, but it can be 1 or 3, or any value between 1 and $p$. The earliest form of the tour presented the data in a continuous movie-like manner, but recent developments have provided guided tours \[14\] and manually controlled tours \[13\]. Here we use a $d = 2$-dimensional manually-controlled tour to recreate the separating boundary between two groups in the data space. Figure 1 illustrates the tour approach.

We use the tour methods available in the data visualization software ggobi \[37\], and the R \[32\] package Rggobi \[38\] that makes ggobi functionality accessible from R.

### 2.3 SVM and Tours

Understanding the classifier in relation to a particular data requires an analyst to examine the suitability of the method on the data, adjust the performance of the method (e.g., by appropriate choice of parameters) and adjust the data
(e.g., by appropriate choice of variables used for building the classifier) as necessary to obtain the best results on the problem at hand. Tour methods can be used as exploratory tools to examine the outputs of SVM classifiers.

There are several outputs that we can examine when exploring SVM results using tours: support vectors, boundaries between classes, outliers, among others. The support vectors specify the classifier generated by the SVM algorithm. First, we observe their location in the data space and examine their importance (position) relative to the other data points. We expect to see the unbounded support vectors from each group roughly indicating the margin between the groups in some projection. The bounded support vectors should lie inside this margin.

Second, we examine the boundaries between classes in high dimensional spaces. To do this, we generate a rectangular grid of points around the data, by choosing a number of grid points between the minimum and maximum data value of each variable. For example, with two variables, 10 grid values on each axis will give $10^2 = 100$ points on a square grid, or with four variables we would have $10^4 = 10000$ points on a 4D grid. We then compute the predicted values $w \cdot x + b$ for each point $x$ in the grid. The points that are close to the boundary will have predicted values close to 0. For two variables the boundary is a line, for three variables the boundary is a 2D plane, for four variables the boundary is a 3D hyperplane, etc. When using linear kernels with SVM, we expect to see very clear linear boundaries between the two groups. For non-linear kernels, the boundaries will be more complex.

Third, we investigate anomalies in the data, the misclassified samples and the outliers, to get insights about how these points differ from the rest of the data. The anomalies should be isolated from their group in some way. We look at a separate test set after the classifier is built from a training data set and the projection that shows the training separation is found.

The visualization of the outputs can be explored to:

1. Assess the importance of the variables based on the best projections observed;
2. Tune SVM input parameters according to the outputs observed;
3. Study the stability of the model with respect to sampling.

**Assessing variable importance.** Real world data sets are described by many variables (e.g., for gene expression data there are commonly a lot more variables than examples). A classifier may be unreliable unless the sample size is several times as large as the number of variables 34. Very often, a small number of the variables suffices to separate the classes, although the subset of variables may not be unique 27. Variable selection is also useful before running tours, because the smaller the space the more rapidly it can be explored. There are many methods for variable selection 21, 22, 33, 7, 19, 26, 44 and the subsets of variables that they return can be very different. Which subset is the best? We use tours to explore and select subsets of variables than can be used to separate the data in two classes.
To do that, we first order the variables according to several criteria (e.g., PDA-PP index [26], BW index [19] and SVM variable importance [22]) and form small subsets, either by taking the best $k$ variables according to one criterion or by combining the best variables of two or more criteria. After running SVM on the subsets formed with the variables selected, we examine the difference between results and select those subsets of variables that show the best separation between classes in some projection.

We can also assess the importance of the variables within a subset. The support vectors from each group roughly indicate a boundary between the groups in some projection. The variables contributing to the projection provide an indication of relative importance of the variables to the separation. The coefficients of the projection (elements of $P$) are used to examine the variable contribution.

**Tuning the parameters.** The performance of the classifier depends on judicious choice of various parameters of the algorithm. For SVM algorithm there are several inputs that can be varied: the cost $C$ (e.g., $C = 1$), the tolerance $\epsilon$ of the termination criterion (e.g., $\epsilon = 0.01$), the type of kernel that is used (e.g., linear, polynomial, radial or Gaussian), and the parameters of the kernel (e.g., degree or coefficients of the polynomial kernel), etc. It is interesting to explore the effect of changing the parameters on the performance of the algorithm. Visual methods can complement cross-validation methods in the process of choosing the best parameters for a particular data set. In addition, examination of the SVM results for different parameters can help understanding better the algorithm and the resulting classifiers.

**Stability of the classifier.** Machine learning algorithms typically trade-off between the classification accuracy on the training data and the generalization accuracy on novel data. The generalization accuracy can be estimated using a separate test set or using bootstrap and cross-validation methods. All these methods involve sampling from the initial data set. It is useful to explore how the sampling process affects the classifier for the particular data at hand. This can be accomplished by studying the variation of the separation boundary, which can provide insights about the stability of the algorithm.

### 3 Application

#### 3.1 Data Description

We use SAGE (Serial Analysis of Gene Expression) [40] data to illustrate the visual methods described in this paper. SAGE is an experimental technique that can be used to quantify gene expression and study differences between normal and cancerous cells [45]. SAGE produces tags (10-base sequences) that identify genes (mRNA). The frequencies of these tags can be seen as a measure of the gene expression levels in the sampled cells. Different from microarray technology, SAGE does not need the sequences of the set of genes to be known. This allows for the possibility that genes related to cancer, but whose sequences or functionality
have not been discovered, to be identified. However, SAGE technology is very expensive and there is not much data available.

It is believed that cancers are caused by mutations that alter the normal pattern in gene expression [45]. Genes exhibiting the greatest differences in the expression levels corresponding to normal or cancerous cells are most likely to be biologically significant. One difficulty with SAGE data, when trying to identify genes that distinguish between cancerous and normal cells, is that different samples can come from very different types of tissues (e.g., brain, breast, lung, etc.) as well as from in vivo and in vitro samples. It is known that different types of tissues are characterized by different expression patterns and they cluster together [28]. The same is believed to be true for in vivo and in vitro conditions. This makes it difficult to assert that genes whose expression levels are different in cancerous versus non-cancerous cells are indeed responsible for cancer. However, given the scarcity of the data (not too many samples from the same tissues) any findings along these directions are often interesting and potentially useful in clinical applications.

Analysis of SAGE data has received a lot of attention in the last few years. The data set used in our analysis is introduced in [6], which also provides information about the data preprocessing. It was assembled from the complete human SAGE samples (http://www.ncbi.nlm.nih.gov/sage) by selecting a subset of tags corresponding to a minimal transcriptome set. Our subset contains the expression values (transcripts per cell) for 822 genes found in 74 human cells. The study in [6] shows that genes with similar functionality cluster together when a strong-association-rule mining algorithm is applied.

3.2 Visualizing SVM Outputs

In this section, we show how to explore the SVM outputs using tours. Suppose that the set of important variables for the analyst is $S = \{V^{800}, V^{403}, V^{535}, V^{596}\}$. We apply SVM algorithm on this data set. The results are shown in Figure 2. The two classes are colored with different colors. The support vectors (1 in one class and 3 in the other class) have larger glyphs. The left plot shows a projection where the linear separation found by SVM can be seen. The support vectors line up against each other defining the boundary between the two classes. The coefficients of the projection are also shown. The separation between the two classes is in the top left to bottom right direction, which is a combination of most of the variables.

Using only 4 variables, it is easy to generate a grid around the data. The class of grid points can be predicted using SVM algorithm. Coloring the grid points according to the predictions allows us to see the boundary estimated by SVM. A good separation of the grid can be seen in the middle plot in Figure 2. Coloring the grid points that have predicted values close to 0 allows us to focus on the boundary between the two groups (right plot in Figure 2).

To assess the quality of the model and to find outliers, we divide the examples into training and test sets, build the model for the training data, and find the projection showing the separation between classes. We then plot the test data in
the same projection to see how well it is separated, and to examine errors and outliers (Figure 3).

If we use SVM with non-linear kernels, non-linear separations can also be viewed (results presented in an expanded version of this paper [11]).

The ggobi brushing interface allows the user to shadow or show different groups of points, making it very easy to focus on different parts of the model for exploratory analysis. The ggobi main interface allows selecting different groups of variables to be shown. The ggobi identity interface allows identifying points in the plot with points in the data. See [11] for figures showing these interfaces.

The classifly R package [43] automates the process of classifier fitting and grid generation. It does this using rggobi to allow a seamless transition between classifier building in R and visualisation in GGobi. Classifly can display either the complete grid, or just the boundaries of the classification regions.
3.3 Gene Selection

To construct reliable classifiers from SAGE data, we need to select a small set of genes. As Liu et al. [27] have shown, variable selection for gene expression data usually improves the accuracy of the classifier. Variable selection is also necessary in order to make it possible to view the data using tours. As mentioned earlier the initial set has 822 variables (genes), which makes it impossible for visual analysis.

To select small sets of genes, first, data is standardized, so that each gene has mean 0 and variance 1 across samples. Three different methods, BW index [19], PDA-PP index [26] and SVM variable importance [22], are used to order the 822 variables according to their importance with respect to the criterion used by each method. The BW index of a set of genes gives the ratio of their between-group to within-group sums of squares. The PDA-PP index represents a projection pursuit index corresponding to the penalized discriminant analysis [23]. The SVM importance of the variables is determined by running SVM iteratively several times, each time the less important variable - with the smallest $w_i^2$ - being eliminated. The reverse order of the eliminated variables represents the order of importance [22].

The best 40 genes based on BW index are:


The best 40 genes based on PDA-PP index are:


The best 40 genes based on SVM variable importance are:


In general, SVM takes more time to run than methods such as BW index. Therefore, we also considered the possibility of first ordering all the 822 genes according BW index and subsequently ordering the best 40 genes found by BW index according to the SVM variable importance. The result is shown below:


The set of genes selected by each method is quite different from the others. However, there are two genes that are on the lists of all three methods: V721 and V357. Surprisingly many more genes are common for the BW and SVM

Given the difference in subsets of important genes, the question is: which one is the best? Not very surprisingly, different subsets of genes give comparable results in terms of classification accuracy, which makes the choice difficult. However, this is where visual methods can help. We use tours to explore different sets of genes and visualize the results of SVM algorithm on those particular subsets. This gives us an idea about how different sets of genes behave with respect to SVM algorithm.

First, to determine how many genes are needed to accurately separate the two classes, we select subsets of the 40 genes and study the variation of the error with the number of genes, using cross-validation. The initial data set is randomly divided into a training set (2/3 of all data) and a test set (1/3 of all data), then SVM is run on the training set, and the resulting model is used to classify both the training set and the test set. The errors are recorded together with the number of unbounded (real) and bounded support vectors for each run. This is repeated 100 time and the average over the measured values is calculated. Then a new variable is added and the process is repeated.

Plots for the variation in average accuracy for the training and test sets (i.e., fraction of the misclassified examples relative to the number of training and test examples, respectively), as well as for the fraction of unbounded support vectors and bounded support vectors (relative to the number of training examples) with the number of variables, are shown in Figure 4. The variables used are the best 20 SVM variables selected from the set of the best 40 BW variables. The average training error decreases with the number of variables and it gets very close to 0 when 20 variables are used. In the test error the average decreases and then starts to rise around 12 variables. There is a dip at 4 variables in both training and test error, and a plateau at 7 variables in the test error. The observed number of unbounded and bounded support vectors shows that there is a negative correlation between the two: as the number of unbounded support vector increases, the number of bounded support vectors decreases. This corresponds to our intuition: as the number of dimensions increases, more unbounded support vectors are needed to separate the data.

As the tours are easier to observe when less variables are used, we chose to look at sets of 4 variables. Although the errors for 4 variables are slightly higher than the errors obtained using more variables, the analysis should give a good picture of class separations in the data.

We tried various combinations of subsets of 4 variables formed from the lists of most important variables. Some of these subsets gave very poor accuracy, some gave reasonable good accuracy. Table I shows a summary of the results obtained for three subsets of variables that give good accuracy: $S_1 = \{V800, V403, V535, V596\}$ (first 4 most important SVM genes from the best 40 BW genes), $S_2 = \{V390, V389, V4, V596\}$ (first 4 most important SVM genes from all 822 genes) and $S_3 = \{V800, V721, V357, V596\}$ (a combination of the
Fig. 4. (Top) The variation of the average (over 100 runs) training and test errors (i.e., fraction of the misclassified examples relative to the number of training or test examples, respectively) with the number of variables. (Bottom) The variation of the average (over 100 runs) fraction of real and bounded support vectors (relative to the number of training examples) with the number of variables.

Because the variation in the errors is not significant for the three sets of variables shown in Table 1, we looked at the results of an SVM run with each of these sets of variables (all data was used as training data). The projections where the separation found by SVM can be seen are shown in Figure 5. Although we get similar accuracy for all three sets $S1, S2, S3$, there is some difference in the results. The set $S1$ has the smallest error, but $S2$ has a larger margin between the real support vectors, suggesting that $S2$ may be a better choice. By examining the coefficients of the projection that shows the best separation for $S2$, we observe that all variables contribute comparably to this projection, therefore we can not conclude that some are more important than others.

3.4 Varying SVM Input Parameters

In another set of experiments we study the dependence of the margin found by the SVM algorithm on the parameter $C$. We ran SVM with all the data corresponding to the set $S3 = \{800, V721, V357, V596\}$ and for each run we found a projection clearly showing the separation. Figure 6 shows the best projections
Table 1. Result summaries for three subsets of 4 variables: \( S_1 = \{V800, V403, V535, V596\}, \ S_2 = \{V390, V389, V4, V596\} \) and \( S_3 = \{V800, V721, V357, V596\} \). The values are averaged over 100 runs.

<table>
<thead>
<tr>
<th>Subset</th>
<th>Tr Err</th>
<th>Std Tr</th>
<th>Ts Err</th>
<th>Std Ts</th>
<th>RSV</th>
<th>Std RSV</th>
<th>BSV</th>
<th>Std BSV</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.134</td>
<td>0.032</td>
<td>0.178</td>
<td>0.070</td>
<td>0.084</td>
<td>0.019</td>
<td>0.426</td>
<td>0.051</td>
</tr>
<tr>
<td>S2</td>
<td>0.160</td>
<td>0.040</td>
<td>0.195</td>
<td>0.073</td>
<td>0.106</td>
<td>0.019</td>
<td>0.446</td>
<td>0.060</td>
</tr>
<tr>
<td>S3</td>
<td>0.166</td>
<td>0.032</td>
<td>0.217</td>
<td>0.063</td>
<td>0.092</td>
<td>0.016</td>
<td>0.426</td>
<td>0.049</td>
</tr>
</tbody>
</table>

Fig. 5. Visualization of SVM results using three different subsets of the data, corresponding to three different sets of 4 variables. (Left) Gene subset \( S_1 = \{V800, V403, V535, V596\} \). (Middle) Gene subset \( S_2 = \{V390, V389, V4, V596\} \). (Right) Gene subset \( S_3 = \{800, V721, V357, V596\} \). Note that the subset \( S_2 \) presents the largest separation margin, suggesting that \( S_2 \) may be a better choice than \( S_1 \) and \( S_3 \).

when \( C = 1, C = 0.7, C = 0.5 \) and \( C = 0.1 \). Recall that \( C \) can be seen as the cost of making errors. Thus, the higher the \( C \) bound the less errors are allowed, corresponding to a smaller margin. As \( C \) decreases, more errors are allowed, corresponding to a larger margin. This can be seen in the plots, as you look from left (\( C = 1 \)) to right (\( C = 0.1 \)), the margin around the separating hyperplane increases. Which is the better solution?

Table 2 shows the variation of the training error (the proportion of misclassified examples relative to the number of training examples) with the parameter \( C \). The values corresponding to the plots shown in Figure 6 are highlighted. It can be seen that the smallest error is obtained for \( C = 1 \), which corresponds to the plot with the smallest margin (or equivalently, the plot with the smallest number of bounded support vectors). However, based on the visual examination, we may choose to use the value \( C = 0.1 \), as it results in a larger margin and possibly in better generalization error.

### 3.5 Model Stability

With regard to the dependence of the separation on sampling, the separating hyperplane should not vary much from one training sample to another (we
Table 2. The dependence of the training error on the parameter $C$. The highlighted values correspond to the plots shown in Figure 6.

<table>
<thead>
<tr>
<th>$C$</th>
<th>1</th>
<th>0.9</th>
<th>0.8</th>
<th>0.7</th>
<th>0.6</th>
<th>0.5</th>
<th>0.4</th>
<th>0.3</th>
<th>0.2</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>0.162</td>
<td>0.148</td>
<td>0.148</td>
<td>0.175</td>
<td>0.189</td>
<td>0.189</td>
<td>0.175</td>
<td>0.202</td>
<td>0.202</td>
<td>0.229</td>
</tr>
</tbody>
</table>

Fig. 6. Variation of the margin with the cost $C$. Plots corresponding to values $C=1$, $C=0.7$, $C=0.5$, $C=0.1$ are shown. As $C$ decreases the margin increases.

might expect more variability if the data is not separable). To explore this conjecture, we ran the SVM algorithm on all examples using the variables $S3 = \{V800, V721, V357, V596\}$ and identified the bounded support vectors. Then, we removed the bounded support vectors (33 examples), obtaining a linearly separable set (containing the remaining 41). We ran SVM on samples of this set (about 9/10 points were selected for each run), found the projection showing the linear separation and kept this projection fixed for the other runs of SVM. We examined how the separation boundary between the two data sets changes. The results are shown in Figure 7. There is some variation in the separating hyperplane from sample to sample. In some samples the separating hyperplane rotated substantially from that of the first sample, as seen by the thick band of grid points.

To see how much the coefficients of the variables actually change between samples we start with the projection showing the separation for the first run, we keep this projection fixed and plot results of the second run, then slightly rotate this second view until the best projection is found for the second run. This is shown in Figure 8. The coefficients change only a tad, with those of variable 6 changing the most.

4 Summary and Discussion

4.1 Summary

We have presented visual methods that can be used in association with SVM to study many aspects of the model fitting and solution. The reason for using these methods is to gain a better understanding of the model and to better characterize the fit.
Fig. 7. We examine the variation of the separating hyperplane when sub-sampling the data. We find the projection that shows the linear separation for the first data set and we keep this projection fixed for the subsequent views. There is some variation in the separating hyperplane from sample to sample. In some samples the separating hyperplane rotated substantially from that of the first sample, as seen by the thick band of grid points.
We have shown how our methods can be used to visualize and examine the position of the support vectors found by SVM relative to the other data points and anomalies in the data. They can also be used to explore boundaries between classes in high dimensional spaces. This can be done by generating a rectangular grid around the data and computing the predicted values for each point in the grid. The values close to the boundary will have predicted values close to zero. The main hindrance to drawing the boundary is that the grid of points increases in size exponentially with the number of variables. Hence, alternative ways for showing the boundary are of interest.

We have also shown how we can use visual methods in association with variable selection methods to find sets of variables that are important with respect to the separation found by the SVM algorithm. Finally, we have shown how visual methods can be used to get insights about the stability of the model found by the algorithm and to tune the parameters of the algorithm. Therefore, these methods can be used as a complement to cross-validation methods in the training phase of the algorithm.

We have illustrated the proposed methods on a publicly available SAGE gene expression data set. The implementation of these methods will be made available to the research community as an R package.

4.2 Discussion

The importance of the visual methods in the area of knowledge discovery and data mining (KDD) is reflected by the amount of work that has combined visualization and classification methods during the last few years [35,20,11,25]. Visual methods for understanding results of several classes of classifiers have been proposed, e.g., decision tree classifiers [2,29], Bayesian classifiers [5], neural networks [36], temporal data mining [3], etc. However, there has been relatively little work on visualizing the results of SVM algorithm in high dimensional spaces, with a few notable exceptions [29,31,10,15].
Poulet [29, 31] has proposed approaches to visualizing the results of SVM. Here, the quality of the separation is examined by computing the data distribution according to the distance to the separating hyperplane and displaying this distribution as a histogram. The histogram can be further linked to other visual methods such as 2-dimensional scatter plots and parallel coordinates [24] in order to perform exploratory data analysis, e.g., graphical SVM parameter tuning or dimensionality and data reduction. These methods have been implemented in a graphical data-mining environment [30]. Similar to our methods, Poulet’s approaches have been applied to visualize the results of SVM algorithm applied to bio-medical data [18].

Our previous work [10] has demonstrated the synergistic use of SVM classifiers and visual methods in exploring the location of the support vectors in the data space, the SVM predicted values in relation to the explanatory variables, and the weight vectors, \( \mathbf{w} \), in relation to the importance of the explanatory variables to the classification. We have also explored the use of SVM as a preprocessor for tour methods, both in terms of reducing the number of variables to enter into the tour, and in terms of reducing the number of instances to the set of support vectors (which is much smaller than the data set). Also in previous work [15], we have shown that using visual tools it is possible not only to visualize class structure in high-dimensional space, but also to use this information to tailor better classifiers for a particular problem.
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