Gamification in assessment: Do points affect test performance?
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Abstract

Gamification, applying game mechanics to nongame contexts, has recently become a hot topic across a wide range of industries, and has been presented as a potential disruptive force in education. It is based on the premise that it can promote motivation and engagement and thus contribute to the learning process. However, research examining this assumption is scarce. In a set of studies we examined the effects of points, a basic element of gamification, on performance in a computerized assessment of mastery and fluency of basic mathematics concepts. The first study, with adult participants, found no effect of the point manipulation on accuracy of responses, although the speed of responses increased. In a second study, with 6th grade middle school participants, we found the same results for the two aspects of performance. In addition, middle school participants’ reactions to the test revealed higher likeability ratings for the test under the points condition, but only in the first of the two sessions, and perceived effort during the test was higher in the points condition, but only for eighth grade students.

1. Introduction

Increasingly, web-based and mobile applications look to gamification, the use of game design elements (e.g., points, leaderboards, and badges) in nongame contexts to promote user engagement (Deterding, Sicart, Nacke, O’Hara, & Dixon, 2011). Gamification relies on the argument that many traditional activities (including school activities and traditional learning) are not inherently interesting, that games, especially computer-games, are “fun,” and therefore introducing game-like features into these otherwise dull activities would make them more attractive (McConigal, 2011; Zichermann & Linder, 2010).

A typical example of embedding educational activities within a game-like environment is the DimensionU™ series of math games. In one of these games (TowerStorm), a virtual character (avatar) immersed within a 3-D environment “retrieves” a multiple-choice question from the “fountain of knowledge,” answers the question to collect a colored ball (each answer option has a different color), runs to a tower that generates stacked colored rings, and shoots the ball at a ring on the tower. Feedback about the correctness of the answer is provided when the ball hits the tower. If the answer was correct, the character will earn points.

Although it is intuitively clear that games are a strong motivating factor for students (Gee, 2003; Shaffer, 2006), there remains a dearth of research in which the effectiveness of the gaming environment has been directly compared with a traditional computerized application (Jackson & McNamara, 2013). For example, Kebritchi, Hirumi, and Bai (2010) investigated the effects of using the DimensionU™ series of mathematics games on high school students by assigning a treatment group to play the games for 30 min each week for 18 weeks. The treatment group showed higher gains in scores on a standardized mathematics achievement test. Unfortunately, the control group was not assigned to perform the same educational activities in a nongame environment, making it difficult to disentangle the gaming effect from the practice effect (Ericsson, Krampe, & Tesch-Romer, 1993).

In contrast, Papastergiou’s (2009) control (nongame-like) group of high school students was exposed to the same content (2 h of instruction on computer memory) as the treatment (game-like) group. Nevertheless, the treatment group showed higher gains in performance from a pretest to the same posttest measuring knowledge of the content covered in instruction. In another recent study, Jackson,
Dempsey, and McNamara (2012) compared a traditional tutoring system environment for reading strategy training with a counterpart game-based system which used the same task. Results indicated that performance of participants (college students) in the game-like condition was significantly lower than in the traditional environment, although participants in the game-like environment rated it as more engaging.

The purpose of this study was to test the effects of one particular game design element, by experimentally manipulating whether or not students were accumulating points while they were completing a mathematics assessment.

From a theoretical perspective, points provide feedback to the student. Providing feedback regarding task performance is one of the most frequently applied psychological interventions (Kluger & DeNisi, 1996). To have a positive effect on learning, feedback needs to provide information related to the task or process of learning (Sadler, 1989). It can do so through a number of different cognitive processes, including restructuring understandings, confirming to students that they are correct or incorrect, and/or indicating alternative strategies to understand particular information. Alternatively, it can operate through affective processes, such as increased effort, motivation, or engagement (Hattie & Timperley, 2007). However, despite a huge literature (Hattie & Timperley, 2007; Kluger & DeNisi, 1996; Mory, 2004), the specific mechanisms relating feedback to performance are still not well understood. Historical reviews and meta-analyses on the subject describe the findings as “inconsistent,” “contradictory,” and “highly variable” (Azevedo & Bernard, 1995; Kluger & DeNisi, 1996). Moreover, in a comprehensive meta-analysis, Kluger and DeNisi found that although feedback interventions improve performance on average, they reduce performance in more than one third of the cases.

In and of themselves, points and other game-like elements provide information about success in the task. However, the gamification argument emphasizes the motivational aspect of game design elements over the possible cognitive or informational aspects. There are a number of motivational theoretical constructs that have been shown to mediate the effect of feedback and could be relevant to the points manipulation. In particular, the concept of locus of attention is of interest in this respect (Butler, 1987). Properties of feedback can direct attention to the self or to the task, and attention to self has been shown to attenuate or even reverse the effects of feedback (Butler, 1987) because it interferes with task performance. It is not clear whether points would be perceived by students as information about task performance (and then attention is more likely to be directed to the task) or as a form of prize for good performance (and then attention may be directed to the self).

The difference between intrinsic and extrinsic motivators is another theoretical distinction that may shed light on the effect of game-like features. In other words, points and badges can be seen as extrinsic rewards for performing the task. However, although early research has demonstrated the power of extrinsic rewards in controlling behavior (Skinner, 1953), later research has shown that for intrinsically motivated activities, tangible rewards may undermine this intrinsic motivation (Deci, Koestner, & Ryan, 1999). That is, rewarding students for performing well in an educational setting may be counterproductive in the long run. However, even in the short run, research on changing incentives (either by increasing personal stakes or providing external rewards) as a way to increase student performance is inconclusive.

On the one hand, past research supports the assumption that tests with no personal consequences, that is, low-stakes tests, are associated with a decrease in motivation and performance. Wise and DeMars (2005) reviewed 12 studies that included 25 comparisons between the performance of motivated and less-motivated groups of test-takers. In most comparisons, the performance of the motivated group was significantly higher than that of the less-motivated group, and the average effect size was around .6. The manipulations used to motivate test-takers varied. In most cases, the students were told the scores would count towards course or school grades. In a recent study, Liu, Bridgeman, and Adler (2012) found that increasing the personal stakes of a test by telling test takers that their scores could be released to faculty in their college or potential employers significantly increased test performance, with an effect size of .41.

On the other hand, studies that used monetary incentives to motivate students in tests have generally found weak effects on performance. O’Neil, Sugrue, and Baker (1996) offered 8th and 12th grade students taking the National Assessment of Educational Progress (NAEP) 1 dollar for each item they answered correctly, and their performance was compared to control groups that received standard NAEP instructions. A significant effect was found only for a subsample of 8th graders (those who correctly remembered their treatment condition), and only on the easy items. More recently, this study was replicated (O’Neil, Abedi, Miyoshi, & Mastergeorge, 2005) with 10 dollars per item, but again no effect on scores was found. Baumert and Demmrich (2001) offered to one group of students a flat payment if they answered more items than expected based on their school grade, but failed to find an effect on scores. Finally, Braun, Kirsch, and Yamamoto (2011) administered a NAEP assessment to 12th grade students and found weak effects (effect size of .08—.25) for monetary incentives (either a fixed amount of 20 dollars or variable according to performance) compared to a control group.

Taking into account the scarcity of research on the effectiveness of gamification and the inconclusive results in related lines of research, in the studies described below we sought to evaluate the effects of one particular gamification feature, points, on different aspects of performance in the context of an educational assessment. The assessment that was used in the two studies focuses on mastery and the inconclusive results in related lines of research, in

2 See also CBAL website http://www.ets.org/research/topics/cbal/initiative.
these studies (adults in study 1 and middle school students in study 2) were encouraged to answer the questions as quickly and accurately as possible. However, some participants received points for accurate and speedy responses. The points accumulated were prominently displayed in the top-right portion of the screen with a flip counter. Each time a participant in the points condition answered a question correctly, the system would provide notice of how many points were gained and the point counter would increase appropriately in an animated way. Analyses were carried out to determine the possible effect of points on performance (both accuracy and speed), as well as meta-cognitive reactions to the test.

2. Study 1

As part of initial piloting of the assessment, adult participants completed a single test session under one of two points conditions or a control condition. The two points conditions emphasized either accuracy (by providing more points for accurate than speedy responses) or speed (see below for specific instructions). Analyses focused on the possible effect of the points manipulation on performance, both accuracy and speed. Sex was also considered in the analyses of the points manipulation. In many studies girls and women are reported to display less interest in digital games, have less game-related knowledge, and play less frequently and for shorter durations than do boys and young men (e.g., Hartmann & Klimmt, 2006). Moreover, when girls do play, they often prefer different games and for different reasons — females are more likely to list social reasons for playing and less likely to list achievement and immersion as important for their play (Yee, Ducheneaut, & Nelson, 2012). Therefore, it is important to take sex into account in an investigation of the effects of gamification.

2.1. Method

2.1.1. Participants

Participants for this study were recruited from Amazon.com’s Mechanical Turk (MTurk) crowdsourcing marketplace, which allows researchers to post experiments to be completed by Amazon.com users in return for monetary compensation. This platform has seen a growing interest among researchers as a way to recruit subjects for social-science experiments (Buhrmester, Kwang, & Gosling, 2011). Participants, 1218 in all, were paid 2 dollars and completed the assignment in 25 min on average. All participants were US residents and their first language was English, their age varied from 18 to 74 years (M = 32, SD = 11), 46% were women, and most had at least some post-secondary education (13% were high school graduates, 30% some college, 10% associate degree, 38% bachelor degree, and 9% graduate degree).

2.1.2. Materials

Test items were based on item “models” (Bejar, 1993), schemas of problems with parameters that can be instantiated with specific values. For example, the model “X + Y = ?”, where X and Y can be whole numbers in the range 1–10, has two parameters that can be instantiated to display an actual exercise. The assessment used in this study used 50 item models with 8 instances from each model, with a total of 400 items. Instances were generated to cover a representative range of model parameters. Some examples of items used are:

The fraction 4/7 is equivalent to 8/___
1/3 is ___ times larger than 1/6
Write the fraction 6/30 in simplest terms
Round 0.8644 to nearest tenth
The number 24 is divisible by which of the following numbers? Select all that applies: 2,3,6,9
The greatest common factor of 9 and 15 is ___

2.1.3. Design

The complete set of 400 items was divided into four nonoverlapping tests, each composed of four instances from 25 item models. Each participant was randomly assigned to one of the tests. Participants were also randomly assigned to one of three points feedback conditions. In the 1–10 points condition, participants were told they will receive 1–10 points for each correct answer, depending on the speed of their response. In this condition, speed was as important as accuracy — accurate but slow responses would not result in significant accumulation of points. In the 10 + 5 points condition, participants were told they will receive 10 points for each correct answer and extra points (0–5) based on the speed of their response. In this condition, accuracy is more important than speed — the contribution of speedy responses is at most half of what accurate responses can contribute. In addition, speediness is framed as a “bonus” over accuracy. For these two conditions, the points accumulated were prominently displayed in the top-right portion of the screen with a flip counter. An example of the feedback for a correct answer is presented in Fig. 1. The participant had 110 points before that response and received 14 points (10 for a correct answer and 4 extra points for speediness) for the response shown. A third group, a control, was not awarded points for correct answers.

2.1.4. Procedures

Participants were told they will be asked to answer simple mathematics problems. They were given instructions on how to record their responses (click on options or type numbers). All participants were encouraged to answer as quickly and accurately as possible. In addition, specific instructions about the points system were provided as appropriate.

For each participant, the order of the sections as well as the order of items within the section was randomized. Therefore, each item could appear in any position in the test, but instances from the same model could not appear once in every section.

The items appeared on the screen one after the other. Participants were instructed to use the Enter key to submit their answers, or click a “Submit” button. Following response submission, immediate feedback on the correctness of the response together with the correct response, was displayed (as shown in Fig. 1). Participants were then required to click a button to continue to the next item. Following each
The internal consistency of response accuracy was high, with Cronbach's alpha coefficients for the 25 item model scores (each score the sum of four item instances) in order to account for possible local dependency among the four items in the same item model (by comparing the 100-item estimates to those for the 25-item estimates; Sireci, Thissen, & Wainer, 1991). The internal consistency of response accuracy was high, with Cronbach's alpha coefficients of .93—.94 for the 100 item scores and .90—.91 for the 25 item model scores. The internal consistency of response time was even higher, with Cronbach's alpha coefficients of .94 for the 100 item scores and .97 for the 25 item model scores.

2.2. Results

Table 1 presents psychometric properties of response accuracy and response time, or slowness. In all response time analyses the common transformation of the natural log of time in seconds to answer was used as this transformed measure has a more normal-like distribution than the raw time and is more appropriate for parametric tests. Overall, the items were easy and answered quickly. The average percentage correct score was 77% and average mean log response time was 2.06 (corresponding to 7.8 s). The items in test 1 were somewhat less difficult than those in test 2, and took less time to answer. Cronbach’s alpha coefficients of internal consistency are reported for the 100 items as well as for the 25 item model scores (each score the sum of four item instances) in order to account for possible local dependency among the four instances of the same item model (by comparing the 100-item estimates to those for the 25-item estimates; Sireci, Thissen, & Wainer, 1991). A series of ANOVAs was performed to examine the possible effects of the point manipulation and the increased emphasis on speed (from no points, to 10 + 5, to 1–10 points) on test performance and response time and the relationship between test performance and response time. In addition to the point conditions, sex and level of education (high school, partial college education, and college graduate) were included as independent variables. All interactions between independent variables were included in these analyses. Age was not included in these analyses because it did not show any relation with response accuracy (r = .03, p > .05).

A 3 (points condition) × 2 (sex) × 3 (education level) ANOVA was performed on test scores (the number of correct answers, out of 100 questions). A significant sex effect was found for test scores as the dependent variable, $F(1, 1200) = 33.33, p < .01$, with higher performance for male ($M = 79.1, SE = 0.6$) than for female participants ($M = 73.7, SE = 0.6$). A significant education effect was also found, $F(1, 1200) = 81.73, p < .01$, with decreasing performance from college graduates ($M = 80.5, SE = 0.5$) to partial college education ($M = 75.7, SE = 0.6$) and high school education ($M = 65.1, SE = 1.5$). Mean test performance was similar for the no points ($M = 77.5, SE = 0.7$), 10 + 5 points ($M = 76.4, SE = 0.6$), and 1–10 points ($M = 75.3, SE = 0.6$) conditions, and this effect was not significant, $F(2, 1200) = .54, p = .58$. None of the interactions between main effects were significant, $p > .13$.

A 3 (points condition) × 2 (sex) × 3 (education level) ANOVA was performed on the average (natural) log of response times (in seconds). A significant sex effect was found on the log response time data, $F(1, 1200) = 28.83, p < .01$, with lower response times for male ($M = 1.99, SE = .01$, corresponding to 7.3 s) than female participants ($M = 2.14, SE = .01$, corresponding to 8.5 s). A significant education effect was also found, $F(1, 1200) = 10.17, p < .01$, with decreasing speed from college graduates ($M = 2.01, SE = 0.1$) to partial college education ($M = 2.10, SE = 0.2$) and high school education ($M = 2.14, SE = 0.3$). A significant points effect was also found, $F(2, 1200) = 6.12, p < .01$. Post-hoc Tukey tests showed that mean response time was higher for the no points ($M = 2.13, SE = .02$, corresponding to 8.4 s) than for either the 10 + 5 points ($M = 2.04, SE = .02$, corresponding to 7.7 s) or 1–10 points ($M = 2.03, SE = .02$, corresponding to 7.6 s) conditions. None of the interactions between main effects were significant, $p > .11$.

The relationship between test performance and response time was similar in the no points ($r = -.31$), 10 + 5 points ($r = -.31$), and 1–10 points ($r = -.40$) conditions; the differences between these correlations were not significant ($p > .14$).

Table 1

<table>
<thead>
<tr>
<th>Test</th>
<th>N</th>
<th>Percentage correct</th>
<th>Average response time (log sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>1a</td>
<td>310</td>
<td>.817</td>
<td>.128</td>
</tr>
<tr>
<td>1b</td>
<td>300</td>
<td>.786</td>
<td>.142</td>
</tr>
<tr>
<td>2a</td>
<td>301</td>
<td>.729</td>
<td>.150</td>
</tr>
<tr>
<td>2b</td>
<td>305</td>
<td>.731</td>
<td>.139</td>
</tr>
<tr>
<td>Total</td>
<td>1218</td>
<td>.766</td>
<td>.145</td>
</tr>
</tbody>
</table>

Note. Tests 1a and 1b share the same item models with different instances, and the same for 2a and 2b.
3. Study 2

In study 1, the points manipulation had no effect on accuracy scores and a small effect (d = .28) on the speed of responses. It is possible that children, who are more immersed in computer games in their ordinary lives, will respond more powerfully to the gamification of the assessment. Therefore, as part of piloting this assessment, a second study was conducted to examine the effects of the points manipulation with middle school students in grades 6–8. To better gauge participant reactions to the points manipulation, we also asked participants to indicate how much they liked the test and how much effort they exerted during the test. In addition, participants completed two separate test sessions, which enabled us to consider the possible wearing off of any initial gamification effects. Finally, since no differences were found between the two points conditions in the first study, only the 10 + 5 points and control conditions were used in the second study in order to have larger sample sizes and increased statistical power in each condition.

3.1. Method

3.1.1. Participants

For this study, a New Jersey middle school was recruited. The school was paid 10 dollars per participating student. All 6–8 grade (in almost equal numbers per grade) students in the school participated, 693 in all. 50% were girls, 48% were Asian, 31% were White, 12% were Hispanic, and 8% were Black. The average mathematics ability of the students, as indicated by their state assessment scores, was relatively high: 258, 249, and 234 for grades 6–8, respectively. The corresponding standardized differences from the average NJ student were .51, .54, and .43 (calculated from data in New Jersey Department of Education, 2014, p. 67).

3.1.2. Materials

The test items used in the first study were also used in this study.

3.1.3. Design

The complete set of 400 items was divided into four nonoverlapping sets, each composed of two instances from all 50 item models. Each set was further divided into two subsets with 25 item models (and two instances) in each. Each participant was randomly assigned to one of the sets and was further randomly assigned to take one of the subsets in the first test session and the other in the second test session (therefore, whereas in study 1 participants answered four instances from 25 models, in study 2 participants answered two instances from 50 models in order to have responses for a wider range of item models). Participants were also randomly assigned to one of two points feedback conditions, either the 10 + 5 points condition or a control condition in which points were not awarded for correct answers.

3.1.4. Procedures

Procedures similar to those of the first study were used in this study, except that teachers were asked to schedule two test sessions for each class, at their convenience. Each test session lasted one class period (the median time to complete each session, including instructions and posttest questions, was 20 min) and was conducted in a computer lab. The two sessions were completed within one day of each other by most students (70%) and within five days by almost all students (except a few make-up sessions).

Following the completion of each session, participants were asked to indicate how much they liked the test, compared to other mathematics tests (with the answer options much more, somewhat more, about the same, somewhat less, much less), how much effort did they put into answering the questions in the test (with the answer options a great deal, quite a lot, somewhat, a little, none), and for the students in the points condition, whether they liked getting points for their answers (with the answer options yes, not sure, no).

3.2. Results

Table 2 presents psychometric properties of response accuracy and response time, or slowness (natural log of time in seconds to answer). Overall, the items were more difficult for and answered more slowly by the middle school students than by the adults in Study 1. The average percentage correct score was 68% and average mean log response time was 2.58 (corresponding to 13 s). The internal consistency of response accuracy was very high, with Cronbach’s alpha coefficients around .97 for the 100 item scores and slightly lower for the 50 item model scores (each score the sum of two item instances). The internal consistency of response time was similar, with Cronbach’s alpha coefficients of .96 for the 100 item scores and slightly lower for the 50 item model scores.

The predictive validity coefficients of the accuracy scores (number of correct responses across the two sessions) with respect to the students’ state assessment scores (obtained a year before the study) were high, .84, significantly higher than the correlation between students’ mathematics grades for the entire year and state assessment scores, .68 (p < .01 for the test of correlated correlations). The predictive validity coefficients of the slowness scores (average of log seconds) with respect to the students’ state assessment scores were lower, −.38, and significantly lower than mathematics grades, p < .01.

<table>
<thead>
<tr>
<th>Test</th>
<th>N</th>
<th>Percentage correct</th>
<th>Average response time (log sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>1</td>
<td>172</td>
<td>0.680</td>
<td>0.203</td>
</tr>
<tr>
<td>2</td>
<td>178</td>
<td>0.668</td>
<td>0.200</td>
</tr>
<tr>
<td>3</td>
<td>173</td>
<td>0.678</td>
<td>0.199</td>
</tr>
<tr>
<td>4</td>
<td>170</td>
<td>0.710</td>
<td>0.186</td>
</tr>
<tr>
<td>Total</td>
<td>693</td>
<td>0.684</td>
<td>0.197</td>
</tr>
</tbody>
</table>

Note. All tests share the same 50 models with two different instances for each test.
A series of ANOVAs was performed to examine the possible effects of the point manipulation on test performance and response time, the relationship between test performance and response time, as well as the degree to which students liked the tests and felt they were making an effort in answering the questions of the test. All interactions between independent variables were included in these analyses.

A 2 (points condition) × 2 (sex) × 3 (grade level) × 2 (session number) mixed effects ANOVA was performed on test scores (percentage of correct answers, out of 50 questions for each session), with session number as within-subjects effect. The only significant effect with test scores as the dependent variable was a session number effect, $F(1, 681) = 6.03, p = .01$, with slightly higher performance in the first session ($M = .69, \text{SE} = .01$) than in the second session ($M = .68, \text{SE} = .01$).

The same mixed effects ANOVA was performed on the average (natural) log of response times (in seconds). A significant points effect was found for the log response time data, $F(1, 681) = 4.52, p = .03$, with lower (faster) response times in the points condition ($M = 2.56, \text{SE} = .02$, corresponding to 12.9 s) than the no-points condition ($M = 2.61, \text{SE} = .02$, corresponding to 13.6 s). No other interactions with the points condition were significant, $F < 2.4$. Other significant effects included a session number effect, $F(1, 681) = 258.84, p < .01$, with lower response times in the second session ($M = 2.48, \text{SE} = .01$) than the first session ($M = 2.68, \text{SE} = .01$); a sex effect, $F(1, 681) = 15.96, p < .01$, with lower response times for boys ($M = 2.53, \text{SE} = .01$) than girls ($M = 2.63, \text{SE} = .01$); and a grade effect, $F(1, 681) = 23.57, p < .01$, where post-hoc Tukey tests indicated that response times for grade 8 ($M = 2.45, \text{SE} = .02$) were lower than either grade 7 ($M = 2.62, \text{SE} = .02$) or grade 6 ($M = 2.66, \text{SE} = .02$).

The relationship between test performance and response time across both sessions was weaker in the no points ($r = -.27$) than the points condition ($r = -.47$) and the difference was significant ($p < .01$).

Overall, participants liked the test more than other mathematics tests, with 35% much more, 29% somewhat more, 20% about the same, 7% somewhat less, and 9% much less. The same mixed effects ANOVA was performed on degree to which students liked the test (responses coded as 1–5). The only significant effect was a session number with points interaction effect, $F(1, 681) = 5.80, p = .02$. Post-hoc Tukey tests showed that in the first session participants in the point condition ($M = 3.83, \text{SE} = .07$) liked the test more than in the no-points condition ($M = 3.59, \text{SE} = .07$), $p = .01$. However, no significant difference in the second session was found ($M = 3.75, \text{SE} = .07$ for point condition, versus $M = 3.73, \text{SE} = .07$ for control condition). The correlations between the degree to which students liked the test and their accuracy scores for the no-points ($r = -.27$) and points ($r = -.30$) conditions were similar, $p > .17$. The correlations between the degree to which students liked the test and their slowness scores for the no-points ($r = -.10$) and points ($r = -.11$) conditions were also similar, $p = .59$.

Overall, participants indicated a considerable amount of effort during the test, with 20% a great deal, 37% quite a lot, 30% somewhat, 10% a little, and 4% none. The same mixed effects ANOVA was performed on student self-reported effort during the test (responses coded as 1–5). A significant points effect was found, $F(1, 681) = 14.89, p < .01$, with higher effort in the points condition ($M = 3.71, \text{SE} = .04$) than the no-points condition ($M = 3.44, \text{SE} = .04$). A significant grade effect was also found, $F(1, 681) = 15.37, p < .01$, with lower reported effort for grade 8 ($M = 3.31, \text{SE} = .05$) than grade 7 ($M = 3.62, \text{SE} = .05$) and higher still for grade 6 ($M = 3.77, \text{SE} = .04$). However, these main effects were qualified by a points by grade significant interaction effect, $F(1, 681) = 3.61, p = .03$. Post-hoc Tukey tests showed that only in grade 8 was perceived effort under the points condition ($M = 3.58, \text{SE} = .09$) significantly higher than under the no-points condition ($M = 3.05, \text{SE} = .09$).

Finally, a large majority of participants in the points condition (80%) liked getting points for their performance (15% were not sure and 5% did not like it), and the percentage of participants that liked getting points did not differ by sex, session, or grade (all $p > .08$).

4. Summary and conclusions

In the two studies described in this paper we examined the effect of introducing a gamification element into a mathematics assessment in the form of points awarded for accurate and speedy responses. In summary, the point manipulation showed only minor effects on various measures for both adults (study 1) and teenage students (study 2). The point manipulation had no effect on the main performance outcome, response accuracy, in either population. The point manipulation had a significant effect on the second performance outcome, response speed, in both populations. Speed of response decreased, but the effect sizes were small for adults ($d = -.27$) and even smaller for children ($d = .14$). In addition, no interactions were found between the point manipulation and sex.

There is some evidence that the relationship between accuracy and speed was somewhat stronger in the points condition and with an emphasis on speed. In the adult population, the differences in correlations between speed and accuracy scores across conditions were not significant. For children, the difference in correlations was significant ($- .27$ and $- .47$ for the no-points and points conditions, respectively). These effects, the overall increase in speed and the changed relation between speed and accuracy, indicate that participants responded to the experimental manipulation, but not by increasing accuracy of performance. It is interesting to note that the stronger speed-accuracy relationship in the student sample is likely to make the speed score less useful as a performance measurement, because a stronger speed-accuracy correlation makes the speed score more redundant as a predictor of other measures.

Middle school participants’ reactions to the test revealed higher likeability ratings for the test under the points condition, but only in the first of the two sessions, possibly as a result of the dissipation of the points novelty. In addition, perceived effort during the test was higher in the points condition, but only for grade 8 students. The grade 8 students also reported less effort than their peers in grades 7 and 6. This result raises the possibility that the points manipulation has a beneficial effect on students with low motivation who exert less effort. However, it is not clear that the lower reported effort of grade 8 students actually manifested itself in less optimal performance. Although there were no significant differences across grade levels in accuracy performance, this may have been caused by a multitude of reasons, including the fact that instruction in higher grades shifts away from basic arithmetic concepts and towards algebra. Finally, most students (80%) across all grade levels liked the points manipulation.

In summary, in the two studies we found similar results in terms of the effect of points on performance: no effects were found on accuracy, whereas speed of response increased in the points condition. For the middle school students, only minor points effects on the likeability of the test and the perceived effort during the test were found, although most students liked getting points during the assessment. In addition to the limited nature of gamification features manipulated in this study, several other limitations should be mentioned, including the educational activity, domain and type of questions, and sample of participants in this study. The focus of this study was on a short-term test taking activity. It is possible that the potential motivational benefits of gamification would manifest themselves over longer periods of time (Jackson & McNamara, 2013). In addition, this study was focused on one particular domain and type of questions (short questions measuring mastery and fluency in core mathematics topics). It is possible that reactions in other domains (e.g., nonanalytical
content areas) or even other types of questions (e.g., questions that require more complex problem solving) would be different. Finally, some limitations on the sample of participants should be noted. In study 1, adult participants were volunteers and thus may have had a more positive attitude towards mathematics than other adults. Only one school participated in study 2, and its students showed, as a group, higher than average state assessment scores, which may have also contributed to more positive attitudes towards mathematics. It is possible that gamification effects would be stronger for students with less favorable attitudes towards the subject area. The two samples also completed the activity in different contexts (adults individually on their home computer and students in a classroom environment). It would be interesting, for example, to replicate the student results in a less formal environment.

These limitations notwithstanding, the relative lack of effects for the point manipulation indicates that the manipulation provided limited incentives beyond that already provided by other characteristics of the test. One possibility is that the test itself already provides powerful incentives that mask any additional effects of points. For example, it is possible that for many students the experience of taking this test was not altogether negative (e.g., they liked the assessment more than other mathematics assessments), in contrast to the underlying assumption of the gamification argument. Success in mathematics may have intrinsic value for many students. In addition, students may have been more motivated to perform well because they received immediate feedback on their responses.

Another explanation for these minor effects is that only one feature was implemented and manipulated in this study. Although points, as a measure of overall success throughout the assessment, represent a major aspect of possible feedback and game-like attribute, other aspects were not examined in this study. Other gamification aspects that could be implemented in an assessment context include introduction of elements of competition and embedding the assessment in an attractive narrative. Although it is important to study the effects of each of these aspects separately, it may be the case that none of them will prove effective in isolation and only a combination of different aspects would be powerful enough to make an important contribution to student performance.

In any case, these results demonstrate the complexity of designing educational assessment and instruction systems. Design features that are assumed to have a beneficial effect do not always show the expected effects. Whereas providing immediate feedback on performance has been shown repeatedly to be helpful for students in terms of performance and motivation, additional “bells-and-whistles” may not always do the trick.
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