Enhanced probabilistic neural network with local decision circles: A robust classifier
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Abstract. In recent years the Probabilistic Neural Network (PPN) has been used in a large number of applications due to its simplicity and efficiency. PNN assigns the test data to the class with maximum likelihood compared with other classes. Likelihood of the test data to each training data is computed in the pattern layer through a kernel density estimation using a simple Bayesian rule. The kernel is usually a standard probability distribution function such as a Gaussian function. A spread parameter is used as a global parameter which determines the width of the kernel. The Bayesian rule in the pattern layer estimates the conditional probability of each class given an input vector without considering any probable local densities or heterogeneity in the training data. In this paper, an enhanced and generalized PNN (EPNN) is presented using local decision circles (LDCs) to overcome the aforementioned shortcoming and improve its robustness to noise in the data. Local decision circles enable EPNN to incorporate local information and non-homogeneity existing in the training population. The circle has a radius which limits the contribution of the local decision. In the conventional PNN the spread parameter can be optimized for maximum classification accuracy. In the proposed EPNN two parameters, the spread parameter and the radius of local decision circles, are optimized to maximize the performance of the model. Accuracy and robustness of EPNN are compared with PNN using three different benchmark classification problems, iris data, diabetic data, and breast cancer data, and five different ratios of training data to testing data: 90:10, 80:20, 70:30, 60:40, and 50:50. EPNN provided the most accurate results consistently for all ratios. Robustness of PNN and EPNN is investigated using different values of signal to noise ratio (SNR). Accuracy of EPNN is consistently higher than accuracy of PNN at different levels of SNR and for all ratios of training data to testing data.

1. Introduction

Since the development of back propagation (BP) algorithm in the 1980’s [33,45,67] many attempts have been made to develop more efficient and robust neural networks and training algorithms. Noteworthy among them are the adaptive conjugate gradient neural network algorithm [3,4,18], counter propagation neural networks [14,24,80], recurrent neural networks [60,64], radial basis function neural networks [9, 33,44,45,78], neuro-fuzzy networks [5,6,34,39,71], wavelet neural networks [29,72,98], spiking neural networks [30–32,69], neural dynamics models [7,8, 10,15,16,19,43,62,63,79,84], complex-valued neural networks [20,22,27,38,47,51,54,59,66,91], neurogenetic/evolutionary models [26,40], and the probabilistic neural network (PNN) [53,83].

Advantages of PNN are a) simplicity for not requiring a separate training phase for tuning network weights based on some learning rule and b) efficiency [35, 93]. As such in recent years PNN has been used in a large number of applications such as seismic engineering [13], hydrology [86], ocean engineering [50], image processing [65,82], EEG, EKG, and other biomedical data analysis [58,88–90,96], power engineering [28,57, 73,87], and transportation engineering [61]
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Fig. 1. Architecture of a probabilistic neural network (PNN).

PNN has four layers: an input layer, a pattern layer, a summation layer, and a decision layer (Fig. 1). PNN classifies input data based on a simple Bayesian rule. That is, PNN assigns the test data to the class with maximum likelihood compared with other classes. Likelihood of the test data to each training data is computed in the pattern layer through a kernel density estimation, called Parzen window method, a non-parametric method for estimating the probability density function of a random variable using a simple Bayesian rule. The kernel is usually a standard Probability Distribution Function (PDF). A width or spread parameter is used as a global parameter which determines the width of the kernel. This is the only parameter used to optimize the performance of PNN [55,87]. It is global in the sense that it is the same in all decisions without any assumption on the probable local information in the distribution of the training data. The Bayesian rule in the pattern layer estimates the conditional probability of each class given an input vector of data without considering any probable local densities or heterogeneity in the training data.

In this paper, an enhanced PNN (EPNN) is presented using local decision circles (LDCs) to overcome the aforementioned shortcoming. Local decision circles enable EPNN to incorporate local information and inhomogeneity existing in the training population. The circle has a radius which limits the contribution of the local decision. As such, EPNN uses two Bayesian rules: 1) A global rule which estimates the conditional probability of each class given an input vector of data considering all training data and using the spread parameter. 2) A local rule which estimates the conditional probability of each class, given an input vector of data existing within a decision circle, considering only the training data in that decision circle. The only parameter of the decision circle is its radius. The simultaneous global and local decisions, using the global and local rules, are expected to enhance the accuracy and robustness of the classification. When the radius is zero there is no local decision and the proposed EPNN becomes identical to the conventional PNN with only the spread parameter. Consequently, the EPNN can be viewed as a generalized PNN employing local decisions.

Accuracy and robustness of EPNN are compared with PNN using three different benchmark classification problems: iris data, diabetic data, and breast cancer data.
2. Probabilistic neural network

PNN consists of an input layer with \(d\) neurons (\(d\) is the dimension of the input data or pattern vector), a pattern layer with \(N\) neurons (\(N\) is the number of training data set), a summation layer of \(m\) neurons (\(m\) is the number of classes), and an output or decision layer of one neuron (Fig. 1). Vector \(y = \{y_1, \cdots, y_d\}\) is a \(d\)-dimensional input data vector to be classified into one of the \(m\) classes, \(N_i\) is number of training data belonging to the \(i^{th}\) class, \(x_{ij}\), is the \(j^{th}\) data training vector belonging to the \(i^{th}\) class, \(\varphi_{ij}\) in the pattern layer is a function of \(y - x_{ij}\) which represents the likelihood of \(y\) being equal to \(x_{ij}\) according to a defined kernel, a standard Gaussian function used as PDF:

\[
\varphi_{ij}(y) = \frac{1}{(2\pi)^{d/2}\sigma^d} \exp \left[ -\frac{(y - x_{ij})^T(y - x_{ij})}{2\sigma^2} \right] \tag{1}
\]

Where \(\sigma\) is the spread of the Gaussian function or the width parameter which can take a value between 0 and 1. The best value of the spread parameter is the width parameter which can take a value between 0 and 1. The best value of the spread parameter is the one that yields the most accurate classification result. It is obtained through numerical investigation for any particular classification problem.

The term \(P_i(y)\) in the summation layer (Fig. 1) indicates the conditional probability or likelihood of \(y\) belonging to the \(i^{th}\) class and is obtained through a summation process as follows:

\[
P_i(y) = \frac{1}{N_i} \sum_{j=1}^{N_i} \varphi_{ij}(y) \tag{2}
\]

In the output layer \(y\) will be assigned to a class with maximum likelihood, that is,

\[
Class(y) = \arg \max_i \{P_i(y)\} \tag{3}
\]

where \(Class(y)\) is the class that \(y\) belongs to.

3. Enhanced probabilistic neural network with local decision circles

Suppose \(C(x_{ij})\) is the class that the data \(x_{ij}\) belongs to and \(S_{r,x_{ij}}\) is a hyper-sphere with radius \(r\) and center \(x_{ij}\). The conditional probability that an embedded data, \(x\), in the hyper-sphere \(S_{r,x_{ij}}\) are from the same class of \(x_{ij}\) (to be classmate of \(x_{ij}\)) can be written as:

\[
\alpha_{x_{ij}} = P(x \in Class(x_{ij}) | x \in S_{r,x_{ij}}) \tag{4}
\]

Simply, \(\alpha_{x_{ij}}\) is the ratio of the number of data in the hyper-sphere \(S_{r,x_{ij}}\) that are from the same class of \(x_{ij}\) to the number of all data in the same hyper-sphere. Therefore, \(\alpha_{x_{ij}}\) Close to one (or zero) means many (or few) data in the hyper-sphere \(S_{r,x_{ij}}\) (which is around \(x_{ij}\)) are from the same class of \(x_{ij}\). Then, the probability of a pattern vector (a test data point) in \(S_{r,x_{ij}}\) belonging to the class of \(x_{ij}\) is expected to be higher than its probability of belonging to other classes with fewer data and vice versa. Quantitatively this can be implemented by changing the width or spread parameter so that when there is a low number of data around \(x_{ij}\) belonging to the same class of \(x_{ij}\) (corresponding to a low value of \(\alpha_{x_{ij}}\)), the spread (representing variation around center) of the Gaussian function \(\varphi_{ij}\) becomes small, and vice versa. To achieve this goal, the spread parameter is multiplied by \(\alpha_{x_{ij}}\) as follows:

\[
\sigma_{x_{ij}} = \alpha_{x_{ij}} \times \sigma \tag{5}
\]

Substituting \(\sigma_{x_{ij}}\) for \(\sigma\) in Eqs. (1) and (2), the conditional probability of \(y\) belonging to the \(i^{th}\) class is computed as follows:

\[
P_i(y) = \frac{1}{N_i} \sum_{j=1}^{N_i} \varphi_{ij}(y) \exp \left[ -\frac{(y - x_{ij})^T(y - x_{ij})}{2\sigma_{x_{ij}}^2} \right] \tag{6}
\]

The example two-dimensional data of two classes shown in Fig. 2 are used to illustrate the proposed EPNN. In this figure, black and white dots show data of classes 1 and 2, respectively. \(x_{11}\) and \(x_{12}\) are two sample data of class 1 and \(S_{r,x_{11}}\) and \(S_{r,x_{12}}\) are the corresponding local decision circles around them with radius \(r\). In this example, the number of data points of class 1 divided by the total number of data in the local decision circle around \(x_{1j}\) (1/4) is much less than that for \(x_{1j}\) (6/6). That is \(\alpha_{x_{1j}} = 1/4\) and \(\alpha_{x_{1j}} = 1\). Therefore, the spread of Gaussian kernel function around \(x_{1j}\) is less than that around \(x_{1j}\) in the pattern layer.

Expectation for a pattern vector (a test data point) of class 1 to be in \(S_{r,x_{1j}}\) is substantially lower than in \(S_{r,x_{1j}}\). Similarly, Bayesian probability leads to the conclusion that the posterior probability for a pattern vector in \(S_{r,x_{1j}}\) to be from class 1 is substantially less than to be in \(S_{r,x_{1j}}\). According to Eq. (4), \(\alpha_{x_{1j}}\) and \(\alpha_{x_{1j}}\) are equal to 1/4 and 6/6, respectively, which are indeed the prior probabilities for a pattern vector (a test data point) in \(S_{r,x_{1j}}\) and \(S_{r,x_{1j}}\) to be from class 1, respectively. In turn, they result in low and high posterior probabilities for the pattern vector to be from 
class 1, respectively. This correspondence between the expectation and the posterior probability (for a pattern vector not only in the decision circle but in the overall domain of the data) is met by changing the spread of the Gaussian kernel function in \(\varphi_{1j}(y)\) and \(\varphi_{1i}(y)\) (i.e. \(\sigma\)). Indeed this correspondence is met by narrowing the kernel of \(\varphi_{1j}(y)\) through multiplication of \(\sigma\) by \(\alpha_{x_{1j}}\), \(\sigma_{x_{1j}} = (1/4 \times \sigma)\). Likewise the spread of the kernel of \(\varphi_{1i}(y)\) is multiplied to \(\alpha_{x_{1i}}\). But, since \(\alpha_{x_{1i}}\) is equal to 1, it remains unchanged and \(\sigma_{x_{1i}}\) will be the same as \(\sigma\). When \(r = 0\), the only data in \(S_{r,x_{ij}}\) is its central data, \(x_{ij}\), which means (according to Eq. 4) \(\alpha_{x_{ij}} = 1\) and consequently, according to Eq. 5, \(\sigma_{x_{ij}} = \sigma\). In this case Eq. (6) is reduced to Eq. (3) which means PNN is a special case of EPNN without local decision circles.

In this paper the radius of decision circles \(r\) is normalized to interval \([0,1]\) by dividing it by the maximum Euclidean distance of training data pairs. For a given value of the spread factor \(\sigma\), a maximum threshold for the radius of decision circles, \(r_T\), is expected to exist beyond which no improvement in the performance of PNN is achieved. Values of \(r\) larger than \(r_T\) can interfere with the global decision of PNN thus reducing its classification accuracy.

The best performance of EPNN, however, is obtained by optimizing \(\sigma\) and \(r\) (\(0 \leq r \leq r_T\)). In this paper, a bi-level optimization is employed. First, the best value of \(\sigma\) which yields the most accurate results is obtained for PNN (or EPNN with \(r = 0\)). Then, the optimum value of \(r\) is obtained using the best value of \(\sigma\). The optimization approach used is Particle Swarm Optimization (PSO) [46,68,92,95]. Similar to genetic algorithms [1,2,11,12,21,23,25,34,42,49,52,56,74–77, 81,85,97], PSO is an evolutionary population-based optimization algorithm originally inspired by social behavior of bird flocks. It is known for ease of implementation and relatively high computational speed [41, 95].

4. Results

The proposed EPNN is compared with PNN using three different benchmark classification problems and data sets in the order of increasing dimensionality from the University of California – Irvine: Iris data, diabetic data, and breast cancer data.

4.1. Iris classification problem (http://archive.ics.uci.edu/ml/datasets/Iris)

The iris plants database contains 50 instances for 3 classes of irises (setosa, versicolor, and virginica, three different types of iris plant) based on 4 features: sepal length, sepal width, petal length, and petal width (all in cm). One class is linearly separable from the other two but the latter two cannot be distinguished linearly from each other.
4.2. Diabetics Diagnosis Problem (http://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes)

This data set known as the Pima Indians diabetes database contains 500 and 268 tested negative and positive for diabetes, respectively, based on 8 features: Number of times pregnant, Plasma glucose concentration 2 hours in an oral glucose tolerance test, diastolic blood pressure (mm Hg), Triceps skin fold thickness (mm), 2-Hour serum insulin, body mass index, diabetes pedigree (heredity) function, and age in years.


This data set known as Wisconsin breast cancer database (after removing 16 data which contains missing feature values) has been gathered from 444 benign and 239 malignant cancers based on 9 features: Clump Thickness, Uniformity of Cell Size, Uniformity of Cell Shape, Marginal Adhesion, Single Epithelial Cell Size, Bare Nuclei, Bland Chromatin, Normal Nucleoli, and Mitoses [94].

To compare the accuracy of EPNN with the highest accuracy of PNN, first the best value of $\sigma$ which results in the highest accuracy of PNN is found. To obtain statistically meaningful results, five different ratios of training data to testing data (RTT) were used: 90:10, 80:20, 70:30, 60:40, and 50:50. For each ratio, training and testing data sets were selected randomly and the process was repeated 100 times. This cross-validation method is called repeated random sub-sampling validation. The average value of all accuracies is reported as the accuracy of PNN (i.e., EPNN with $r = 0$) for each $\sigma$. Figures 3, 4, and 5 show diagrams of accuracies of PNN in terms of $\sigma$ for classification of the Iris data (with resolution of 0.01), diabetic data (with resolution of 0.05), and breast cancer data (with resolution of 0.05) for one example RTT of 90:10, respectively. Vertical bars in the diagrams show the range of standard deviations of average accuracies in 100 runs.

According to Figs 3, 4, and 5, the best values of $\sigma$ are 0.56, 0.35, and 0.45 for classification of the corresponding data. Figures 6, 7, and 8 show the mean accuracies of 100 different runs for EPNN in terms of $r$ using the bi-level optimization approach and the best values of $\sigma$ obtained for PNN (for the same RTT of 90/10). The value of $r_T$ has been marked in those figures with a dashed vertical line. These figures show accuracy of EPNN is higher than PNN (EPNN with $r = 0$) for the range $0 \leq r \leq r_T$. Based on bi-level optimization the best accuracies obtained for EPNN are 97.2%, 75.2%, and 96.5% while the best accuracies obtained for PNN are 96.4%, 74.0%, and 96.4% for classification of the iris data, diabetic data, and breast cancer data, respectively. Figure 9 shows a comparison of the accuracies of PNN with the best value of $\sigma$ (dotted line) and EPNN with the best value of $\sigma$ for PNN (solid line) for the three classification problems in terms of the ratio of the number of training data to the number of testing data. EPNN provided the most accurate results for all RTTs.

Next, robustness of PNN and EPNN is investigated using different values of Signal to Noise Ratio (SNR) defined as the power of a signal divided by the power of noise in dB scale. Gaussian noise is added to the multi-dimensional data with six different SNR values of 1, 2, 3, 4, 5, and 10 dB. Figures 10, 11, and 12 show the accuracies of PNN with the best value of $\sigma$ (dotted line) and EPNN (solid line) in terms of RTT (50/50, 60/40, 70/30, 80/20, and 90/10) for the three classification problems and six aforementioned SNR values. Accuracies of PNN and EPNN decrease with decreasing SNR as expected. Accuracy of EPNN is consistently higher than accuracy of PNN at different levels of SNR and for all RTT values, and the difference of their accuracies increases with decreasing SNR (increasing noise levels).

Figure 13 demonstrates why EPNN is more robust to noise than PNN. Figure 13a shows a sample 2-dimensional data of two classes with the same nomenclature as Fig. 2. Figure 13b shows the same data but with added noise. In this figure noise is represented as perturbed data and the small circles indicate the same locations of the circles in Fig. 13a before perturbation. In Fig. 13a the number of data of class 1 divided by the total number of data in the local decision circle is 2/5 (before perturbation) and it remains the same in Fig. 13b after perturbation (note that the center of data in Fig. 13b is different from that in Fig. 13a). That means the alpha parameter of EPNN which plays the role of a robustness factor is not affected by this perturbation or noise. Figure 13b shows adding noise does not change the ratio of the number of data of class 1 to the number of data in a local decision circle which means the same local decisions for both with and without noise conditions for EPNN, while the relative positions of the noisy data are different from those of the original data for PNN. Therefore, the classification data using EPNN is affected less by noise compared with the conventional PNN.
Fig. 3. Accuracy of PNN in terms of $\sigma$ for the iris data.

Fig. 4. Accuracy of PNN in terms of $\sigma$ for diabetic data.
Fig. 5. Accuracy of PNN in terms of $\sigma$ for breast cancer data.

Fig. 6. Accuracy of EPNN in terms of $r$ for the iris data using the best value of $\sigma$ for PNN.
Fig. 7. Accuracy of EPNN in terms of $r$ for the diabetic data using the best value of $\sigma$ for PNN.

Fig. 8. Accuracy of EPNN in terms of $r$ for the breast cancer data using the best value of $\sigma$ for PNN.
Fig. 9. Comparison of accuracies of PNN with the best value of $\sigma$ (dotted line) and EPNN with the best value of $\sigma$ for PNN (solid line) in classification of a) Iris data, b) diabetic data, and c) breast cancer data in terms of the ratio of the number of training data to the number of testing data.

Fig. 10. Accuracies of PNN with the best value of $\sigma$ (dotted line) and EPNN with the best value of $\sigma$ for PNN (solid line) in terms of RTT for the iris classification problem using six different SNR values of 1(a), 2(b), 3(c), 4(d), 5(e), and 10(f) dB.
Fig. 11. Accuracies of PNN with the best value of $\sigma$ (dotted line) and EPNN with the best value of $\sigma$ for PNN (solid line) in terms of RTT for the diabetic classification problem using six different SNR values of 1(a), 2(b), 3(c), 4(d), 5(e), and 10(f) dB.

Fig. 12. Accuracies of PNN with the best value of $\sigma$ (dotted line) and EPNN with the best value of $\sigma$ for PNN (solid line) in terms of RTT for the breast cancer classification problem using six different SNR values of 1(a), 2(b), 3(c), 4(d), 5(e), and 10(f) dB.
5. Conclusion

An enhanced PNN was presented using local decision circles. The performance of EPNN was evaluated using three different benchmark data sets. It was shown that the accuracy of all three classification problems was improved by the proposed method somewhat. But, the major advantage of EPNN is its robustness when a bi-level optimization is performed where first the best value of the spread parameter is obtained followed by the optimum value for the radius of decision circles.
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Figure 1. Schematic diagram of the enhanced probabilistic neural network with local decision circles. (a) Original network and (b) Enhanced network.

Table 1. Comparison of the performance of the original and enhanced networks.

<table>
<thead>
<tr>
<th>Network</th>
<th>Training Error</th>
<th>Testing Error</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.005</td>
<td>0.007</td>
<td>98.2%</td>
</tr>
<tr>
<td>Enhanced</td>
<td>0.004</td>
<td>0.006</td>
<td>98.5%</td>
</tr>
</tbody>
</table>

References:
<table>
<thead>
<tr>
<th>Year</th>
<th>Title</th>
<th>Authors</th>
</tr>
</thead>
</table>

**M. Ahmaddian and H. Adeli** | Enhanced probabilistic neural network with local decision circles: A robust classifier | 13 |


