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Department of Computer Science and Engineering, University of Dhaka, Dhaka 1000, Bangladesh

**Article Info**

**Abstract**

This paper demonstrates the reversible fault tolerant logic synthesis for the Field Programmable Gate Array (FPGA) and its realization using MOS transistors. Algorithms to design a compact reversible fault tolerant n-to-2^n decoder, 4n-to-n multiplexers, a random access memory and a Plessey logic block of the FPGA have been presented. In addition, several lower bounds on the numbers of garbage outputs, constant inputs and quantum cost of the FPGA have been proposed. The comparative results show that the proposed design is much better in terms of gate count, garbage outputs, quantum cost, delay, and hardware complexity than the existing approaches.
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1. Introduction

The connection between a single bit and corresponding minimum quantity of entropy was ascertained by Maxwell and Szilard in [1,2], which state that, “a minimum amount of energy (KT ln(m), where $K$ is Boltzmann’s constant of $1.38 \times 10^{-23}$ JK$^{-1}$ and $T$ is the absolute temperature of the environment and $m$ is an integer proportional to the number of computed bit) must be dissipated during every elemental enactment of computation”. Later Landauer proved that energy dissipation is only avoidable if the system is made reversible [3]. In [4], Bennett showed that a reversible computation, in which no information is destroyed, dissipate an arbitrarily small amount of energy which is equal to $KT \ln(1)$, i.e., logically zero energy dissipation. It has also been pointed out that, an irreversible system has a fundamental lower limit to the energy dissipation during a computation which is equal to $KT \ln(2)$ for each erased bit [3,4]. An irreversible system can also store the information that is produced during a computation rather than erasing it, but does not always provide a unique path from each state to its previous state. Energy used to store these information is unrecoverable unless the computation is performed reversibly. If we are to continue the revolution in performance of computer hardware, we must reduce these energy dissipations. Although power dissipation due to information loss is negligible at present, but it will become a substantial factor by 2020 as a result of increased density in the computer hardware if Moore’s Law continues to be in effect [5]. Gordon Moore predicted that, “The number of transistors and resistors on a chip doubles every 18 months.” Which signifies, “it would continue to improve at an exponential rate with the performance per unit cost increasing by a factor of 2 every 18 months or so”. This assumption has a great importance lies in the future technological necessity that the power dissipation should be minimized, otherwise internal overheating of a chip will demolish it. In this regard, reversible logic will play an extensively crucial role in the upcoming days. Moreover, a reversible circuit can be viewed as a special case of quantum circuit as quantum evolution must be reversible [6,7]. On the other hand, reversible fault tolerant circuit allows to detect faulty signal in the primary outputs of the circuit through parity checking. Parity checking is one of the oldest and widely used mechanisms for detecting single level fault in communication [8]. Generally it is used to detect errors in the storage or transmission of information, primarily because most of the arithmetic and other processing functions do not tend to preserve the parity of the data [9]. If the parity of the input data is maintained throughout the computation, then the intermediate checking would not be required and the entire circuit can preserve parity if its individual gate is parity preserving [10]. In other words, a reversible fault tolerant circuit can capture any erroneous result that tends to propagate through the downstream of modules without a danger of corrupting additional information. Over the past few years, both reversible and fault tolerant circuitry gained remarkable interest in the field of DNA-technology [11], nano-technology [12], optical computing [13], program debugging and testing [14], database recovery, quantum-dot-cellular automata [15], discrete event
2. Basic definitions and literature review

Grandness of the reversible and fault tolerant logic synthesis are detailed in the previous section. Initially, this section defines the reversible and fault tolerant gate in addition to their fundamental properties, which will be used in the next sections. Section 2.2 briefly defines the quantum cost, delay, hardware complexity and garbage output. Section 2.3 introduces the implementation techniques of reversible and fault tolerant logic synthesis. Section 2.4 demonstrates the popular reversible and fault tolerant gates along with their input–output specifications and quantum equivalent representations. This section also presents the designs of the transistor representations of the individual gates in order to implement the circuit using MOS transistors. Transistor simulations have been shown to check the correctness of the functions of the individual gates using standard p-MOS 901 and n-MOS 902 model with average delay of 0.030 ns and 0.12 μm channel length. Throughout the paper, it has been considered that the signals less than 0.001 ns stability are the glitches.

2.1. Reversible and fault tolerant gate

Block diagram of an $n \times n$ reversible gate is shown in Fig. 1, which is a data stripe block that uniquely maps between input vector $I = (I_0, I_1, \ldots, I_{n-1})$ and output vector $O = (O_0, O_1, \ldots, O_{n-1})$ denoted as $I \leftrightarrow O$. [12, 24]. This one-to-one mapping among all inputs and outputs for each input–output sequence results in no information loss, i.e., if we design a circuit using only reversible gate entire circuit becomes information lossless.

A Fault tolerant gate is a reversible gate which constantly preserves same parity between inputs and outputs. More specifically, an $n \times n$ fault tolerant gate clarifies the following property between input and output vectors:

$$I_0 \oplus I_1 \oplus \cdots \oplus I_{n-1} = O_0 \oplus O_1 \oplus \cdots \oplus O_{n-1}$$

(1)

The parity preserving property of Eq. (1) allows to detect a faulty signal from the circuit’s primary output. Researchers showed that, if a reversible circuit is drawn using only reversible fault tolerant gates, then the entire circuit preserves parity, thus able to detect a faulty signal [7–10].

2.2. Delay, garbage output, hardware complexity and quantum cost

In a logic circuit or reversible logic circuit, the path consists of maximum number of gates from any input to any output is known as critical path. However, it is an NP complete problem to find the critical path specially for large circuits [25]. Also there may be more than one critical path in a circuit. Thus, researchers used to select the path which is the most likely candidates for the critical paths (delay of a logic circuit). Generally in reversible logic synthesis, the most probable critical path delay is calculated considering the following two assumptions:

- Each gate performs computation in unit time.
- All inputs to the circuit are known before the computation begins.

Unwanted or unused output of a reversible gate (or circuit) is known as garbage output, i.e., the output which are needed only to maintain the reversibility are known as garbage output [7]. In other words, outputs that neither used as primary outputs nor as input to another reversible gate are garbage outputs. For example, to perform the exclusive-OR between two inputs, a $2 \times 2$ reversible Feynman gate (FG) can be used. This realization produces an extra dummy output along with the desired output signal, which is needed to preserve the reversibility. This extra output is the garbage output, denoted by $P$ in Fig. 2. Heavy price is paid off for each garbage output. Thus, the minimization of garbage outputs in the circuit is one of the main challenges for the researchers.

As mentioned earlier, determining the critical path from the large circuit is not easy. Thus, researchers determined the hardware complexity of the circuit and is considered as a seemingly equivalent performance evaluation criteria. The number of basic operations (Ex-OR, AND, NOT, etc.) needed to realize the circuit is
referred as the hardware complexity of the circuit. Actually, a constant complexity is assumed for each basic operation of the circuit, such as \( \alpha \) for Ex-OR, \( \beta \) for AND, \( \gamma \) for NOT etc. Then, total hardware complexity is calculated with respect to these assumed complexities. For example, the hardware complexity of the circuit shown in Fig. 2 is \( \alpha \), since it can be realized with a single Ex-OR only.

The quantum cost for all \( 1 \times 1 \) and \( 2 \times 2 \) reversible gates are considered as 0 and 1, respectively [7,24]. Hence, the quantum cost of a reversible circuit is the total number of \( 2 \times 2 \) quantum gates used in that reversible circuit. In other words, number of \( 2 \times 2 \) Ex-OR, controlled-V (square root of NOT, i.e., SRN) or controlled-V\(^+\) (hermitian of SRN) represent the quantum cost of the circuit. A controlled-V gate is shown in Fig. 3(a). In a controlled-V gate, when the control signal \( a=0 \), the qubit \( b \) will pass through the controlled part and keep it unchanged, i.e., \( Q=b \). If the value of \( a=1 \), then \( Q=V(b) \), where,

\[
V = (i+1)/2 \begin{pmatrix} 1 & -1 \\ i & -i \end{pmatrix}
\]

Here, \( i \) is the basic imaginary unit, i.e., \( i = \sqrt{-1} \). A controlled-V\(^+\) gate is shown in Fig. 3(b). In a controlled-V\(^+\) gate, when the control signal \( a=0 \), the qubit \( b \) will pass through the controlled part and keep it unchanged, i.e., \( Q=b \). If the value of \( a=1 \), then \( Q=V^+(b) \), where

\[
V = (i+1)/2 \begin{pmatrix} 1 & -i \\ -i & i \end{pmatrix}
\]

2.3. Implementation techniques

One of the early implementation techniques for reversible circuits is Charge Recovery Logic (CRL) [26]. CRL relies on explicit reversible pipelined logic gates, where the information necessary for energy recovery are used to compute a value which is provided by computing its functional inverse. Split-level Charge Recovery Logic (SCRL) was proposed in [27], which used split-level voltages. Lim et al. [28] proposed Reversible Energy Recovery Logic (RERL) for ultra-low-energy consumption. Later, they proposed nMOS Reversible Energy Recovery Logic (nRERL) in [29]. The nano-electronic and opto-electronic implementations of reversible gates can be found in [30]. Transistor level realization of reversible circuits is a relatively new idea and extensively used by the researchers [31,32].

2.4. Popular reversible and fault tolerant gates

There are several reversible and fault tolerant gates in the literature among which Feynman double gate (F2G) and Fredkin gate (FRG) are the most popular. Following subsections present the above mentioned gates along with their input–output specifications, quantum equivalent realizations, transistor level implementations, working procedures and applications. CAD tools DSCH-2.7 is used as simulator with average delay of 0.030 ns and 0.12 \( \mu \)m transistor channel length. Because it has a built-in extractor which generates a NETLIST, VERILOG descriptions and the timing diagrams [33].

2.4.1. Feynman double gate

Input vector \( (I_v) \) and output vector \( (O_v) \) for \( 3 \times 3 \) reversible Feynman double gate (F2G) is defined as follows: \( I_v = (a,b,c) \) and \( O_v = (a,a \oplus b,c \oplus c) \). Block diagram of F2G is shown in Fig. 4(a). Fig. 4(b) represent the quantum equivalent realization of F2G. From Fig. 4(b), we find that it is realized with two \( 2 \times 2 \) Ex-OR gate. Thus, according to our previous discussion in Section 2.3, the quantum cost of Feynman double gate is two. According to our design procedure, 12 transistors are required to realize Feynman double gate reversibly, which is shown in Fig. 4(c). Fig. 4(d) represents the corresponding timing diagram of the transistor realization of the reversible Feynman double gate. Feynman double gate can be used as copying gate. For example, if the input vector \( (I_v) \) of a Feynman double gate is set as \( (a,b=0,c=0) \), then the output vector \( (O_v) \) of a Feynman double gate will be \( (a,a,a) \).

2.5. Fredkin gate

Over the years, Fredkin gate had been extensively used by the researchers. This gate is one of very few reversible gate which can realize all basic operations while preserving the parity. Input and output vectors for \( 3 \times 3 \) Fredkin gate (FRG) are defined as follows:

\[
I_v = (a,b,c) \quad \text{and} \quad O_v = (a,a \oplus b,c \oplus c) \quad \text{or} \quad (a,a \oplus b, a \oplus c) \quad \text{or} \quad (a,a \oplus c, a \oplus b)
\]

Block diagram of FRG is shown in Fig. 5(a). Fig. 5(b) represents the quantum equivalent realization of FRG. In Fig. 5(b), each rectangle is equivalent to a \( 2 \times 2 \) quantum primitive, therefore its quantum cost is considered as one [7,12,13,24]. Thus, the quantum cost of FRG is five. To realize the FRG, four transistors are needed as shown in Fig. 5(c) and its corresponding timing diagram is shown in Fig. 5(d).

Fredkin gate can be used to swap second and third inputs using first input as a controlled input, i.e., it can work as 2:1 Multiplexer (Mux). Referring to the input–output combinations of Fredkin gate, when \( a=1 \), the inputs \( b \) and \( c \) will be swapped. The resulting value of the outputs are \( Q=c \) and \( R=b \). Whereas, if \( a=0 \), then outputs \( P \), \( Q \) and \( R \) are directly connected to inputs \( a=0 \), \( b \), and \( c \), respectively (shown in Fig. 6(a)). Fredkin gate is also an universal gate. The universality of Fredkin gate is shown in Fig. 6(b)

Among the reversible gates discussed above, Fredkin and Feynman double gates comply with the rule of Eq. (1). Therefore, according to our previous discussion in Section 2.1, if a circuit is designed using only Fredkin and Feynman double gates, then the circuit will inherently become fault tolerant [7–10]. The parity preserving (fault tolerant) property of Fredkin and Feynman double is shown in Table. 1.

3. Existing works

Essential technical background on FPGA is presented in this section which is required to understand the proposed work.

3.1. Basic structures of an FPGA

A crucial part of FPGA creation lies in their architecture as shown in Fig. 7(a). This architecture governs the nature of its programable logical functionality. As shown in the figure, user-programable routing network provides connections between the logic blocks and the logic performs the combinational functions as discussed in Section 1.

Fig. 7(c) and (d) represent the magnified diagrams of the routing channel and basic input-output block of the FPGA, respectively. From Fig. 7(d), we find that, a basic input–output block consists of 2-to-1 Muxes, input buffer, output driver and D-latches. The latches of basic input–output block are identical to the latches of Plessey logic block. From Fig. 7(d), we also find that...
Fig. 4. Reversible $3 \times 3$ Feynman double gate (a) block diagram, (b) quantum equivalent realization, (c) transistor realization and (d) timing diagram.

Fig. 5. Reversible $3 \times 3$ Fredkin gate (a) block diagram, (b) quantum equivalent realization, (c) transistor realization and (d) timing diagram.
the SET/RESET and clock signals of all the latches are common i.e., the shared signals, which generally are adjusted by the designers.

3.2. Reversible FPGAs

To the best of our knowledge, three papers have been published so far on reversible FPGA. First paper on reversible FPGA had been published in 2009 [22]. This paper showed a reversible Plessey logic block of the FPGA. Recently in 2011, an improved design of reversible Plessey logic block had been proposed in [21]. Reversible input–output block had been attempted in [23], which is shown on Fig. 8. To design all the components of reversible Plessey logic block, authors in [22] used reversible NH, BSP, FG and Toffoli gates (TG). The quantum cost of FG, NH, and TG are 1, 4, and 5, respectively. However, the quantum cost of BSP gate is not shown in [22]. From the architecture of BSP gate it can be determined that it is the combinations of 3 × 3 and 4 × 4 Toffoli gate, thus its quantum cost is 13 (referring to the Section 2). On the other hand, the reversible Plessey logic block from [21] consists of reversible Mux and Peres gates along with the above mentioned gates. The quantum cost of both Mux and Peres gate are 4. More details on these reversible gates, FPGA and their applications can be found in [7–17,21–24].

![Diagram](image)

**Fig. 6.** FRG as (a) 2:1 Mux, (b) NOT gate, (c) AND gate and (d) OR gate.

<table>
<thead>
<tr>
<th>Input</th>
<th>Output of F2G</th>
<th>Output of FRG</th>
<th>Parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>A B C</td>
<td>P Q R</td>
<td>P Q R</td>
<td></td>
</tr>
<tr>
<td>0 0 0</td>
<td>0 0 0</td>
<td>0 0 0</td>
<td>Even</td>
</tr>
<tr>
<td>0 0 1</td>
<td>0 0 1</td>
<td>0 1 0</td>
<td>Odd</td>
</tr>
<tr>
<td>0 1 0</td>
<td>0 1 0</td>
<td>0 1 0</td>
<td>Odd</td>
</tr>
<tr>
<td>0 1 1</td>
<td>1 0 1</td>
<td>0 1 1</td>
<td>Even</td>
</tr>
<tr>
<td>1 0 0</td>
<td>1 1 1</td>
<td>1 1 0</td>
<td>Even</td>
</tr>
<tr>
<td>1 0 1</td>
<td>1 1 1</td>
<td>1 0 1</td>
<td>Even</td>
</tr>
<tr>
<td>1 1 0</td>
<td>1 0 1</td>
<td>1 1 1</td>
<td>Odd</td>
</tr>
<tr>
<td>1 1 1</td>
<td>1 1 1</td>
<td>1 1 1</td>
<td>Odd</td>
</tr>
</tbody>
</table>

**Table 1**

Truth table for F2G and FRG.

![Diagram](image)

**Fig. 7.** Block diagram of (a) basic irreversible FPGA, (a) plessey logic block, (c) routing channel and (d) basic I/O block.

![Diagram](image)

**Fig. 8.** Block diagram of an existing reversible input–output pad [23].
4. Proposed reversible fault tolerant FPGA

This section illustrates the design layouts, algorithms, theoretical properties and working procedures of the proposed reversible fault tolerant FPGA. As mentioned in Section 3, Plessey logic block consists of NAND Unit, D-latch, 8-to-2 multiplexer (Mux) and random access memory (RAM). The RAM requires underneath n-to-2\(^n\) decoder and write enable master-slave flip-flop circuitry. Therefore, Section 4.1 proposes reversible fault tolerant D-latch of the FPGA. Reversible fault tolerant write enable master-slave flip-flop of the FPGA is proposed in Section 4.2. Section 4.3 demonstrates the proposed fault tolerant write enable master-slave flip-flop circuitry. Therefore, Section 4.1 proposes reversible fault tolerant D-latch of the FPGA. Reversible fault tolerant RAM of FPGA.Fig. 10(a) shows the architecture of proposed reversible fault tolerant D-Latch and (b) timing diagram of the proposed reversible fault tolerant D-Latch.

4.1. Proposed reversible fault tolerant D-latch for FPGA

Fig. 9(a) represents the architecture of proposed reversible fault tolerant D-latch for FPGA, from where we find that, a Fredkin and a Feynman double gates are used in the circuit. The Fredkin gate is needed to produce \(Q\), whereas Feynman double gate produces \(Q^+\) and \(Q\). The equations for the proposed fault tolerant latch are \(Q_n = D.Clk + Ck.Q_{n-1}\) and \(Q^+ = Q^n\) (\(n\) is time varying), which are used to capture the logic level when the data is present and the clock is SET.

Corresponding timing diagram of the proposed latch is shown in Fig. 9(b). The circuit is simulated with the average current of 0.001 mA, average power of 0.001 mW and average delay of 0.235 ns. From Fig. 9(b), we find that when clock is low the value of \(D\) has no effect on \(Q\) (0–2.5 ns). However, when clock is high \(Q\) follows \(D\), i.e., are in transparent mode (2.5–7.5 ns). If the clock is low again, then \(Q\) retains the previous value of \(D\), i.e., the value of \(D\) when clock went from high to low (1–0) last time (7.5 to 10 ns, 15 to 17.5 ns and so on).

Table 2 shows the comparison of proposed latch with the existing latches.\(^2\) From Table 2, we find that the proposed design performs better than the existing designs. As shown earlier in Section 2 and in Table 1, both the reversible gates that has been used to design the proposed latch preserves the parity. Hence, the proposed latch inherently preserves parity, and thus it able to detect a faulty signal at its primary output [7–10].

**Lemma 1.** A reversible fault tolerant D-latch for FPGA can be realized with 2 reversible fault tolerant gates, 2 garbage outputs, 7 quantum cost, \(4\alpha + 4\beta + 2\gamma\) hardware complexity and 16 transistors, where, \(\alpha\), \(\beta\) and \(\gamma\) are the hardware complexity of two-input Ex-OR, AND and NOT calculations, respectively.

4.2. Proposed reversible fault tolerant write enable master-slave flip-flop for FPGA

Write enable master-slave flip-flop is the most significant element for a RAM of FPGA. Fig. 10(a) shows the architecture of the proposed Reversible Fault tolerant write enable Master-Slave Flip-Flop (RFMSFF). From now on, we denote a reversible fault tolerant write enable master-slave flip-flop as RFMSFF which works on two modes (read and write), since data are both read from and written into RAM of FPGA. In Fig. 10(a), \(W\) works as the write enable bit. From block diagram, we find that the proposed RFMSFF consists of an FRG, two \(F2G\) and two reversible Fault tolerant write enable master-slave flip-flop.
Tolerant D-latch (FTD) (proposed in Section 4.1). The corresponding Timing diagram of Fig. 10(a) is shown in Fig. 10(b). From Fig. 10(b), we find that the value of D has no effect on Q or Q’ (0–100 ns) until the write enable bit (W) is SET. However, when W is in high state, Q follows D (100–250 ns). Also, Q keeps the previous value of D when W gets low again (250 to 365 ns). This previous value is the value of D, when W is changed into low form high last time (250 ns), and of course, the values are changed according to the clock pulses.

An alternate design of the proposed RFMSFF without FTD is shown in Fig. 11, which is our proposed reversible design which has already been published in [24]. From Fig. 11, we find that this alternative design consists of three FRGs, four F2Gs and produces seven garbage outputs. From above two figures, we also find that both designs are identical in all aspects of evaluation parameters of reversible logic synthesis, thus, either of them can be used for the proposed RAM of the FPGA. Table 3 shows the comparison of proposed reversible fault tolerant write enable master-slave flip-flop with the existing reversible write enable master-slave flip-flop. In [22], unused clock pulse(s) (Clk) was (were) not considered as garbage output. However, according to our previous discussion in Section 2, the unused clock pulse(s) should be considered as garbage output(s). Considering the unused clock pulse as garbage outputs, the design described in [22] has 7 garbage outputs, whereas, the proposed design has 6 garbage outputs. Most interestingly, proposed write enable master-slave flip-flops can detect the faulty signal at its primary outputs, since the proposed circuits are designed using only reversible fault tolerant gates or circuit [7–10], which is missing in the existing circuit.

**Lemma 2.** A reversible fault tolerant write enable master-slave flip-flop for FPGA can be realized with 7 gates and 7 garbage outputs, 23 quantum cost and $14\alpha + 12\beta + 6\gamma$ hardware complexity.

4.3. Proposed reversible fault tolerant $n$-to-$2^n$ decoder for FPGA

Decoder is the collection of logic gates fixed up in a specific way such that, for an input combination, all output terms are low except one. These terms are the minterms which use a variable once, and once only. Thus, when an input combination changes, two outputs will change. Let there be $n$ inputs. So, number of outputs will be $2^n$. In other words, there will be one line at the output for each possible input. There are several designs of reversible decoders in the literature, but the design [14] is the only reversible decoder which can preserve parity too. However, the design [14] is not generalized and compact. Therefore, this section propose a reversible fault tolerant decoder, which is compact and generalized.

![Fig. 11. Alternative architectural block diagram of the proposed reversible fault tolerant write enable master-slave flip-flop.](image)

**Table 3** Comparison of reversible write enable master-slave flip-flop.

<table>
<thead>
<tr>
<th></th>
<th>GT</th>
<th>GO</th>
<th>QC</th>
<th>HC</th>
<th>UD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing circuit [22]</td>
<td>7</td>
<td>9</td>
<td>25</td>
<td>$14\alpha + 20\beta + 8\gamma$</td>
<td>7</td>
</tr>
<tr>
<td>Proposed circuit</td>
<td>7</td>
<td>7</td>
<td>23</td>
<td>$14\alpha + 12\beta + 6\gamma$</td>
<td>6</td>
</tr>
</tbody>
</table>

Considering the simplest case, $n=1$, we have a 1-to-2 decoder. Only an F2G can work as 1-to-2 Reversible Fault tolerant Decoder (RFD) as shown in Fig. 12(a). From now on, we denote a reversible fault tolerant decoder as RFD. The corresponding timing diagram of Fig. 12(a) is shown in Fig. 12(b). Increasing $n$ from 1 to 2, and then 2 to 3, we have 2-to-4 and 3-to-8 decoders. Fig. 13(a) and (d) represent the architectures of 2-to-4 and 3-to-8 RFD. The corresponding timing diagrams of Fig. 13(a) and (d) are shown in Fig. 13(c) and (e), respectively. From Fig. 13(d), we find that 3-to-8 RFD is designed using 2-to-4 RFD. Thus, a schema of Fig. 13(a) is created as shown in Fig. 13(b).

**Algorithm 1** presents the design procedure of the proposed $n$-to-$2^n$ RFD. Line 5 of the algorithm assigns the input to the F2G for the first control bit ($S_0$), whereas line 8 assigns first two inputs to the FRG for all the remaining control bits. Lines 9–11 assign third input to the FRG for $n=2$, while lines 12–14 assign third input to the FRG through a recursive call to previous RFD for $n>2$. Lines 17–18 return the outputs. The complexity of this algorithm is $O(n)$, where $n$ is the number of data bits. To the best of our knowledge, no other polynomial time algorithm exists for an $n$-to-$2^n$ reversible fault tolerant decoder.

**Algorithm 1.** Algorithm for the proposed reversible fault tolerant $n$-to-$2^n$ decoder for FPGA, (*RFD*($S,F_2G, FRG$)).

**Input:** Data input set $(S_0,S_1,...,S_{n-1})$

**Feynman double gate (F2G) and Fredkin gate (FRG)**

**Output:** $n$-to-$2^n$ reversible fault tolerant decoder circuit

```
1 begin
2 i=input, o=output
3 for j=0 to n-1 do
4 if j=0 then
5 $S_j$→first.i.F2G, 1→second.i.F2G, 0→third.i.F2G
6 end if
7 else
8 $S_j$→first.i.FRQ, 0→second.i.FRQ
9 if j=2 then
10 third.o.F2G→third.i.FRQ
11 end if
12 else
13 call RFD($j$-1), RFD.o.j→third.i.FRQ
14 end if
15 end if
16 end for
17 return FRG.o.3 and FRG.o.2→desired output
18 remaining F2G.o and FRG.o→garbage output.
19 end
```
According to Algorithm 1, the architecture of the proposed $n$-to-$2^n$ RFD is shown in Fig. 14. Section 2 presents the designs of the transistor representations of FRG and $F2G$. These are used to get the MOS circuit of the proposed decoder. The timing diagrams of individual circuits also show the functional correctness of the proposed decoders. Table 4 shows a comparative study of proposed decoders with existing one.

**Theorem 1.** An $n$-to-$2^n$ reversible fault tolerant decoder can be realized with at least $n$ garbage outputs and $2^n$ constant inputs, where $n$ is the number of data bits.

**Proof.** An $n$-to-$2^n$ decoder has $n$ inputs and $2^n$ outputs. Thus, to maintain the property of reversibility, there should be at least $(2^n - n)$ garbage outputs and $2^n$ constant inputs.

---

**Table 4**

Comparison of reversible fault tolerant decoders.

<table>
<thead>
<tr>
<th></th>
<th>GT</th>
<th>GO</th>
<th>QC</th>
<th>HC</th>
<th>UD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-to-4 Existing circuit [14]</td>
<td>3</td>
<td>2</td>
<td>15</td>
<td>$6x + 12y + 6z$</td>
<td>3</td>
</tr>
<tr>
<td>2-to-4 Proposed circuit</td>
<td>3</td>
<td>2</td>
<td>12</td>
<td>$6x + 8y + 4z$</td>
<td>2</td>
</tr>
<tr>
<td>3-to-8 Existing circuit [14]$^*$</td>
<td>$\geq 7$</td>
<td>$\geq 3$</td>
<td>$\geq 35$</td>
<td>$\geq 14x + 28y + 14z$</td>
<td>$\geq 7$</td>
</tr>
<tr>
<td>3-to-8 Proposed Circuit</td>
<td>7</td>
<td>3</td>
<td>32</td>
<td>$14x + 24y + 12z$</td>
<td>4</td>
</tr>
</tbody>
</table>

$^*$ The design is not generalized one, i.e., it is not an $n$-to-$2^n$ decoder.
constant inputs. However, this combinations does not preserve parity. To preserve the parity, at least n more constant inputs are needed. So, there should be at least n garbage outputs. □

**Example 1.** Let the value of n be 1. Then, we have the 1-to-2 reversible fault tolerant decoder. As shown in Section 2, for a reversible circuit, it is necessary to maintain the one-to-one correspondence between input and output vectors. Thus, any reversible circuit should have the equal number of inputs and outputs. In the 1-to-2 decoder, there are 2 primary outputs (O₀, O₁) but 1 input (S₀). So, 1-to-2 reversible decoder should have at least 1 constant input. The value of this constant input can be either 0 or 1. Table 5 shows that whatever the value of this constant input, it will never be possible to preserve the parity between input and output vectors, which is the prime requirement of the reversible fault tolerant logic circuit. Therefore, to preserve the parity for the 1-to-2 reversible fault tolerant decoder, we need at least one more constant input, i.e., the total constant inputs are 2.

Next, we must prove the existence of combinational circuit which can realize the reversible fault tolerant 1-to-2 decoder by 2 constant inputs. This can easily be accomplished by the circuit as shown in Fig. 12(a). It can be verified that the circuit in Fig. 12(a) is reversible and fault tolerant with the help of its corresponding truth table.

Now, in 1-to-2 reversible fault tolerant decoder, there are at least 2 constant inputs and 1 primary input, i.e., the total inputs are 3. Thus, in the 1-to-2 reversible fault tolerant decoder, there should be at least 3 outputs, otherwise it will never comply with the properties of reversible parity preserving circuit. Among these 3 outputs, only 2 are primary outputs. So, the remaining 1 output is the garbage output, which holds Theorem 1 for n = 1.

**Theorem 2.** A 2-to-4 reversible fault tolerant decoder can be realized with at least 12 quantum cost.

**Proof.** A 2-to-4 decoder has four different 2 × 2 logical AND operations. A reversible fault tolerant AND operation requires at least 3 quantum cost. Therefore, 2-to-4 reversible fault tolerant decoder cannot be realized with less than 12 quantum cost. □

**Example 2.** Fig. 13(a) and the discussions in Section 2 are the proof for the existence of 2-to-4 RFD 12 quantum cost. Next, we want to prove that it is not possible to realize a reversible fault tolerant 2-to-4 decoder with fewer than 12 quantum cost. In the 2-to-4 decoder, there are four different AND operations (S₁S₀, S₁S₀, S₁S₀, S₁S₀). It will be enough if we are able to prove that it is not possible to realize a reversible fault tolerant AND with fewer than three quantum cost. Consider

\[
\text{Table 5} \\
1\text{-to-2 decoder with one constant input.}
\]

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Outputs</th>
<th>Parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl</td>
<td>S₀</td>
<td>O₀</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

\[
\text{Table 6} \\
\text{Truth table of Fig. 15(a).}
\]

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>a</th>
<th>ab</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

\[
\text{Table 7} \\
\text{Truth table of Fig. 15(b).}
\]

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
<th>a</th>
<th>ab</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 15. Combinations of the two 2 × 2 quantum primitive gates.

If we make use of two quantum cost to design AND, then we (ii) must make use of two \(1 \times 1 \) or \(2 \times 2\) gates. Apparently two \(1 \times 1\) gates cannot generate the AND. Aiming at two \(2 \times 2\) gates, we have two combinations, which are shown in Fig. 15(a) and (b). In Fig. 15(a), the output must be \((a, ab)\) if the inputs are \((a, b)\). The corresponding truth table is shown in Table 6.

From Table 6, we find that, first and second row have the same output combinations for different input combinations, i.e., outputs are not at all unique to its corresponding input combinations. So it cannot achieve the reversible AND. For Fig. 15(b) if inputs are \((a, b, c)\) then, the outputs of the lower level will be offered to the next level as a controlled input, this means that second output of Fig. 15(b) have to be \(ab\), otherwise it will never be able to get output \(ab\), since, third output of Fig. 15(b) is controlled by the second output, thereby according to Table 7, we can assert that the second combination is impossible to realize the AND no matter how we set the third output of Fig. 15(b), the input vectors will never be one-to-one correspondent with the output vectors. Therefore, we can conclude that, a combinational circuit for reversible fault tolerant \(2 \times 2\) logical AND operation cannot be realized with less than three quantum cost.

The above example clarifies the lower bound in terms of quantum cost of \(2\)-to-\(4\) RFD. Similarly, it can be proved that the \(n\)-to-\(2^n\) RFD can be realized with \(5(2^n - 1/2)\) quantum cost, when \(n \geq 1\), and by assigning different values to \(n\), the validity of this equation can be proved.

4.4. **Proposed reversible fault tolerant \(4n\)-to-\(n\) multiplexer for FPGA**

Section 3 shows that the Plessey logic block of FPGA requires an 8-to-2 Mux. A Mux is a device that sends multiple signals on a carrier channel at the same time in the form of a single complex signal to another device that recovers the separate signals at the receiving end. In other words, Mux selects one of many analog or digital data sources and outputs that source into a single channel.
Thus, Mux is also known as a data selector. This subsection elaborately proposes algorithm, design and working procedure of 4n-to-n Reversible Fault tolerant Mux (RFMux) for the FPGA. From now on, we denote a reversible fault tolerant Mux as RFMux.

Considering the simplest case, $n = 1$, we have a 4-to-1 RFMux. Fig. 16(a) shows the architecture of the proposed 4-to-1 RFMux for the FPGA. The corresponding timing diagram of the proposed 4-to-1 RFMux is shown in Fig. 16(b). From Fig. 16(b), we find that, when both control signals are low, the final output $O_{mux0}$ follows $I_2$ (from the start to 80 ns). However, when control signal $S_0 = 1$ and $S_1 = 0$, the final output $O_{mux0}$ follows $I_1$ (80–160 ns), when control signal $S_0 = 0$ and $S_1 = 1$, the final output $O_{mux0}$ follows $I_2$ (160–240 ns) and so on.

**Algorithm 2.** Algorithm for the proposed reversible fault tolerant 4n-to-n multiplexer for FPGA, \texttt{RFMux(1,S,F2G,FRG)}.

- **Input:** Data input $I(i_0,i_1,…,i_{4n-1})$, Control input $S(S_0,S_1,…,S_n)$ and Fredkin gate (FRG)
- **Output:** 4n-to-n RFMux circuit

```
1 begin
2     i=input, o=output, j=0
3     begin procedure (4-to-1 RFMux)
4         $S_j$  \rightarrow \text{first.} i_{FRG.1} & \text{&} S_j \rightarrow \text{second.} i_{FRG.1}
5         $i_{j+2}$  \rightarrow \text{second.} i_{FRG.2, j+1} \rightarrow \text{third.} i_{FRG.1}
6         $i_{j+3}$  \rightarrow \text{third.} i_{FRG.2, j+2} \rightarrow \text{first.} i_{FRG.3}
7         \text{second.} o_{FRG.1} \rightarrow \text{second.} o_{FRG.3, j+1}
8         \text{second.} o_{FRG.2} \rightarrow \text{third.} i_{FRG.3}
9     \text{return} \text{second.} o_{FRG.3}  \rightarrow \text{desired output}
10    \text{remaining.} FRG.o  \rightarrow \text{garbage output}
11 end procedure
12 for i=0 to n-1 do
13     goto line 3
14 end for
15 \text{return} 4n-to-n RFMux circuit
16 end
```

From Fig. 16(a), we find that the 4-to-1 RFMux produces 5 garbage outputs, whereas no constant input is needed. These are the minimal garbage outputs and constant input for the 4-to-1 RFMux which is proved below using Theorem 3 and Example 3. Table 8 shows the comparison of the 4-to-1 proposed Mux and the existing Muxes [22,23]. The bottom row of the table shows the improvements in the proposed design in percentage with respect to existing designs. In this table and all the following tables, the improvement ratio ($IR$) = $LVE$–$VPD$/LVE $\times$ 100\%, where, $LVE$=Lowest Value between the Existing designs and $VPD$=Value of the Proposed Design. Algorithm 2 represents the design procedure of the proposed 4n-to-n RFMux. Initially, the algorithm builds a 4-to-1 RFMux circuit, then recursively builds a 4n-to-n RFMux using the procedure of 4-to-1 RFMux.

**Theorem 3.** A 4n-to-n reversible Mux requires at least $(4n+1)$ garbage outputs and no constant inputs, where $n$ is number of data bits.

**Proof.** Let $n$ be the number of data bits. Then, for a 4n-to-n Mux, there are $4n$ data inputs and $(n+1)$ select inputs. So, to preserve the one-to-one mapping of reversibility, there should be at least $(5n+1)$ outputs, among which there are $n$ primary outputs. Hence, there should be at least $(4n+1)$ garbage outputs for 4n-to-n reversible Mux, which causes no constant input.

**Example 3.** Let the value of $n$ be 1. Then, we have 4-to-1 Mux. The 4-to-1 Mux has four data inputs ($i_0$, $i_1$, $i_2$ and $i_3$) and two control inputs ($S_0$ and $S_1$). So, the total number of inputs is six. To maintain one-to-one correspondence, the reversible 4-to-1 Mux must have at least six outputs. Among these six outputs, only one is the primary output. Thus, there are at least five outputs that remain unused, i.e., garbage outputs. If we replace $n$ with 1 in Theorem 3, we get five garbage outputs as well. From Fig. 16(a), we also find that the proposed 4-to-1 RFMux has five garbage outputs. Next, since it is possible to realize the 4-to-1 Mux reversibly with six outputs and thus it will not require any constant input. Circuitry of Fig. 16(a) also has no constant input. So, the proposed 4-to-1 RFMux (Fig. 16(a)) is the optimum design of reversible Mux in terms of garbage outputs and constant input as it adapts Theorem 3. Because the 4-to-1 RFMux is used in 4n-to-n RFMux as a main a procedure which is recursively called $n$ times, thus the above optimality statement is relevant to any 4n-to-n RFMux.

**Lemma 3.** Let $n$ be the number of data bits. Then, a 4n-to-n RFMux for FPGA can be realized with 3n Fredkin gates, 15n quantum cost and $(6n+12n\beta+6n\gamma)$ hardware complexity.

### 4.5. Proposed reversible fault tolerant random access memory for FPGA

The Random Access Memory (RAM) for the FPGA can be considered as an array of individual memory cells. More specifically, there are $2^n$ rows where each row contains $m$ master-slave flip-flops. To address these rows and columns a decoder is needed. In the decoder, only one out of $2^n$ outputs is SET. The write bit W determines whether a read or a write operation is to be performed. The SET output of the decoder selects one row of the flip-flops. If W is SET, then $m$ flip-flops of the selected row are written with the inputs $D_0$ to $D_{m-1}$. On the other hand, if W is LOW, $Q_0$ to $Q_{m-1}$ holds the previously stored bits in the flip-flops of the selected row and are refreshed with the stored bits.

We have proposed a reversible RAM in [24]. This design consists of an $n$-to-$2^n$ reversible decoder, Toffoli gates, write enable master-slave flip-flops, $3 \times 3$ and $2^n \times 2^n$ ($2^n$ input bits)
Feynman gates. To design the Reversible Fault tolerant RAM (RFRAM) for the FPGA, we extend this reversible design [24] to reversible fault tolerant design. The extension is straight forward, we transformed each of the reversible component [24] to reversible fault tolerant components with more optimality. From now on, we denote a reversible fault tolerant RAM of the FPGA as RFRAM. We have already projected a compact design of reversible fault tolerant write enable master-slave flip-flop in Section 4.2. In addition to that, an optimal design of reversible fault tolerant decoder is presented in Section 4.3 (Algorithm 1). Now, replacing Feynman gate (FG) of Fig. 17 with Feynman double gate (F2G), the task remains how to realize the reversible Toffoli gate\(^5\) so that it can preserve parity. Fig. 18(a) represents the architecture of a Fault Tolerant realization of reversible Toffoli Gate, hence named as FTTG. The corresponding timing diagram of FTTH is shown in Fig. 18(b).

From Fig. 18(a), we find that the fault tolerant realization of a Toffoli gate requires an FRG and an F2G. We also find that, this circuit requires one constant input, produces one garbage output, and its quantum cost is 7. In the following theorems, we prove that, if we want to realize a compact reversible Toffoli gate with parity preserving mode, these numbers are minimal.

### Theorem 4

The fault tolerant realization of reversible Toffoli gate requires at least one garbage output and one constant input.

**Proof.** Input–output combinations of reversible Toffoli gate do not preserve the parity. To preserve the parity at the output level, at-least one more output is needed, which demands at-least one constant input at the input level. Thus, fault tolerant realization of reversible Toffoli gate requires at least one garbage output and one constant input.

### Example 4

Fig. 18(a) is a straight forward proof for the existence of fault tolerant circuit which can realize the reversible Toffoli gate with one garbage output and one constant input. Next, we must demonstrate the nonexistence of the reversible fault tolerant circuit which can realize the reversible Toffoli gate without the garbage output and without the constant input. Input and output vectors for reversible Toffoli gate (TG) are \(I_p = (a,b,c)\) and \(O_p = (P = a, Q = b, R = ab \oplus c)\). The corresponding truth table for these input–output combinations is shown in Table 9.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Outputs</th>
<th>Parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

From Table 9, we find that the input combinations 1–1–0 and 1–1–1 (last two rows) have different parity at the input and output levels. This result establishes the nonexistence of the reversible fault tolerant circuit which can realize the Toffoli gate without the garbage output and without the constant input.

### Theorem 5

A fault tolerant Toffoli gate can be realized with at least seven quantum cost.

**Proof.** Theorem 4 and Example 4 are the proof for the nonexistence of reversible Toffoli gate with 5 quantum cost in parity.
preserving fashion. Here, it is also not possible to preserve the parity at the output level with six quantum cost. However, seven 2 × 2 primitive gates can realize a reversible Toffoli gate while preserving parity. Thus, at least seven quantum cost are required to realize a reversible fault tolerant Toffoli gate.

**Example 5.** Fig. 18(a) is a straight forward proof for the existence of fault tolerant circuit which can realize the reversible Toffoli gate by seven quantum cost. Next, we must demonstrate the nonexistence of the reversible fault tolerant circuit which can realize the reversible Toffoli gate with less than seven quantum cost. The quantum equivalent realization of a reversible Toffoli gate consists of five 2 × 2 primitive gates as shown in [7,12,22,24]. Example 8 shows that this realization does not preserve the parity. By using Theorem 2 and Example 2 (Section 4.3), it can be shown that no matter whether we use one more primitive gate or six primitives gates to realize a Toffoli gate, the corresponding circuit will not be able to maintain the input–output combinations or violates the parity preserving property. More specifically, either it will violates the one-to-one correspondence of reversibility or fail to adapts with Eq. (1), i.e., unable to preserve the parity. This shows the nonexistence of the claimed assumption above.

At this point, we have designed reversible fault tolerant circuitry of each component of the proposed RFRAM for the FPGA. Combining all these components the architectural block diagram of the proposed RFRAM is shown in Fig. 19. Algorithm 3 demonstrates the design procedures of the proposed RFRAM. Primary inputs to the algorithm are data input sets I(l_0, l_1, ..., l_{n-1}), D(D_0,D_1, ..., D_{m-1}) and write enable bit W.

**Algorithm 3.** Algorithm for the proposed reversible fault tolerant random access memory for FPGA, **RFRAM(I,D,W,F2G,FRG).**

**Input:** Data I(l_0, l_1, ..., l_{n-1}), D(D_0,D_1, ..., D_{m-1}), W, FRG, F2G

**Output:** reversible fault tolerant RAM circuit for FPGA

1. **begin**
2. i = input, o = output
3. call RFD(I, F2G, FRG)
4. for k = 0 to n-1 do
5. if k = 0 then W → first.i_k,FTTG end if
6. else first.o_{k-1},FTTG → first.i_k,FTTG end if
7. RFD.o_0 → second.i_k,FTTG, 0 → third.i_k,FTTG
8. end for
9. for k = 0 to m-1 do
10. D_k → first.i_k,F2G, 0 → second & third.i_k,F2G
11. for l = 1 to n/2 do
12. F2G.o_k → first.i_k,F2G, 0 → second & third.i_k,F2G
13. end for
14. for l = 0 to n-1 do
15. for D_k(F2G,o_l) → first.RFMSFF.i
16. x = second & third
17. if l = 0 then x,FTTG,o_l → x.RFMSFF.i end if
18. else x.RFMSFF.o_{l-1} → x.RFMSFF.i end if
19. first.RFMSFF.o_1 → first.2^{n-1}bitF2G.i
20. end for
21. end for
22. return
23. for j = 0 to m-1 do
24. 2^{n-1}bitF2G.o_2^{n-1} → desired output
25. end for
26. all remaining F2G.o,FRG.o & 2^{n-1}bitF2G.o → garbage output.
27. **end**

From the architectural block diagram of Fig. 19, we find that the proposed RFRAM for FPGA demands an underneath n-to-2^n reversible fault tolerant decoder (RFD) circuitry. Thus, a call to RFD^6 is specified by line 3 in this proposed algorithm. Lines 4–13 assign inputs to fault tolerant Toffoli gates according to our design procedure of reversible fault tolerant random access memory for the FPGA. The inputs to F2Gs and RFMSFFs are assigned by the lines 14–21. From Fig. 19, we also find that there are m number of primary outputs which are returned by 2^{n-1} bit Feynman double gates. In Algorithm 3, these outputs are returned by the line 24 whereas line 26 finds all garbage outputs of RFRAM. Time complexity of Algorithm 3 depends on the For loops and there are at-most two levels of dependency among them, n then m or vice versa. Thus, its complexity is O(nm).

**Lemma 4.** An RFRAM for the FPGA is realized with \(2^n + 2n + 15\) nm/2 + m – 1) reversible fault tolerant gates, \(2n + (m(2^n-1))\)

---

6. Algorithm 1 (RFD(I,F2G,FRG)) presents detailed design procedure of n-to 2^n RFD.
4.6. Proposed reversible fault tolerant Plessey logic block for FPGA

The logic blocks of FPGA are connected through programmable interconnects or wire segments. Wire segment consists of programmable switches. Generally, one or two switches are attached in a segment and each end of a segment has a switch attached to it. A routing channel is a group of parallel tracks. The track consists of one or more segment(s) arranged in a sequence which is shown earlier in Figs. 7(a)–(c) (Section 3.1). Fig. 20 shows the block diagram of the proposed reversible fault tolerant Plessey logic block of static RAM based FPGA. This architecture consists of a reversible fault tolerant D-latch (FTD), 8-to-2 multiplexer (RFMux), random access memory (RFRAM) and an extra Fredkin and Feynman double gates. The FTD, RFMux and RFRAM have already been proposed in Sections 4.1, 4.4 and 4.5, respectively. Here, the extra Fredkin and Feynman double gates are needed to implement the NAND unit of Plessey logic block. First input to the Fredkin gate of this NAND unit comes from first 4-to-1 RFMux where third input to the Fredkin gate of this NAND unit comes from second 4-to-1 RFMux, i.e., inputs to this NAND unit are simply the outputs of the 8-to-2 RFMux. Inputs of each RFMux are either connected to the output of the previous NAND unit in the row or the output of the NAND unit below or above this block (to the closer one). From Fig. 20, we find that the proposed NAND unit of Plessey logic block produces two garbage outputs. This is the optimum number of garbage outputs for the two-input NAND unit as proved in the following theorem.

**Theorem 6.** At least two garbage outputs are required to realize a two-input NAND operation in reversible and fault tolerant mode.

**Proof.** In a two-input $(a,b)$ NAND operation, there is one primary output $(ab)$, thus it has at least one garbage output. These output combinations do not preserve the one-to-one mapping of reversibility with respect to the input combinations, hence an additional garbage output is required, which also preserves parity. Thus, a reversible fault tolerant two-input NAND operations is realized with at least two garbage outputs.

**Example 6.** Let the inputs are $(a,b)$ for the two-input NAND operation. Then, the output of two-input NAND operation is $(ab)$. According to the property of reversibility, there should be equal number of inputs and outputs, otherwise it will never be able to maintain the one-to-one correspondence. Therefore, there should be at least one more output. Let this output be $q$. This $(a,b) \rightarrow ((ab), q)$ combinations have one garbage output namely $q$. Truth table of this input–output combinations is shown in Table 10.

According to the Table 10, it is clear that there are three identical outputs at the output level at $(ab)$ (first three cells) for three different input combinations, which result’s whatever the value of $q$, the output combinations of Table 10 do not able to maintain the one-to-one mapping of reversibility with respect to the input combinations. Hence, an additional garbage output is required. Thus, a reversible two input NAND operation requires at least two garbage outputs. Next, we must prove that this two input NAND operation with two garbage outputs maintain the fault tolerant property of Eq. (1), i.e., it can preserve the parity for all input–output combinations. Now, we have one primary output and two garbage outputs, i.e., total of three outputs but two inputs. So, there should be at least one constant input. Let the later garbage output be $r$ and constant input $(Cl)$ be 1. Table 11 shows how this input–output combinations preserve the parity.

**Algorithm 4** presents a formal representation of the proposed reversible fault tolerant Plessey logic block for FPGA. From Fig. 20, we find that, fault tolerant Plessey logic block considerably depends on RFRAM, thus a call to RFRAM is specified in line 3. The outputs of RFRAM are the selection bits for 8-to-2 RFMux. Thus, it calls $4n$-to-$n$ RFMux with $n=2$ which is defined in line 4 of Algorithm 4. On the other hand, outputs of RFMux are the inputs to the NAND unit (shown in Fig. 20). Line 5 of the algorithm assigns input to the reversible fault tolerant NAND unit and D-latch of Plessey logic block for FPGA. Line 6 returns the primary output $Q$ which actually is the input to the next logic block. Finally, line 7 returns all the garbage outputs of a reversible fault tolerant Plessey logic block for FPGA. As mentioned in Sections 1 and 3, there are clusters of logic blocks in the FPGA, but the above procedure is capable to build a single reversible fault tolerant Plessey logic, thus, to iterate the entire procedure till the last logic block, a recursive call has been specified in line 8 of this algorithm.

**Algorithm 4.** Algorithm for the proposed reversible fault tolerant Plessey logic block of the FPGA.

**Input:** Data input sets $I, S, D$, Write enable bit $(W)$

Fredkin gate (FRG) and Feynman double gate (F2G)

**Output:** Reversible fault tolerant Plessey logic block’s circuit

---

7 Algorithm 2 presents a detailed design procedure of $4n$-to-$n$ RFMux.
1 begin
2  i= input, o = output
3 call RFRAM(I,D,W,F2G,FRG)
4 call RFMux(I,S,FRG); where S = RFRAM.o
5 RFMux.0.1 → FRG.i.1, 0 → FRG.i.2.
6 RFRAM.o.2 → FRG.i.3; FRG.o.2 → F2G.i.1.
7 FRG.o.3 → F2G.i.2, 1 → F2G.i.3; FRG.o.1 → D–Latch.i.1,
8 F2G.o.3 → D–Latch.i.2
9 return D–Latch.o → Q (input for next logic block)
10 remaining F2G.o & FRG.o → garbage output.
11 goto line 2 if this is not the last logic block
12 end for

Lemma 5. Let GT, GO, CI, QC, and HC be the required numbers of gates, garbage outputs, constant inputs, quantum cost and hardware complexity for a reversible fault tolerant Plessey logic block of FPGA. Also let gRAM, qRAM, cRAM, QC, and HC be the required numbers of gates, garbage outputs, constant inputs, quantum cost and hardware complexity for an RFRAM of the FPGA. Then

\[
\begin{align*}
GT & \geq 10 + g_{RAM} \\
GO & \geq 13 + q_{RAM} \\
CI & \geq 4 + c_{RAM} \\
QC & \geq 44 + q_{RAM} \\
HC & \geq 20x + 32\beta + 16\gamma + h_{RAM}
\end{align*}
\]

Lemma 6. A reversible fault tolerant input–output block of the FPGA can be realized with 12 gates, 13 garbage outputs, 14 constant inputs, 39 quantum cost and 24x + 20\beta + 10\gamma; hardware complexity.

4.7. Proposed reversible fault tolerant input–output block for FPGA

Basic input–output block of Xilinx is one of the most popular as it maintains a hierarchical structures while providing the interface between the package pins and control blocks [23]. Moreover, it can work in uni- or bi-directional modes. Fig. 21 shows the block diagram of the proposed reversible fault tolerant input–output block of Xilinx FPGA without the SET/RESET and flip-flop enable options. The explanations to exclude these options from the proposed circuit have already been presented in Section 3.1.

From Fig. 21, we find that in the proposed input–output block, there are two FRGs and each one of them produces two garbage outputs. Here, each FRG works as 2-to-1 Mux. The following theorem proves that, these are the minimal number of garbage outputs of a 2-to-1 reversible fault tolerant Mux.

Theorem 7. A 2-to-1 reversible fault tolerant Mux requires at least two garbage outputs.

Proof. In a 2-to-1, Mux there are two primary inputs and one selector input. Thus, according to the property of reversibility, there should be at least three outputs. Among these three outputs, only one is the primary output. This input–output combination preserves parity too. Thus, a reversible fault tolerant 2-to-1 Mux is realized with at least two garbage outputs.

From Fig. 21, we find that there are three F2Gs and three D flip-flops. The D flip-flop functions quite differently than the D-latch. However, both are identical without the options of SET/RESET and enables of flip-flop. Thus, in Fig. 21, proposed reversible fault tolerant D-latch (Section 4.1) has been used. In the proposed architecture of input–output block, a Reversible Fault Tolerant Input Buffer (RFTIB) and a Reversible Fault Tolerant Output Driver (RFTOD) have also been used. Table 12 presents the performance of the proposed input–output block for the FPGA with the existing one [23]. In Section 3, it is evidenced that the attempts toward the reversible input–output block for the FPGA have not been completed [23]. However, Table 12 evidenced that the proposed design is not only complete and but also performs much better than its existing counterpart. Moreover, the proposed input–output block can detect the fault signal in its primary outputs, which is not at-all present in the existing design.

Table 12
Comparison of the reversible input–output block.

<table>
<thead>
<tr>
<th></th>
<th>GT</th>
<th>GO</th>
<th>QC</th>
<th>CI</th>
<th>HC</th>
<th>UD</th>
<th>TR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing design [23]</td>
<td>20</td>
<td>20</td>
<td>64</td>
<td>17</td>
<td>34x + 40\beta + 20\gamma</td>
<td>6</td>
<td>124</td>
</tr>
<tr>
<td>Proposed design</td>
<td>12</td>
<td>13</td>
<td>39</td>
<td>14</td>
<td>24x + 20\beta + 10\gamma</td>
<td>4</td>
<td>104</td>
</tr>
<tr>
<td>Improvement ratio (%)</td>
<td>40</td>
<td>35</td>
<td>\geq 39</td>
<td>&gt; 17</td>
<td>&gt; 29</td>
<td>&gt; 33</td>
<td>&gt; 16</td>
</tr>
</tbody>
</table>

Fig. 21. Proposed reversible fault tolerant basic input–output block for FPGA.
5. Performance evaluation of the proposed method

There are two variables $n$ and $m$ that fix the structure of the FPGA. Thus, the overall comparative results are shown in contrast with three possible design approaches: (i) varying $m$ while keeping $n$ constant; (ii) varying $n$ while keeping $m$ constant; and (iii) varying both $m$ and $n$.

5.1. Gate comparison

Fig. 22 presents the performance of the proposed reversible fault tolerant FPGA with respect to the existing reversible FPGAs in terms of number of gates. Fig. 22(a)–(c) represents the above mentioned (i), (ii) and (iii) design approaches, respectively. The plotted graphs of Fig. 22 show that the proposed scheme outperforms the existing works.

5.2. Garbage outputs comparison

Fig. 23 presents the performance of the proposed FPGA with respect to the existing FPGAs in terms of garbage outputs. With respect to the garbage outputs produced, the above mentioned (i), (ii) and (iii) design approaches are shown in Fig. 23(a)–(c), respectively. Fig. 23 shows that the proposed design performs much better than existing works for all possible circumstances.

Most interestingly, above two figures show that, for the last two cases, existing designs increase exponentially, whereas the proposed design increases linearly with respect to the number of inputs.

5.3. Constant inputs comparison

The quantum circuits with many constant bits which have the reversible gates as a building block are unmanageable. Thus, constant input is considered as a major overhead and is needed to be minimized. Fig. 24(a)–(c) presents the performance of the proposed FPGA with respect to the existing FPGAs in terms of required number of constant inputs for the above mentioned (i), (ii) and (iii) design approaches, respectively. The graphs of Fig. 24 show that the slope (growth rate) of all the edges are almost equal, but the performance of the proposed design is the best among them.

5.4. Delay comparison

The delay of a logic circuit is the delay of the critical path. However, it is an NP complete problem to find all the critical path specially for large circuits, for large $n$ or $m$ in case of FPGA. Thus, researchers used to select the path which is the most likely candidates for the critical paths. The delay of the proposed circuit is evaluated considering the most probable critical paths. Fig. 25 presents the performance of the proposed work with respect to the existing work [21,22] in terms of the delay of the circuit. From Fig. 25, we find that the proposed design performs better than the existing designs for all possible circumstances.

5.5. Quantum cost comparison

Fig. 26 compares the performance of the proposed FPGA with respect to the existing works in terms of total quantum cost of the circuits. Fig. 26(a)–(c) represents the performance for above mentioned cases (i)–(iii), respectively. The graphs of Fig. 26 show that, when the number of inputs increases, the design [21] performs better than the design [22] for case (i), but not for cases (ii) and (iii). However, the proposed scheme outperforms the existing schemes [21,22] for all possible circumstances by a huge margin. Moreover, for the last two cases, the rate of changes with respect to the quantum cost in existing designs are exponential, whereas the proposed design changes polynomially.
Fig. 23. Performance of the proposed work and existing works [21,22] with respect to the garbage outputs. (a) Varying $m$ while keeping the constant $n$. (b) Varying $n$ while keeping the constant $m$. (c) Varying both $m$ and $n$.

Fig. 24. Performance of the proposed work and existing works [21,22] with respect to the constant inputs. (a) Varying $m$ while keeping the constant $n$. (b) Varying $n$ while keeping the constant $m$. (c) Varying both $m$ and $n$. 
Fig. 25. Performance of the proposed work and existing works [21,22] with respect to the critical path delay. (a) Varying $m$ while keeping the constant $n$. (b) Varying $n$ while keeping the constant $m$. (c) Varying both $m$ and $n$.

Fig. 26. Performance of the proposed work and existing works [21,22] with respect to the quantum cost. (a) Varying $m$ while keeping the constant $n$. (b) Varying $n$ while keeping the constant $m$. (c) Varying both $m$ and $n$. 
5.6. Hardware complexity comparison

Finding a critical path from the large circuit is not always easy. Thus, the researchers calculate the hardware complexity from the circuit. Generally, a constant complexity is assumed for each basic operation and the number of operations required to realize the circuit are calculated first. For example, let $x$, $\beta$ and $\gamma$ be the hardware complexity of the two-input EX-OR, AND and NOT operations, respectively. Then, the hardware complexity of the circuit is given by $\gamma + \alpha + \beta$. This table represents the performance for case (ii) is shown in row (1, 2) or (3, 4). Row (2, 3) shows the performance for case (ii) and the row (1, 3) or (1, 4) or (2, 4) of this table show the performance for case (iii).

6. Conclusions

This paper presented the design methodologies of reversible fault tolerant FPGA. In the customized VLSI, FPGA provides low time-to-market and low costs compared to application specific integrated circuits and mask programmable gate arrays. The FPGA consists of an array of programmable logic blocks, input–output cells and interconnections. The programmability of logic blocks enables multiple processes to run it without time sharing. Plessey and look-up table (LUT) are the most popular logic blocks of an FPGA. With more inputs, an LUT can implement more logic, hence fewer logic blocks are needed. This saves routing area, however the complexity grows exponentially with the number of inputs. Plessey logic block overcomes this difficulty through cluster of components such as NAND, RAM, Mux and latches. The RAM requires an n-to-2\(^n\) decoder and a master-slave flip-flops.

6.1. Summary and contributions

This paper proposes the algorithms to design a compact reversible fault tolerant n-to-2\(^n\) decoder, a 4n-to-n Mux, a RAM and a Plessey logic block of the FPGA. In addition, reversible fault tolerant designs of D-latch, write enable master-slave flip-flop and input-output block have been presented. Several lower bounds on the numbers of garbage outputs, constant inputs and quantum cost of the reversible fault tolerant FPGA have also been proposed in Theorems 1–7. The examples followed these theorems clarifies the representative analysis in details. It has been evidenced that the proposed circuits are constructed with the optimum garbage outputs, constant inputs and quantum cost. The efficiency and supremacy of the proposed designs have been proved through several Lemmas. In order to implement the circuits of the fault tolerant FPGA using MOS transistors, the designs of the transistor representations of the individual gates of the proposed FPGA have been presented using standard p-MOS 901 and n-MOS 902 model with delay of 0.030 ns and 0.12 \(\mu\)m channel length. Then, considering the transistor level designs of the reversible fault tolerant gates as a schematic, all the proposed circuits are simulated. The simulations evidenced that the proposed fault tolerant circuits work correctly. The comparative results show that the proposed design is much better in terms of numbers of gates, garbage outputs, quantum cost, delay, hardware complexity and are more scalable than its counterparts [21–23]. Moreover, all the proposed designs have the capability of detecting errors at circuit’s primary outputs which is absent in the existing circuits [21–23]. The proposed circuit provides a basis for quantum computation with its applications and solves the power dissipation problem of conventional irreversible circuits. On the other hand, the fault tolerant property of the proposed circuit solve the bit error problem. Moreover, proposed fault tolerant circuit can also be used in on-site hardware reconfiguration [36], logic emulation [37], network components designing [38], aerospace and defense systems designing [39], computer vision specially in medical imaging [40], speech recognition [41], inexpensive prototype development [42], and digital signal processing [43].

6.2. Future work

The proposed FPGA is primarily based on the Plessey logic block. An interesting future enhancement can be considered to design a reversible fault tolerant FPGA with multi-logic block capability. For example, Plessey and LUT based logic block in a single circuit that preserves bi-directionality and fault detection capability. In that case, more signals will be needed to choose among the options. The proposed Theorems 1, 3 and 7, proved the lower bounds on the numbers of garbage outputs and constant inputs for the reversible fault tolerant decoders and Muxs. A possible future work is the realization all the basic components of the arithmetic logic unit and the central processing unit with minimal garbage outputs and the constant inputs. Theorem 2 and Example 2 proved that the two-input logical AND operation requires at least three quantum cost. Here, another interesting future work can be realizing all the basic and universal logical operations with minimal quantum cost. In that case, the similar theorems and examples are needed only for the logical OR, NOR and NAND operations, as the minimal quantum cost for the NOT and two-input Ex-OR are zero and one, respectively. Theorems 4 and 5 proved that the fault tolerant realization of a reversible Toffoli gate requires at least one garbage output, one constant input and seven quantum cost. Providing the similar property of other non-fault tolerant reversible gate is an interesting work. From Theorem 6 and corresponding Example, it can be found that at least two garbage outputs are required to realize two-input logical NAND operation in a reversible and fault tolerant mode. A similar proof is given in Example 2 for the two-input logical AND operation. Here, the possible future enhancement is to realize all the basic operations in fault tolerant modes with minimal garbage outputs and constant inputs.

Table 13
Comparative study with respect to hardware complexity.

<table>
<thead>
<tr>
<th>((m, n))</th>
<th>Proposed design</th>
<th>Existing design [21]</th>
<th>Existing design [22]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(8, 3)</td>
<td>1114x</td>
<td>2876x</td>
<td>2224x</td>
</tr>
<tr>
<td></td>
<td>1368β</td>
<td>1159β</td>
<td>931β</td>
</tr>
<tr>
<td></td>
<td>684γ</td>
<td>563γ</td>
<td>404γ</td>
</tr>
<tr>
<td></td>
<td>316β</td>
<td>459β</td>
<td>355β</td>
</tr>
<tr>
<td>(8, 4)</td>
<td>1298x</td>
<td>2972x</td>
<td>2615x</td>
</tr>
<tr>
<td></td>
<td>1464β</td>
<td>1199β</td>
<td>1059β</td>
</tr>
<tr>
<td></td>
<td>732γ</td>
<td>579γ</td>
<td>452γ</td>
</tr>
<tr>
<td></td>
<td>3494β</td>
<td>4750</td>
<td>412β</td>
</tr>
<tr>
<td>(10, 4)</td>
<td>3730x</td>
<td>12796x</td>
<td>8897x</td>
</tr>
<tr>
<td></td>
<td>4640β</td>
<td>4313β</td>
<td>2725β</td>
</tr>
<tr>
<td></td>
<td>2320γ</td>
<td>2131γ</td>
<td>1268γ</td>
</tr>
<tr>
<td></td>
<td>10,690</td>
<td>19,240</td>
<td>12,890</td>
</tr>
<tr>
<td>(10, 5)</td>
<td>4136x</td>
<td>12916x</td>
<td>10090x</td>
</tr>
<tr>
<td></td>
<td>4760β</td>
<td>4363γ</td>
<td>2885β</td>
</tr>
<tr>
<td></td>
<td>2380β</td>
<td>2151γ</td>
<td>1328γ</td>
</tr>
<tr>
<td></td>
<td>11,276</td>
<td>19,430</td>
<td>14,303</td>
</tr>
</tbody>
</table>