This paper compares different ways of estimating bigram language models and of representing them in a finite state network used by a beam-search based, continuous speech, and speaker independent HMM recognizer. Attention is focused on the n-gram interpolation scheme for which seven models are considered. Among them, the Stacked estimated linear interpolated model favourably compares with the best known ones. Further, two different static representations of the search space are investigated: “linear” and “tree-based”. Results show that the latter topology is better suited to the beam-search algorithm. Moreover, this representation can be reduced by a network optimization technique, which allows the dynamic size of the recognition process to be decreased by 60%. Extensive recognition experiments on a 10,000-word dictation task with four speakers are described in which an average word accuracy of 93% is achieved with real-time response.

II. LM ESTIMATION

2.1 Basic bigram schemes

The LMs treated here require the estimation of the basic bigram probability: \( Pr(z \mid y) \) from a training sample \( W \). In general, the above probability is computed by combining two components: a discounting function and a redistribution function. The first function is related to the zero-frequency estimation problem[13]: that is, a probability for all the bigrams never occurred in \( W \) is computed by discounting the bigram relative frequency \( f(z \mid y) = \frac{c(yz)}{c(y)} \). The second function redistributes the zero-frequency probability among the never seen bigrams. In general, probability is redistributed according to a less specific distribution - e.g. the bigram distribution if trigrams are computed - or otherwise (e.g. for unigrams) uniformly. The discounting and the redistribution functions are generally combined according to two main schemes: \textit{backing-off} [7] and \textit{interpolation} [6].

\textbf{Backoff scheme.} Bigram probability is computed by choosing the most significant approximation according to the frequency countings:

\textbf{Notation}

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V )</td>
<td>vocabulary set</td>
</tr>
<tr>
<td>( yz )</td>
<td>bigram</td>
</tr>
<tr>
<td>( y_\ast )</td>
<td>any bigram starting with ( x )</td>
</tr>
<tr>
<td>( c(\cdot) )</td>
<td>number of occurrences in a text</td>
</tr>
<tr>
<td>( d(\cdot) )</td>
<td>number of different occurrences</td>
</tr>
<tr>
<td>( d_i(\cdot) )</td>
<td>number of different ( i )-time occurrences</td>
</tr>
<tr>
<td>( c, d_i )</td>
<td>number of bigram occurrences and different ( i )-time occurrences</td>
</tr>
</tbody>
</table>

which is around 93%. Finally, an off-line reduction on the tree-based topology is applied which significantly reduces space requirements of the recognition process.
A1 \[ f'(z \mid y) = \frac{\delta(c(yz)) + \delta(z \mid y)}{c(yz) + 1} \]

GT \[ h(yz)f(z \mid y) + 1 - \sum z f'(z \mid y) \]

S1 \[ \max \left\{ \frac{c(yz) - 1}{c(y)}, \frac{d(yz)}{c(y)} \right\} \]

S/β \[ \max \left\{ \frac{c(yz) - \beta}{c(y)}, \frac{\beta d(yz)}{c(y)} \right\} \]

β \[ \frac{d(yz)}{c(y) + \beta d(yz)} < 1 \]

LE \[ \frac{c(yz)}{c(y) + d(yz)} \]

LS \[ (1 - \alpha)f(z \mid y) \]

LG \[ (1 - \lambda(y))f(z \mid y) \]

Table 1: Estimators for the discounted frequency function \( f'(z \mid y) \) and the zero-frequency probability \( \lambda(y) \).

Adding-1 (A1). This very simple estimator derives from the Bayesian estimation criterion.

Good-Turing (GT) formula. It was first introduced by Katz [7] for backoff-ing n-gram estimation. In the same way suggested in [7], the discounting function \( h \) was actually modified such that \( h(yz) = 1 \) for \( c(yz) > 5 \).

Absolute (or “shift”) discounting. A small constant \( \beta \) is subtracted from all bigram countings. Both the simplest solution with \( \beta = 1 \) (S1) \(^3\) [13] and the one proposed by Ney et al. [9] for \( 0 < \beta < 1 \) (S/β) are considered.

Linear discounting. Empirical frequencies are discounted in proportion to their value. The Linear Empirical (LE) discounting method was described by Witten and Bell [13] and was first employed for LM estimation by Placeway et al. [12]. The basic idea is to make the zero-frequency probability \( \lambda(y) \) proportional to the number of “new events” occurred after context \( y \) during the production of the text sample. The Linear Simple (LS) model assumes a simple discounting constant which can be estimated with the GT formula. Finally, the Linear General (LG) method introduces \( |V| \) parameters whose estimation in case of an interpolated model (2) will be described in the next subsection.

2.3 Linear Interpolation Estimation

In the LG interpolated LM the bigram probability is expressed as follows:

\[ Pr(z \mid y) = (1 - \lambda(y))f(z \mid y) + \lambda(y)Pr(z) \]

where \( 0 < \lambda(y) \leq 1 \) \( \forall y \) and \( \lambda(y) = 1 \) if \( c(y) = 0 \).

Parameter estimation of this model from a training text \( W \) is well known in the literature of LMs and HMMs [6]. In fact, the following Leaving-One-Out (LOO) iterative formula derived from Baum-Egon’s estimator [4] was devised:

\[ \lambda^{n+1}(y) = \frac{1}{|S_y|} \sum_{y \in S_y} \frac{\lambda^n(y)Pr(z)}{(1 - \lambda^n(y))f^*(z \mid y) + \lambda^n(y)Pr(z)} \]

where \( S_y \) is the set of all occurrences of bigrams of type \( y \) in \( W \) and \( f^*(z \mid y) \) is the relative frequency computed on \( W \) after deleting an occurrence of \( yz \).

Stacked Estimation. In order to avoid overtraining, iterations on single parameters can be stopped as soon as their values becomes stable (LG LOO estimation), or their performance on a random cross-validation sample worsens. This latter methods actually provided better results. Further, a way to reduce the disadvantage of deleting a cross-validation set was introduced by using a Stacked version of the interpolation model (LG Stacked) [5]. The basic idea of the stacked method is to combine parameters estimated on different random partitions of the training data (into training and cross-validation sets) in order to improve performance.

\(^3\)Condition \( c(yz) > 0 \) in (1) becomes \( c(yz) > 1 \).
Figure 1: Tree-based LM representation. st(w) indicates the tree of successors of word w.

III. LM REPRESENTATION

The general framework considers search performed by a Viterbi-based beam-search algorithm on a finite state network. Words are represented as sequences of phonetic units modelled with HMMs.

In the straightforward linear approach in which each word pair is linked by an arc with associated LM probability, the network size grows as $|V|^2$. Fortunately, the interpolation scheme allows a compact representation which only requires links between word pairs that occurred in the training data and factorizes the bigrams never seen by using a null node.

It is typical that within a medium-large vocabulary many words share the initial portion of their phoneme transcription. This suggests that the lexicon be organized as a tree in which common beginning phonemes of words are shared and each leaf corresponds to a word. Further, computational advantages obtained by integrating this lexicon representation with the beam-search algorithm are well known.

Unfortunately, unlike the linear representation, in the lexicon tree the identity of a word is only known at the leaf level: so, to integrate the bigram probability, a duplicate of the whole lexicon is necessary for each word and the LM probability is applied at the end of the second word of each pair. This implies an increase in the static memory space required by the tree organization to the extent that its “naive” implementation is impossible: for the 10,000-word A.Re.S. task, such a network would need $500 \times 10^6$ phoneme-labelled links!

However, the computational efficacy provided by the tree-based representation justifies the efforts made by many research laboratories to overcome the problem of its memory space requirements. In fact, some labs dynamically build the portion of the currently explored space; others adopt a static linear-tree mixture approach.

As a matter of fact, a static representation of the whole search space is attractive mainly for two reasons: first, there is no overhead in building it during the recognition process; secondly, the network can be reduced off-line.

In fact, if the null node factorization is also used for the tree-based representation (see Figure 1), for each word only the successors seen in the training text have to be tree-organized. This makes a static tree-based representation effective also for non-naive tasks, since the average size of successor trees is usually small.

One further step which gives computational improvements to the beam-search is the use of the upper-bound among probabilities of words that share a phoneme. This “back-propagation” of probabilities within trees makes many paths redundant, a fact that can be exploited to reduce network size. The partitioning algorithm described in [3] was successfully used for this purpose.

IV. EXPERIMENTS

4.1 System Description.

Acoustic modelling uses phonetic transcription of words with 50 context independent units. Unit HMMs have simple left-to-right topologies of three or four states, depending on the average length of the corresponding units. Distributions are gaussian mixtures with a variable number of components, resulting from a training process which initializes all mixtures with 24 components, and then prunes less used gaussians. The final configuration used in the experiments reported includes a total of 2863 gaussians grouped in 281 mixtures. The signal processing front-end provides the recognizer with a 27-dimensional vector every 10ms, consisting of 8 MEL scaled cepstral coefficients, the log-energy, and their first and second time derivatives. The acoustic parameter vector is scaled so as to ensure that all its elements have comparable ranges. In evaluating gaussian mixtures, instead of summing all the terms, the approximation of taking the most likely term is done, since this allows a time gain without affecting accuracy.

Acoustic models were trained with MLE on a set of 2000 sentences belonging to a phonetically rich database under collection at IRST [2]. Neither the sentences nor the speakers in the training set have any relation with the application domain.

The implementation of the decoding algorithm takes into account that the network can be huge. Hence, in spite of the network being statically represented, the memory used in intermediate computations is allocated on demand with a simple caching strategy. In this way the memory occupancy becomes strictly related to the decoding process speed, for which the most important factor is not the full network size, but the number of expanded arcs. Moreover, caching of distribution values is performed, ensuring that every distribution is computed at most once in every frame, even if the same model appears on many arcs.

4.2 LM Comparison

The perplexity of each LM was evaluated on three text corpora presenting different data sparseness conditions (see Table 2). Testing and training data were randomly extracted in 1:4 proportion. Performance and LM rank
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Table 3: Perplexity measures on different texts, LM
list on each task are reported in Table 3. Even if measured
abilities are small that, with high confidence, the differences are real and not
The results mainly show a significant difference
between the two naive methods, A1 and S1, and the
other more refined methods. Interestingly, the LM best
performs the Sβ method which shows the highest
robustness against data sparseness and distribution
noise. In fact, the GT-based LM, which performs very
well on the large data corpora, falls slightly behind on the
smallest corpus were the frequency distribution di,
is probably not well approximated by countings. LE
performs well on the small corpus but worsens a little as the
corpus size increases. The LG Stacked model performs
worse than, but close to, the S/J one and shows good robustness. Finally, the LG Stacked model
significantly surpasses the LG LOO one.

4.3 Recognition Tests
All LMs were evaluated on the 10,000-word A.Re.S.
task in terms of recognition accuracy. Test were performed on a set of 759 radiological reports, amounting to
4 hours and 44 minutes of speech, recorded by 4
physicians, only one of who (enma) had some experience
in machine dictation. The reports were chosen with the aim of stressing acoustic variability, trying to
include as many words as possible. This fact is reflected
by the LM perplexities which are 30% higher than on the “lingustic” randomly chosen test set. Recognition
results confirm the difference between the naive
methods, A1 and S1, and the refined ones, which ex-
hibit substantially equivalent performance. The ranking
among the best models is probably influenced by the
nature of the testing data.

Recognition tests (Table 5) were also performed with
the two different search space organizations and with
the tree-based one after the reduction step. Both
acoustic framework and LM (LG Stacked) were kept
fixed, and the beam threshold was chosen to achieve
real-time response on a HP735 workstation.

Word accuracy obtained with the linear representation
is slightly than with the tree-based one, given the
different impact of the beam threshold on the two
topologies. Moreover, due to the higher average num-
ber of hypotheses per frame, the recognition is 5 times
slower and the dynamic process size is larger despite
the fact that the linear network be the smallest one.
Finally, the network reduction does not affect recogni-
tion performance, but has a great influence on the
process memory requirements, as expected.

Computational advantages of the tree-based repres-
tation vs the linear one can be seen in Figure 2. In
this figure the evolution of the number of active
arcs during the decoding of a speech segment is shown,
on linear and logarithmic scales. The example reflects
a qualitative behavior which was observed in many
cases, confirming that the most ambiguous regions are
between-word transitions, either actual or potential.

The peaks of ambiguity are much more severe in the
case of the linear net. In fact, the relevant differ-
ence between the two representations is confined to these
a speech segment on linear and log scales with linear
(dashed lines) and tree-based (solid lines) topologies.

Table 3: Perplexity measures on different texts, LM ranking and order of magnitude of the standard deviation.

Table 4: LM recognition performance with different speakers in terms of WA.

Table 5: Comparison among linear, tree-based and reduced tree-based representations in terms of size, WA, real-time ratio and recognition process size.

Figure 2: Number of active arcs during decoding of a speech segment on linear and log scales with linear (dashed lines) and tree-based (solid lines) topologies.
regions, since, as is evident from the log plot, in the word-ending regions the number of active arcs can happen to be lower for the linear net. The within-word peaks correspond to potential word boundaries. Notice for example the behavior on the word “persistenza”, whose beginning parts “per” and “persiste” are words by themselves: two peaks arise in correspondence with their ending times, marked by arrows.

V. CONCLUSIONS

Several bigram LM estimations were evaluated in terms of perplexity on different corpora, exhibiting small but significant differences. The LMs were also compared in terms of word accuracy after integration in a 10,000-word continuous speech recognizer, showing that refined models give comparable results. Furthermore, the advantage of a tree-based LM representation on the beam-search algorithm was discussed. Finally, an off-line reduction of the static tree-based network was proposed as a viable method to overcome the problem of memory size.
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