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Abstract—Adequate coverage of small-delay defects in circuits affected by statistical process variations requires identification and sensitization of multiple paths through potential defect sites. Existing $K$ longest path generation (KLPG) algorithms use a data structure called path store to prune the search space by restricting the number of sub-paths considered at the same time. While this restriction speeds up the KLPG process, the algorithms lose their optimality and do not guarantee that the $K$ longest sensitizable paths are indeed found. We investigate, for the first time, the effects of missing some of the longest paths on the defect coverage. We systematically quantify how setting different limits on the path-store size affects the numbers and relative lengths of identified paths, as well as the run-times of the algorithm. We also introduce a new optimal KLPG algorithm that works iteratively and pinpointedly addresses defect locations for which the path-store size limit has been exceeded in previous iterations. We compare this algorithm with a naive KLPG approach that achieves optimality by setting the path-store size limit to a very large value. Extensive experiments are reported for 45nm-technology data.

Index Terms—Parameter variations, small-delay testing, $K$ longest path generation

I. INTRODUCTION

Delays in nanoscale circuits are heavily affected by statistical process variations [1][2][8][14][21][22][23]. This has a fundamental impact on the testability of small-delay defects (SDDs). A given SDD may lead to violating timing conditions (and therefore be a critical defect) in one manufactured instance of a circuit, but may not impact the functionality of a different instance of the same circuit. To reliably detect a critical SDD, different excitation and propagation conditions must be fulfilled for each circuit instance. Hence, standard SDD test methods [16][18] do not always provide a good defect coverage under process variations.

The following three basic classes of approaches have been suggested to deal with this problem. Approaches from the first class are based on constructing a model of process variations and integrating it into the test generation framework [10][11][13][24]. For example, a space of process parameters is defined in [10]; for a given SDD and a test pattern, the process-parameter combinations for which the SDD is detected are identified. Test generation is continued until a sufficient portion of the parameter space has been covered. The drawback of such approaches is the difficulty to obtain a technology-aware model of process variations that is accurate as well as sufficiently compact for integration into a test-generation flow. Specific challenges are the unclear validity of assumptions on process variations in a given technology; the high effort to perform a statistically significant number of either electrical simulations or actual measurements; the large number of process parameters which affect many locations of the circuit; and the complex interaction of process variations and actual defect mechanisms (such as resistive opens [6]).

The second class of approaches enriches the models by incorporating actual delays measured on manufactured instances of the circuit [12]. For example, tunable delay elements called Clock Vernier Devices were employed in the clock signal distribution network of Intel’s Montecito processor to manipulate the delays of specific paths. Then, the delay of a path can be determined by tuning it until it fails [15]. Obviously, such approaches require the presence of an on-chip infrastructure and can only be run after first silicon is available.

The third class of approaches covers an SDD by propagating the defect through a number of different paths [17][19][20]. For each SDD-location from a given set (for instance, outputs of all the logic gates in a circuit), a number $K$ of longest sensitizable paths are identified (where the length of the path is determined using nominal gate delays). For each found path, a test pair detecting the defect by sensitizing this path is generated. This $K$ Longest Path Generation (KLPG) is done in order to account for the fact that the lengths of the paths vary in different manufactured instances of a circuit. Detection of a critical SDD in a manufactured circuit instance is guaranteed as long as one of the $K$ paths through its location selected by KLPG is indeed the longest sensitizable path in the regarded circuit instance. KLPG does not require explicit modeling of process variations and can be assumed to be more computationally feasible than the variation-aware test generation mentioned before. A related problem is the search for $K$ globally longest sensitizable paths in a circuit [5][9][14].

KLPG algorithms maintain a number of partial paths which are possible sub-paths of one of the $K$ longest sensitizable paths. These sub-paths are continuously extended until they either become a complete sensitized input-to-output path, or until they are proven to be unsensitizable. A number of ad-
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$^1$ This is similar to $n$-detection, i.e., testing the same stuck-at fault by multiple different patterns, in order to cover not modeled defects such as shorts or opens [6]
vanced speed-up techniques for KLPG have been shown to scale this basic algorithm to large circuits [5][9][17]. Most of these techniques have no impact on the optimality of the algorithm, i.e., the algorithm yields $K$ longest sensitizable paths if that many different paths exist. A KLPG algorithm is not optimal if it may miss one or several of the $K$ longest sensitizable paths and either finds a shorter path or no path at all. The optimality of KLPG implementations in [5][17] is affected by imposing an upper limit on the number of partial paths maintained at any point of time. The corresponding data structure is called a path store in [17] (and corresponds to $\Psi$ in [5]). It contains partial paths for which it is not yet definitely known whether they can be extended to one of the $K$ longest sensitizable paths. Imposing a limit on the path store size leads to a path-store overflow, which implies that some of the partial paths cannot be maintained. If some of the actual $K$ longest paths are extensions of such an excluded partial path, they will not be found, thus leading to a sub-optimal solution.

In [17], a path-store size limit of 3,000 is used for the experiments. Different limits varying between 10 and 100 are used in [5] (these low values might be an explanation for the very low run-times reported in that paper). This prompts a question whether the impact of path-store overflows on the quality of the obtained solution is significant. This is the subject of investigation in this paper.

Using an implementation of a KLPG algorithm along the lines of [17], we systematically evaluate the impact of path-store overflows on the quality of the found paths. We identify SDDs for which not all partial paths fitted into the path store and compare the paths determined by the KLPG algorithm with the optimal solution, i.e., with actual $K$ longest sensitizable paths. For different values of the path-store size limit $\pi_{\text{max}}$, we report the number of SDDs for which less sensitizable paths were found due to the overflows. For SDDs with an equal number of found paths, we compare the lengths of the paths. Using a path of a lower length for testing implies a sub-optimal coverage of certain defect sizes. In particular, we calculate the number of SDDs for which the overflows lead to substantially shorter paths.

Since the aim of imposing a path-store size limit is run-time efficiency, we also study the scalability of the algorithm as a function of $\pi_{\text{max}}$. Moreover, we investigate the cost of generating a provably optimal solution. One trivial way to obtain such a solution is to use a very high value of $\pi_{\text{max}}$ or a dynamic data structure with no imposed limit. We propose an alternative iterative algorithm Opt-KLPG. We investigate the run-time behavior of Opt-KLPG and compare it to the original algorithm. We are not aware of a previous study that systematically investigates the optimality of KLPG.

II. $K$ LONGEST PATH GENERATION ALGORITHM

A. Overview of the method

The KLPG algorithm was implemented along the lines of [17] (a flowchart is found in Figure 1). As in [17], partial paths are grown from the circuit’s inputs to the outputs. They are required to pass through the SDD location. To grow a path, the side-inputs of the corresponding gates are assigned appropriate logic values and their implications are calculated. Whenever an assignment results in a local conflict, the partial path is dropped. For each partial path under consideration, a value called max esperance, corresponding to the maximal length of an extension of the partial path, is calculated and continuously updated. When $K$ complete sensitizable paths are available, all partial paths with a max esperance less than the minimal length of these $K$ paths are dropped. This is done because these paths will definitely be shorter than the $K$ already known paths when fully extended.

As soon as a complete path of sufficient length and without local conflicts has been calculated, it is sensitized. In [17], the FAN algorithm is used for this purpose. In our implementation, a Boolean-Satisfiability (SAT) instance is constructed and the sensitization is performed using the TIGUAN engine [7]. Unlike [5], no incremental SAT solving is used.

B. Pre-processing

Before path generation starts, all gates in the circuit are topologically sorted in decreasing order of their levels. The max esperance is calculated for all gates in the sorted order (where max esperance of a gate is an upper bound of maximal length of a partial path from the gate to an output). The recursive max esperance calculation works as follows: if a gate drives the primary output and no other gates, the max esperance of the gate equals its maximal (port-to-port) gate delay. Otherwise the gate’s max esperance is the sum of its maximal gate delay and the maximum of max esperances of gates driven by its output (which have been calculated already).

C. Path generation

For each SDD in the fault list, the path store is progressively filled with the partial paths that start at a primary input in the SDD’s input cone, since only these paths can be potentially extended to the SDD location. The max esperance of a partial
A completely extended path (going from a primary input through the SDD location to a primary output) has no conflicts identified by the direct implication technique, but such a path is still not guaranteed to be sensitizable. In order to check the sensitizability of a complete path, we derive a partial path with the largest max esperance is selected and extended by one gate. In case of a fanout to multiple gates, a copy of the partial path is stored in the path store unless its size limit \( \pi_{\text{max}} \) is exceeded. Then, the partial path is extended by the gate with the largest max esperance. For example, if partial path \( a \rightarrow b \rightarrow c \) is considered and \( c \) has three successors \( d, e \) and \( f \), a copy of the partial path \( a \rightarrow b \rightarrow c \) is stored in the path store and the partial path is extended such as to have the highest max esperance, e.g., \( a \rightarrow b \rightarrow c \rightarrow d \). The copy of partial path \( a \rightarrow b \rightarrow c \) kept in the path store contains only two successors \( (e \) and \( f) \), as successor \( d \) is being evaluated already. Moreover, the max esperance of the copy of \( a \rightarrow b \rightarrow c \) in the path store is computed taking into consideration successors \( e \) and \( f \) only.

After path extension, the sensitizability of the extended partial path, i.e., its ability to propagate a signal transition from the primary input to its current last gate, is checked. We implemented sensitizability conditions for robust, non-robust and functional sensitization [4]. To guarantee the path’s sensitization, the side inputs of the newly added gate are assigned logic values according to the selected sensitizability conditions. The value assignments can imply values on other signals in the circuit; if these signals are already set to a different value, a conflict is detected and the extending fails. We apply the “direct implication” technique [17] to identify conflicts. Not all possible conflicts are guaranteed to be detected by this technique.

If the extension of a partial path fails, that partial path is dropped as it cannot be extended to a sensitizable path. Then, the partial path with the largest max esperance is taken out of the path store. The algorithm attempts to extend the next path with the largest max esperance of the successors gate. Partial paths that have been considered previously are excluded from consideration. For example, if \( a \rightarrow b \rightarrow c \rightarrow d \) could not be sensitized, partial path \( a \rightarrow b \rightarrow c \) may be selected and extended by the remaining successor (e.g., \( e \)) with the highest max esperance.

**D. Path sensitization**

A completely extended path (going from a primary input through the SDD location to a primary output) has no conflicts identified by the direct implication technique, but such a path is still not guaranteed to be sensitizable. In order to check the sensitizability of a complete path, we derive a conditional multiple stuck-at (CMS@) fault [7] from the generated path. A CMS@ fault consists of a list of fault activation conditions and a list of stuck-at-like fault effects. In our case, fault activation conditions are given by the values assigned to the side inputs of the gates on the path, and the only fault effect is the erroneous value on the SDD location. We use the SAT-based ATPG tool TIGUAN [7] to find a test that detects the constructed CMS@ fault. If a test pattern is found, it sensitizes the path. If TIGUAN reports that the CMS@ fault is untestable, the path is not sensitizable.

The KLPG algorithm terminates when either \( K \) sensitizable paths have been found or when the path store becomes empty.

### III. The Optimal KLPG Algorithm

The algorithm Opt-KLPG is outlined in Figure 2. It starts by running KLPG with a user-defined path-store size limit \( \pi_{\text{max}} \). The path store is empty at the beginning of the first iteration of Opt-KLPG. In contrast to the algorithm in the previous section, partial paths which are not included in the path store due to overflows (overflow paths) are kept for subsequent iterations. Only the paths in the path store are considered by the KLPG algorithm. The first iteration of Opt-KLPG yields a (potentially sub-optimal) set of sensitizable paths for each SDD.

If an SDD is affected by an overflow, subsequent iterations of Opt-KLPG invoke further KLPG runs (using the same \( \pi_{\text{max}} \) value). In these iterations, the path store is initialized with overflow paths generated in previous iterations. If the number of such partial paths exceeds \( \pi_{\text{max}} \), the ones with the largest max esperance are selected. This means that some of the paths that have not been selected may be re-generated during KLPG.

As soon as \( K \) sensitizable paths have been found, all partial paths with max esperance below the length of the shortest of the \( K \) paths are dropped immediately. This procedure is iterated until all overflow partial paths have been inserted into the path store and investigated. Note that the solution quality yielded by Opt-KLPG is not affected by the choice of \( \pi_{\text{max}} \) as the algorithm is guaranteed to always find the optimal solution.

---

**Figure 2.** Flowchart of the Opt-KLPG algorithm from Section III.
### Table I. Experimental Results for Functional Sensitization

<table>
<thead>
<tr>
<th>Circuit (gate cnt)</th>
<th>$\pi_{max}$</th>
<th>KLPG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Over-Flows</td>
<td>Path length</td>
</tr>
<tr>
<td></td>
<td>Over-Flows</td>
<td>Average # re-iterations</td>
</tr>
<tr>
<td></td>
<td>Comparison</td>
<td>Gates with less paths</td>
</tr>
</tbody>
</table>

#### c5315 (2228)
- $\pi_{max} = 1500$
- Over-Flows: 117690
- Path length: 201540
- CPU time [s]: 60.7
- Average # re-iterations: 7149
- Delta length [%]: 5099
- Path length: 7149
- CPU time [s]: 51.1
- Gates with less paths: 0
- Gates with short paths: 0

#### c5552 (2592)
- $\pi_{max} = 1500$
- Over-Flows: 117690
- Path length: 201540
- CPU time [s]: 60.7
- Average # re-iterations: 7149
- Delta length [%]: 5099
- Path length: 7149
- CPU time [s]: 51.1
- Gates with less paths: 0
- Gates with short paths: 0

#### b14 (6763)
- $\pi_{max} = 1000$
- Over-Flows: 117690
- Path length: 201540
- CPU time [s]: 60.7
- Average # re-iterations: 7149
- Delta length [%]: 5099
- Path length: 7149
- CPU time [s]: 51.1
- Gates with less paths: 0
- Gates with short paths: 0

#### b15 (8931)
- $\pi_{max} = 1000$
- Over-Flows: 117690
- Path length: 201540
- CPU time [s]: 60.7
- Average # re-iterations: 7149
- Delta length [%]: 5099
- Path length: 7149
- CPU time [s]: 51.1
- Gates with less paths: 0
- Gates with short paths: 0

#### p35 (19964)
- $\pi_{max} = 1000$
- Over-Flows: 117690
- Path length: 201540
- CPU time [s]: 60.7
- Average # re-iterations: 7149
- Delta length [%]: 5099
- Path length: 7149
- CPU time [s]: 51.1
- Gates with less paths: 0
- Gates with short paths: 0

#### p45 (22877)
- $\pi_{max} = 1000$
- Over-Flows: 117690
- Path length: 201540
- CPU time [s]: 60.7
- Average # re-iterations: 7149
- Delta length [%]: 5099
- Path length: 7149
- CPU time [s]: 51.1
- Gates with less paths: 0
- Gates with short paths: 0

#### p78 (57608)
- $\pi_{max} = 1000$
- Over-Flows: 117690
- Path length: 201540
- CPU time [s]: 60.7
- Average # re-iterations: 7149
- Delta length [%]: 5099
- Path length: 7149
- CPU time [s]: 51.1
- Gates with less paths: 0
- Gates with short paths: 0
IV. EXPERIMENTAL RESULTS

We applied our implementation of KLPG and Opt-KLPG to ISCAS-85 circuits (which are small but are known to have a large number of reconvergencies and are therefore challenging for path-selection algorithms), combinational cores of ITC-99 circuits, and industrial circuits provided by NXP. We synthesized the original circuits using a publicly available 45nm cell library [3] in order to use realistic pin-to-pin gate delays. We omit results for circuit c6288, a multiplier with a large number of long non-sensitizable paths. In [17], a specific technique called Smart-PERT was developed in order to handle c6288; our implementation does not include this technique.

Table I summarizes the results for $K = 5$ (i.e., five longest sensiztizable paths are generated for each gate output in the circuit) and functional sensitization conditions. For each circuit, KLPG and Opt-KLPG were run for a number of different path-store size limits $\pi_{\max}$ between 10 and 30,000. We used fault lists consisting of all gates for ISCAS circuits and 1,000 randomly selected gates for ITC-99 and NXP circuits. Column 1 shows the circuit name with its gate count in parentheses. Columns 2 and 3 contain $\pi_{\max}$ and the number of overflows encountered by KLPG. In column 4, the sum of lengths of the (up to) five paths identified by KLPG is reported. If the number of overflows is 0, then KLPG’s results are optimal and the lengths in column 4 is maximal; otherwise it can be sub-maximal. Note that the lengths are real numbers rounded to the nearest integer. For instance, KLPG fails to find the optimal solution for p45 with $\pi_{\max} = 30,000$, but the reported length of 4659 corresponds to the optimal length due to rounding artifacts. The run-times of KLPG can be found in columns 5 and 6. We report the total run-times as well as the times excluding the calls of the SAT-engine (columns “Excl SAT”), which describe the effort spent in actual search for paths.

From the KLPG results, it can be seen that very small values of $\pi_{\max}$ typically result in a large number of overflows (we will discuss the impact of the overflows on test quality related metrics such as the lengths of the found paths later). The minimal value of $\pi_{\max}$ which results in no overflows varies among the circuits (and does not always grow with circuit size). The number of overflows does not always decrease for larger path store size limits. The reason is that a larger path store may contain a partial path which in turn results in generation of more partial paths, while a smaller path store may simply not contain this path. The run-time difference of our implementation and [17] can be partially attributed to the lack of a number of advanced speed-up techniques such as forward-trimming or Smart-PERT in our implementation. Our aim is to study the impact of $\pi_{\max}$ on the results and not to outperform earlier implementations. A further reason is the amount of time spent for the path sensitization. In contrast to the FAN algorithm which can be seamlessly integrated into the KLPG framework in [17], each path sensitization requires a lengthy process in our case: A path is mapped onto a CMS@ fault for which an ATPG-instance is constructed, which in turn is mapped onto a SAT-instance and solved. Even though the employed SAT-ATPG engine can perform these tasks in a fraction of a second, but the large number of paths to be evaluated results in a large number of SAT-ATPG instances and therefore high run-time requirements. In general, run times rise with growing $\pi_{\max}$.

Columns 7 through 11 provide information on the optimal algorithm Opt-KLPG. Column 7 contains the number of overflows encountered during the complete run of all the iterations. This number is always higher than the number of overflows in column 3, as KLPG constitutes the first iteration of Opt-KLPG. Column 8 contains the number of required “re-iterations”, that is, iterations after the initial KLPG run. The value reported is the average over all the SDD locations (gate outputs). This number is always 0 if there were no overflows in the initial KLPG run. In column 9, the sum of the lengths of the optimal paths can be found (this value is independent from $\pi_{\max}$). Columns 10 and 11 contain the run-times. As for KLPG, the run times tend to be larger for a larger $\pi_{\max}$, yet the trend is less pronounced. This is because a larger $\pi_{\max}$ implies less re-iteration of Opt-KLPG. While Opt-KLPG requires more time than KLPG for the same $\pi_{\max}$, it always yields the optimal solution. For instance, circuit c1908 requires $\pi_{\max} = 30,000$ in order to avoid overflows altogether; this necessitates a total run time of 815 CPU-seconds. However, Opt-KLPG achieves the same result for $\pi_{\max} = 500$ using 306 CPU-seconds. Furthermore, even running Opt-KLPG with $\pi_{\max} = 10$ results in a large number of re-iterations per gate, but the total run time of 346 CPU-seconds is still less than for KLPG with $\pi_{\max} = 30,000$.

The last three columns of Table I evaluate the coverage problems due to sub-optimal path selection by the KLPG algorithm. Column 12 shows the difference between the total length of the paths found by Opt-KLPG (column 9) and KLPG (column 4). This difference is rather large for very small values of $\pi_{\max}$; it tends to be within 1% for $\pi_{\max} \geq 100$. This is because many SDDs are not affected by overflows or because the identified paths are not much shorter than the optimal ones. The second-to-last column contains the number of SDD-locations (gates) through which KLPG found less paths than are in existence. This is a severe situation with a significant impact on testability under process variations. It rarely occurs for $\pi_{\max} > 10$. The final column shows the number of gates for which the total length of paths identified by KLPG was shorter than the optimum. This corresponds to a coverage impact for the SDD associated with this particular gate. In some of the manufactured instances of the circuit, such SDDs will not be adequately tested. A significant number of gates turn out to be vulnerable to this problem even for large values of $\pi_{\max}$. Figure 3 shows, in graph form, the number of such gates in circuit p35, accompanied by run times for KLPG and Opt-KLPG (which is not affected by this problem).

![Figure 3](image-url)
Tables II and III contain the comparison between KLPG and Opt-KLPG (as in the final three columns of Table I) under non-robust sensitization conditions (as opposed to functional sensitization in Table I) for two alternative delay models: gate delays extracted from the technology library and unit-delay model which assumes that each gate has a delay of 1. The influence of the model assumptions tends to be limited. We made similar observation for further benchmarks which are not reported here. It can be seen that path store size affects the optimality of the solution for different assumptions.

V. CONCLUSIONS

K longest path generation is an attractive technique to test small-delay defects under process variations without having to explicitly model the variation mechanism. We studied, for the first time, the optimality of the KLPG algorithm in a systematic way, and discovered that the path-store size limit $\pi_{max}$ has a significant impact on the results. In practice, conservative setting of this limit to values beyond 1,000 does yield optimal results for most (but not all) of the considered circuits. In contrast, setting $\pi_{max}$ to very small values, as suggested by some recent publications, appears to have grave impact on the test quality. We suggested a provably optimal algorithm Opt-KLPG, which works iteratively and outperforms conventional KLPG with a large path store. Overall, it seems that KLPG optimality should be paid attention to when high test quality is required for circuits affected by process variations.

Table II. Comparison of KLPG and Opt-KLPG for Different Model Assumptions, Circuit C7552

<table>
<thead>
<tr>
<th>$\pi_{max}$</th>
<th>Non-robust sensitization</th>
<th>Unit delay, functional sens.</th>
<th>Unit delay, non-robust sens.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta$ path length w. less w. short Gates [%]</td>
<td>Gates w. less w. short paths</td>
<td>$\Delta$ path length w. less w. short Gates [%]</td>
</tr>
<tr>
<td>10</td>
<td>3.95</td>
<td>19 1603</td>
<td>4.22</td>
</tr>
<tr>
<td>50</td>
<td>0.24</td>
<td>0 197</td>
<td>0.40</td>
</tr>
<tr>
<td>100</td>
<td>0.10</td>
<td>0 81</td>
<td>0.12</td>
</tr>
<tr>
<td>300</td>
<td>0.00</td>
<td>0 2</td>
<td>0.00</td>
</tr>
<tr>
<td>1000</td>
<td>0.00</td>
<td>0 0</td>
<td>0.00</td>
</tr>
<tr>
<td>1500</td>
<td>0.00</td>
<td>0 0</td>
<td>0.00</td>
</tr>
<tr>
<td>3000</td>
<td>0.00</td>
<td>0 0</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table III. Comparison of KLPG and Opt-KLPG for Different Model Assumptions, Industrial Circuit p45

<table>
<thead>
<tr>
<th>$\pi_{max}$</th>
<th>Non-robust sensitization</th>
<th>Unit delay, functional sens.</th>
<th>Unit delay, non-robust sens.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta$ path length w. less w. short Gates [%]</td>
<td>Gates w. less w. short paths</td>
<td>$\Delta$ path length w. less w. short Gates [%]</td>
</tr>
<tr>
<td>10</td>
<td>22.17</td>
<td>25 698</td>
<td>17.12</td>
</tr>
<tr>
<td>50</td>
<td>5.59</td>
<td>1 358</td>
<td>4.36</td>
</tr>
<tr>
<td>100</td>
<td>2.01</td>
<td>1 180</td>
<td>2.08</td>
</tr>
<tr>
<td>300</td>
<td>0.51</td>
<td>1 62</td>
<td>0.67</td>
</tr>
<tr>
<td>500</td>
<td>0.33</td>
<td>1 44</td>
<td>0.47</td>
</tr>
<tr>
<td>1000</td>
<td>0.13</td>
<td>0 23</td>
<td>0.27</td>
</tr>
<tr>
<td>1500</td>
<td>0.08</td>
<td>0 14</td>
<td>0.21</td>
</tr>
<tr>
<td>3000</td>
<td>0.01</td>
<td>0 5</td>
<td>0.08</td>
</tr>
<tr>
<td>30000</td>
<td>0.00</td>
<td>0 0</td>
<td>0.00</td>
</tr>
</tbody>
</table>
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