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SUMMARY Mobile ad hoc networks (MANETs) consist of mobile terminals that directly connect with one another to communicate without a network infrastructure, such as base stations and/or access points of wireless local area networks (LANs) connected to wired backbone networks. Large-scale disasters such as tsunamis and earthquakes can cause serious damage to life, property as well as any network infrastructure. However, MANETs can function even after severe disasters have destroyed regular network infrastructure. We have proposed an autonomous decentralized structure formation technology based on local interaction, and have applied it to implement autonomous decentralized clustering on MANETs. This method is known to configure clusters that reflect the network condition, such as residual battery power and the degree of each node. However, the effect of clusters that reflect the network condition has not been evaluated. In this study, we configure clusters using our method, the back-diffusion method, and a bio-inspired method, which is a kind of autonomous decentralized clustering that cannot reflect the network condition. We also clarify the importance of clustering that reflects the network condition, with regard to power consumption and data transfer efficiency.
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1. Introduction

Large-scale disasters such as tsunamis and earthquakes can seriously damage or destroy network infrastructure. In the aftermath of such disasters, it is crucial to quickly gather information about the disaster and to promptly issue according evacuation orders. In order to realize these goals, failures in network functionality must be corrected as quickly as possible. Because confusion tends to abound immediately after a catastrophe, network protocols designed with the assumption of a normal environment may not satisfy operating requirements, and hence prompt network recovery may not be possible. This problem can be solved by creating an environment in which the remaining devices can operate effectively.

One solution is mobile ad hoc networks (MANETs) [1], where mobile terminals directly connect to one another to create a communication network without recourse to network infrastructure, such as base stations and/or access points of wireless local area networks (LANs) connected to wired backbone networks. One of the most important issues in MANETs is to reduce the power consumption of the network in order to extend its life span. Research has been conducted on methods to reduce the power consumption of networks [2]–[4]. Clustering mechanisms for MANETs have been proposed for power saving and load balancing [5], [6]. They are important because they help reduce the power consumption of each node and extend the life of the entire network. These mechanisms use metrics such as the battery reserves [7] and the performance (e.g., processing speed, memory, and other parameters) [8] of each node in the network.

Various clustering methods have been studied [9]–[14]. However, all these methods require non-local information. In other words, they are not strictly autonomous decentralized algorithms, and global information regarding the state of the network is needed to obtain a globally optimal solution for the cluster structure. It is practically difficult to acquire global network information because information exchange is structurally limited in MANETs. This emphasizes the importance of autonomous decentralized cluster configuration methods, whereby globally optimum structures can be developed from local information, and can be used to execute traffic control, path control, and network resource management. Methods proposed in [15], [16] are based on local information, and include the well-known bio-inspired method, which uses a Turing pattern of reaction-diffusion equations. However, these clustering methods use seven parameters, and thus parameter setting is difficult for them. Moreover, clusters configured using the bio-inspired method cannot reflect the characteristics of the given network conditions (e.g., the distribution of the residual battery power of terminals, the position of power supplies, or the node degree of mobile terminals).

In the past, we have proposed a framework for a novel autonomous decentralized mechanism based on local interaction [17]. This framework is founded on the interplay between local interaction and the solution provided by a partial differential equation. As a specific example, we proposed the autonomous decentralized formation of structures with finite spatial size and showed the applicability of our method to autonomous clustering in MANETs [18]. Our clustering method, the back-diffusion method, can configure clusters using only local information about neighboring nodes.
Moreover, it allows each node to act flexibly based only on the information available to it, i.e., its own situation. Consequently, the back-diffusion method can yield clustering structures that reflect the characteristics of the network condition. [19] shows that the back-diffusion method (see [18]) can configure clusters faster than an existing method [15] by a factor of 10 or more. This means that communication can be recovered more quickly through the back-diffusion method. Furthermore, the clusters yielded by the back-diffusion method have approximately double the lifetime of those generated by the bio-inspired method in the control packet transfer phase [20]. Note that [20] makes no mention of the effect of the routing algorithm on the data packet transfer phase. Moreover, the effect of clusters that reflect the network condition has not been evaluated.

In this paper, we configure clusters using the back-diffusion method [18] and the bio-inspired method [15]. We then evaluate the effect which reflect the network condition for clusters from the point of view of both power consumption and data transfer efficiency [21]. In particular, we show the characteristics of power consumption using the metrics of both the first node die (FND) time [22] (FND time is the time period until the first failure of a node due to battery exhaustion) and the percentage of live nodes. Live nodes are those that have battery power remaining. Moreover, we evaluate the amount of the received packets by the sink node of the network, which is configured by the back-diffusion method and the bio-inspired method, to determine data transfer efficiency. Further, we show the performance characteristics of each method in terms of the number of nodes and node mobility. We use a hierarchical temporally ordered routing algorithm (Hi-TORA) [23] to evaluate the data transfer efficiency of the cluster. Note, however, that our aim here is not to find the most suitable routing algorithm for the back-diffusion method.

This paper consists of the following sections: in Sect. 2, we present the framework of our proposed autonomous decentralized structure formation technology and explain the bio-inspired method, which is an autonomous decentralized structure formation approach that uses Turing patterns. In Sect. 3, we describe Hi-TORA, the hierarchical routing algorithm used in this study. We evaluate the characteristics of the back-diffusion method in Sect. 4, and Sect. 5 provides our concluding remarks.

2. Clustering Method Based on Autonomous Decentralized Structure Formation

In this section, we provide an overview of the autonomous decentralized structure formation that uses back-diffusion drift. We also describe the bio-inspired method based on reaction-diffusion equations.

2.1 Overview of Back-Diffusion-Based Autonomous Decentralized Structure Formation Technology

We first introduce the autonomous decentralized structure formation technology (back-diffusion method) for an onedimensional network model to provide an intuitive understanding of the behavior of our method. Let the density function (density distribution) of a certain quantity at time \( t \) and position \( x \) be \( q(x,t) \). The initial value of \( q(x,0) \) can be considered as the metric, e.g., the residual battery power of each node in a MANET. Local behavior corresponds to changing the value of \( q(x,t) \) at each point, \( x \), by controlling the information exchange between adjacent nodes. Note that, \( q(x,t) (t > 0) \) is used for cluster configuration and is independent of residual battery power, whereas \( q(x,0) \) reflects initial battery power. Therefore, changing the value of \( q(x,t) \) at each point does not mean that each node changes its own battery power. In an autonomous decentralized structure formation, flow \( J(x,t) \) (the operation rule that changes the value of \( q(x,t) \)) is expressed as

\[
J(x,t) = -c f(x,t) q(x,t) - c \sigma^2 \frac{\partial}{\partial x} q(x,t),
\]

where the first and second terms denote the drift and diffusion terms, respectively. The temporal evolution of distribution \( q(x,t) \) that corresponds to this change is given by

\[
\frac{\partial}{\partial t} q(x,t) = c \left( \frac{\partial}{\partial x} f(x,t) + \sigma^2 \frac{\partial^2}{\partial x^2} \right) q(x,t).
\]

In the above equation, \( c (> 0) \) denotes the rate of temporal evolution of \( q(x,t) \) and \( \sigma^2 \) denotes the variance of the normal distribution on which the function converges. \( J(x,t) \) represents the extent of spatial movement of \( q(x,t) \); note that the total amount of battery power \( q(x,t) \) does not change over time. Equation (2) is a second-order differential equation. Therefore, this operation rule can be determined through interaction with adjacent nodes.

The introduction of \( f(x,t) \) eliminates the need to set a coordinate system in the network. As a more intuitive explanation, we consider the potential function \( \Phi(x,t) \) instead of \( f(x,t) \):

\[
f(x,t) = -\frac{\partial \Phi(x,t)}{\partial x}.
\]

Choosing an appropriate \( \Phi(x,t) \) yields autonomous decentralized control that does not depend on a coordinate system. We now investigate the calculation of the drift term from \( q(x,t) \) at each point \( x \). Since \( \Phi(x,t) \) should result in the maintenance of the distribution within a finite spatial size, contrary to the effect of diffusion, \( \Phi(x,t) \) is, after discrete time \( \Delta t \), given by

\[
\Phi(x,t + \Delta t) = - \left( q(x,t) - \gamma \frac{\partial^2 q(x,t)}{\partial x^2} \Delta t \right),
\]

where \( \gamma > 0 \), and \( \Phi(x,t) \) is periodically renewed at intervals of \( \Delta t \). The above equation is obtained by the sign inversion of the space derivative term in the diffusion equation. Note that Eq. (4) uses periodic time with interval \( \Delta t \) instead of \( t \). This is because the effect of the second term vanishes at the limit where \( \Delta t \) approaches 0 [18]. The method of generating
potential $\Phi(x, t + \Delta t)$ by using $q(x, t)$ is shown in Fig. 1. The meaning of this figure is expressed as follows:

- We let the time progression of the diffusion phenomenon with diffusion coefficient $\gamma$ be reversed (back-diffusion).
- We then reverse the distribution (up and down) and regard the completed distribution as the potential.

Because of the effect of the drift term, including the potential, the peak of $q(x, t)$ is emphasized and the shape of the distribution is sharpened (Fig. 2). The effect of the diffusion term, on the other hand, is to flatten the distribution. Figure 3 shows an example of the structure with a finite spatial size that can be formed by balancing one effect against the other. In Fig. 3, the peak of $q(x, t)$ is the representative node of the cluster and the minimum value of the distribution is the boundary of the cluster.

Moreover, [18] has shown that our approach can be applied to an arbitrary network as well as a one-dimensional network because diffusion and back-diffusion can be defined based only on the states of the node and nodes adjacent to it. We now concretely describe the local action rule in the network. First, the set of nodes that are adjacent to node $i$ (the set of nodes that are linked to node $i$) is defined as $N_i$. We also discretize time and set the time interval of autonomous control as $\Delta t$. In the following, we describe the action rule for spatial discretization that corresponds to nodes in the network, and time discretization that corresponds to control timing. The distribution $q_i(t_k)$ at time $t_k := k \times \Delta t$ at node $i$ changes (after $\Delta t$) as follows:

$$q_i(t_{k+1}) = q_i(t_k) - \Delta t \sum_{j \in N_i} \left( J^\text{drift}_{i,j}(t_k) + J^\text{diff}_{i,j}(t_k) \right),$$

where $J^\text{drift}_{i,j}(t)$ and $J^\text{diff}_{i,j}(t)$ are variations created by the drift effect and the diffusion effect within each unit time, respectively. $J^\text{drift}_{i,j}(t)$ and $J^\text{diff}_{i,j}(t)$ satisfy the following equations:

$$J^\text{drift}_{i,j}(t_k) := \begin{cases} c f_{i,j}(t_k) q_j(t_k), & (f_{i,j}(t_k) > 0), \\ -c f_{j,i}(t_k) q_i(t_k), & (f_{j,i}(t_k) > 0), \end{cases}$$

$$f_{i,j}(t_k) := -\left( \Phi(i, t_k) - \Phi(j, t_k) \right),$$

$$J^\text{diff}_{i,j}(t_k) := -\sigma^2 \left( q_j(t_k) - q_i(t_k) \right).$$

Due to the drift effect, the distribution moves in direction $i \rightarrow j$ ($j \rightarrow i$) in the case of $f_{i,j}(t_k) > 0$ ($f_{j,i}(t_k) < 0$). Here, equation $f_{i,j}(t_k) = -f_{j,i}(t_k)$ holds. The variation is proportional to the product of the velocity of the drift $f_{i,j}(t_k)$ ($f_{j,i}(t_k)$) and $q_i(t_k)$ ($q_j(t_k)$) in node $i$ ($j$). The above description is formalized by Eq. (6). The variation due to the diffusion effect is proportional to the gradient of the distribution in Eq. (8).

We now explain how to determine the potential $\Phi_i(t_{k+1})$ that is related to drift. The potential value $\Phi_i(t_{k+1})$ of node $i$ at time $t_{k+1}$ is decided by the value of the distribution $q_i(t_k)$ and the back-diffusion of $q_i(t_k)$ as follows:

$$\Phi_i(t_{k+1}) = -\left( q_i(t_k) - \gamma \Delta t \sum_{j \in N_i} J^\text{back}_{i,j}(t_k) - J^\text{back}_{j,i}(t_k) \right),$$

where $J^\text{back}_{i,j}(t_k)$ is generated by the back-diffusion of $q_i(t_k)$, and is the variation in a unit time period in the direction of node $i \rightarrow j$. The variation $J^\text{back}_{i,j}(t_k)$ is given by

$$J^\text{back}_{i,j}(t_k) = \begin{cases} q_j(t_k) - q_i(t_k), & (\Delta q_i^{\text{max}}(t_k) = q_j(t_k) - q_i(t_k)), \\ 0, & (\text{otherwise}). \end{cases}$$

$$\Delta q_i^{\text{max}}(t_k) := \max_{j \in N_i} \left( q_j(t_k) - q_i(t_k) \right).$$
$q_j(t_k)$ for the adjacent nodes at the interval of $\Delta t$. The complexity of this information exchange does not depend on network size because the communication range is only one hop. Therefore, it is scalable against the number of nodes.

Our method takes into account only the initial battery capacity of terminals for clustering. A better cluster can certainly be configured if updated information about the network, such as the battery capacity of each terminal, is used for our clustering. We have in the past proposed a vector distribution quantity [24], [25] for this purpose. By using this method, it is possible to reflect the network condition (e.g., the residual battery power of each node) for cluster structures at all times. However, our aim here is to evaluate the effect of the clustering which reflects or not the network condition from the point of view of both power consumption and data transfer efficiency. Thus, we do not use the vector process in our evaluation. The vector process is necessary for practical use, but we have positioned this paper as a basic study. In future research, we will evaluate the effect which reflect the network condition for clusters using vector process.

2.2 Bio-Inspired Method Based on Reaction-Diffusion Equations

The bio-inspired method [15] is an autonomous decentralized structure formation approach that uses Turing patterns. Invented by Alan Mathison Turing, a Turing pattern is a mathematical method used to describe pattern formation on the bodies of animals. A Turing pattern is formed through reaction-diffusion equations (Eqs. (12) and (13)). Each node in the network contains two factors, activator $a$ and inhibitor $h$, and these values change over time according to the following differential equations:

$$\frac{\partial a}{\partial t} = \frac{ca^2}{h} - \mu a + \rho_0 + Da \nabla^2 a,$$

$$\frac{\partial h}{\partial t} = ca^2 - \nu h + \rho_1 + Dh \nabla^2 h,$$

where $c$, $\rho_0$, and $\rho_1$ are parameters that enhance the effects of the activator and the inhibitor, and $\mu$ and $\nu$ are parameters that reduce the effects of the activator and the inhibitor, respectively. Moreover, $Da$ and $Dh$ are parameters that describe the rate of diffusion of the activator and the inhibitor, respectively. From Eqs. (12) and (13), we see that the spatial pattern appears gradually over time (Fig. 4), and the peak of the created pattern denotes the representative node of the cluster whereas the extent of the pattern denotes the extent of the cluster. [26] presents research on parameter design for systems based on reaction-diffusion equations. It is, in general, significantly more difficult to design parameters for the bio-inspired method than the back-diffusion method because the former has many more parameters.

3. Hierarchical Routing Hi-TORA

In this section, we describe Hi-TORA [23], a hierarchical routing algorithm that we apply to MANETs in this paper.

3.1 Overview of Hi-TORA

Hi-TORA is a hierarchical routing (cluster-based routing) scheme used in MANETs. Hi-TORA has two phases according to the domain in which the routing algorithm operates: the intra-cluster (within a cluster) and the inter-cluster (among clusters) phases. The traditional link-state-type routes (shortest path routes) are provided for intra-cluster routing. For inter-cluster routing, on the other hand, Hi-TORA applies a TORA (Temporally Ordered Routing Algorithm) [27]. It regards one cluster as a virtual node in this case. In this way, Hi-TORA calculates the routing path from the source node to the sink node based on the two phases, when the sink node belongs to a different cluster from the source node. We briefly explain the routing algorithm for each phase below.

3.2 Routing for the Intra-Cluster Phase

For the intra-cluster phase, Hi-TORA executes the link-state routing algorithm, which finds the shortest path between the source node and the sink node using Dijkstra’s algorithm. When the source node and the sink node are in the same cluster, the source node sends the data to the sink node through the shortest path. Otherwise, the source node sends the data to the boundary node adjoining the neighboring cluster on the path to the sink node. If two or more boundary nodes exist, the source node chooses as the boundary node the one that has the a lower numerical node ID.

3.3 Routing for the Inter-Cluster Phase

Hi-TORA adopts TORA to execute on-demand path calculations for the routing algorithm among the clusters because TORA is highly adaptable to node mobility. TORA establishes the DAG (directed acyclic graph) in which the sink node is regarded as the root. TORA then determines the logical direction of the links to the sink node by using the DAG, where the calculation of the direction of each link uses a metric called “height”. TORA controls the entire network to maintain multiple paths between the source and sink nodes. Thus, the overhead of the control packets for TORA inevitably increases with the number of nodes. The overhead can be reduced by assuming that each cluster is a virtual node, so that height can be set not to each link but to each cluster.

When a source node wants to communicate with a sink node, the source node sends a request to send (RTS) packet
to the sink node. The height is then set for all clusters that receive the packet. The destination cluster’s height is set to 0. The closer a cluster is to the source node, the larger the value of height set for it. Thus, the height of the source cluster, to which the source node belongs, is the highest value in the network, and the height of the destination cluster, to which the destination node belongs, is the lowest value. The data packets generated by the source node are forwarded through the clusters with lower height.

Note that the clusters on which Hi-TORA in [23] operates are configured by the clustering method in [28]. The evaluations of this paper compare the back-diffusion method and the bio-inspired method as clustering methods.

4. Evaluation

In this section, we clarify the effect which reflects the network condition for clusters from the point of view of both power consumption and data transfer efficiency while showing the results of a comparative evaluation of the temporal evolution of the live node percentage, the FND time, and the amount of data received by the sink node.

Our evaluations do not take into account the physical layer and the MAC (media access control) layer. This is because the aim of our study is to evaluate the effect which reflects the network condition for clusters. In other words, we evaluate the effect of the mismatch between the network condition and the configured clusters. Therefore, we focus on the importance of the clustering that reflects network conditions rather than evaluations of accurate power consumption. Power consumption and data transfer efficiency are merely metrics for the evaluation of the effect which reflects the network condition for clusters. In future research, we intend to evaluate the back-diffusion method by considering the effects of real environments, such as protocols and real battery models, using vector process.

4.1 Characteristics of Power Consumption and Data Transfer Efficiency

We examine the power consumption characteristics of data transfer for each method in order to clarify the importance of clustering that reflects network conditions. The network is an UDG (unit disk graph) of 1,000 m × 1,000 m and is constructed by 101 nodes. An UDG is a type of intersection graph based on circles of the same size (Fig. 5). An UDG is suitable as a model of an ad hoc network because it can describe various radio transmission ranges between nodes, but cannot reflect more realistic wireless network characteristics such as packet collisions. We will address this issue in future work. The network model has a torus topology to exclude the influence of the boundary. In other words, each node emerges on the other side when it crosses the boundary. Note that we assume mobile nodes in MANETs. Node movement is set by a random direction model every second, and the average velocity of each node is 1.3 m/s. The random direction model is a kind of famous mobility model [29]. This model is used for the simulating the movement of users in a mobile wireless networks.

One of the nodes is taken to be a sink node and is set at the center of the network. The position of the sink node is (500 m, 500 m). Note that the sink node is fixed. It assumes that the sink node is a server or a base station. The established servers and base stations can secure battery supply. Therefore, the sink node does not consume its own battery. If the sink node consumes battery, it may become immediately unusable by the mobility pattern of each node. This is because the number of nodes adjacent to the sink node may suddenly increase. As a result, maximum data transfer efficiency cannot be measured, and the analysis of results becomes difficult.

Figure 6 shows an example of the distribution for initial battery power of each node. In Fig. 6, the color represents the battery power of each node. We assume that the initial distribution of each node is identical to the random initial battery power. Other conditions are shown in Table 1. Note that we assume that the user carries his or her terminal, so that node movement does not increase battery consumption, and the battery consumption for each node occurs by packet transfer and the constant processing of each representative node. Therefore, our battery model does not capture its nonlinear characteristics. Furthermore, this study assumes a simplified power consumption model. Specifically, we assume that the same amount of power is consumed for transmitting packets and for receiving them. Naturally, considering a more realistic power consumption model is a very important issue. However, this is a basic study about the effect of the clustering which reflects or not the network condition,

![Fig. 5 Unit disk graph network.](image)

![Fig. 6 The distribution of initial battery power.](image)
and our future work will evaluate the characteristics of a network given a realistic power consumption model. Note that clusters are formed from \( t = 0 \) s using each method, and the routing, using Hi-TORA, and the transmission of data packets starts at \( t = 1,001 \) s. In addition, the results show the average of 30 simulations.

We now describe the routing procedures. First, each node generates data packets (1 pkt = 1.5 kB) with time intervals that obey an exponential distribution with \( \lambda = 0.005 \). The value of \( \lambda \) is set according to [30]. The source node sends data packets to the sink node through the multi-hop path computed by Hi-TORA. Once established, the routing path is maintained until the transmission of packets is completed. For simplicity, we assume that the sink node can receive multiple packets simultaneously; that is, packet collision is not considered. If the path to the sink node cannot be found, the source cancels packet transmission. Only the sink node has a main power supply, and thus its battery power is never exhausted. The parameters of the back-diffusion method and the bio-inspired method are shown in Tables 2 and 3, respectively. The parameters of the back-diffusion method are adjusted so that it yields the same number of clusters as the bio-inspired method at \( t = 1,000s \). For cluster formation, adjacent nodes exchange one control packet per second (1 pkt = 8 bytes). Routing-control packets (1 pkt = 8 bytes) are used in inter-cluster communication through Hi-TORA to set the height of each cluster on the path.

Figure 7 shows the temporal evolution of the percentage of live nodes for both methods. The horizontal axis represents time and the vertical axis is the percentage of live nodes. We can see that the back-diffusion method offers a longer survival time than the bio-inspired method. One reason is the difference in the amount of control information used when configuring the cluster. Another is that the back-diffusion method forms clusters according to the distribution of initial battery power. On the other hand, clusters formed by the bio-inspired method are arranged at equal intervals regardless of the distribution of initial battery power. This increases the number of nodes with exhausted batteries and the live node percentage decreases with time.

Tables 4 and 5 show the FND times of each method and the standard deviation of the results respectively. We see from the result that clusters configured by the back-diffusion method have a longer FND time, by 534s, than those configured by the bio-inspired method. However, the standard deviation of the back-diffusion method is greater than that of the bio-inspired method, by 52 s. The difference is the shape of the configured cluster and the number of control packets used influences these results for the same reasons as in the case of live nodes.

Tables 6 and 7 show the amount of data received by the sink node and its standard deviation for the back-diffusion method and the bio-inspired method, respectively. The results show that the sink node can gather more information, by 1,168 packets, in clusters configured using the back-diffusion method than in those configured by the bio-inspired method. However, the standard deviation of data received by the sink node in the cluster configured by the back-diffusion method is greater than that of the bio-

### Table 1 Experimental environment.

<table>
<thead>
<tr>
<th>Network</th>
<th>Unit Disk Graph (UDG) of 1,000 m × 1,000 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>101 (One of which is sink node)</td>
</tr>
<tr>
<td>Transmission range of node</td>
<td>250 m</td>
</tr>
<tr>
<td>Initial battery power of node</td>
<td>uniform random numbers in the range [5, 15] × 1 ]</td>
</tr>
<tr>
<td>Battery consumption</td>
<td>1 ( \mu )J/bit (transmission)</td>
</tr>
<tr>
<td></td>
<td>0.1 ( \mu )J/s (processing of representative node)</td>
</tr>
<tr>
<td>Simulation time</td>
<td>20,000 s</td>
</tr>
<tr>
<td>Number of Simulations</td>
<td>30</td>
</tr>
</tbody>
</table>

### Table 2 Parameters of the back-diffusion method.

<table>
<thead>
<tr>
<th>( c )</th>
<th>( \sigma^2 )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.5</td>
<td>0.15</td>
</tr>
</tbody>
</table>

### Table 3 Parameters of the bio-inspired method.

<table>
<thead>
<tr>
<th>( c )</th>
<th>( \mu )</th>
<th>( \nu )</th>
<th>( \rho_0 )</th>
<th>( \rho_1 )</th>
<th>( J_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.05</td>
<td>0.1</td>
<td>0.04</td>
<td>0.02</td>
<td>0.00122273</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00180619</td>
</tr>
</tbody>
</table>

### Table 4 FND time.

<table>
<thead>
<tr>
<th></th>
<th>back-diffusion</th>
<th>bio-inspired</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,565 s</td>
<td>1,031 s</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5 Standard deviation of FND time.

<table>
<thead>
<tr>
<th></th>
<th>back-diffusion</th>
<th>bio-inspired</th>
</tr>
</thead>
<tbody>
<tr>
<td>159 s</td>
<td>107 s</td>
<td></td>
</tr>
</tbody>
</table>
inspired method, as was the case with FND time. We can see from these results that the back-diffusion method can reduce power consumption and permit the transmission of significantly more data than the bio-inspired method. Therefore, reflecting the network condition for clusters is effective from the point of view of both the power consumption and the data transfer efficiency.

### 4.2 Performance Characteristics with Varying Number of Nodes and Node Mobility

In this section, we evaluate the characteristics of power consumption and data transfer efficiency when we change the number of nodes and their average mobility speed. The network model, the routing procedures and the parameters of clustering are same as those in Sect. 4.1. The number of nodes and the mobility of nodes are set to (101, 201, 301, 401, 501) and (1 m/s, 5 m/s, 20 m/s), respectively. The outcome measures are the percentage of live nodes, FND time, and the number of packets received by the sink node.

First, we describe the behavior of the characteristics if the number of nodes is varied. Figures 8 and 9 show the variation with time in the percentage of live nodes for varying number of nodes using the back-diffusion method and the bio-inspired method, respectively. In each figure, the horizontal axis represents time and the vertical axis represents the live node percentage. These figures show that as the number of nodes increases, the percentage of live nodes decreases more rapidly. This is because each node has more adjacent nodes in this case, thus leading to an increase in the number of control packets sent/received by each node. These results also show that the back-diffusion method reduces the rate at which the percentage of live nodes decreases compared to the bio-inspired method. This is because the back-diffusion method can configure clusters reflecting the network condition.

We now discuss the FND time for each method. In Fig. 10, the horizontal axis represents the number of nodes, and the vertical axis is time. This result shows that increase in the number of nodes decreases the FND time. This is for the same reason as the decrease in the percentage of live nodes. The back-diffusion method yields longer FND times than the bio-inspired method regardless of the number of nodes. Moreover, Fig. 11 shows the relationship between the number of nodes and the standard deviation of the FND time. We see that an increase in the number of nodes decreases the standard deviation. This is because a node im-

### Table 6 Amount of total received data.

<table>
<thead>
<tr>
<th>method</th>
<th>amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>back-diffusion</td>
<td>1,978 pkt</td>
</tr>
<tr>
<td>bio-inspired</td>
<td>810 pkt</td>
</tr>
</tbody>
</table>

### Table 7 Standard deviation of total received data by the sink node.

<table>
<thead>
<tr>
<th>method</th>
<th>std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>back-diffusion</td>
<td>99 pkt</td>
</tr>
<tr>
<td>bio-inspired</td>
<td>84 pkt</td>
</tr>
</tbody>
</table>
immediately runs out of battery regardless of its initial position when the number of nodes increases. From the above results, we see that our method can better reduce power consumption than the bio-inspired method, even if the number of nodes varies.

Figures 12 and 13 show the number of data packets received by the sink node and its standard deviation for varying numbers of nodes, respectively. These results show that increasing the number of nodes decreases the amount of data received by the sink node as well as its standard deviation for both methods. However, the back-diffusion method can transmit more data packets than the bio-inspired method. This is because our clustering method allows nodes to live longer (the percentage of live nodes is high) and the route to the sink node is maintained in the network. From these results, we conclude that taking into account the network condition for clustering is very important from the viewpoint of power consumption and data transfer efficiency, even if the number of nodes increases.

Next, we now present the experimental results of the relation between performance characteristics and node mobility. Figures 14 and 15 show the temporal evolution of the percentage of live nodes for various node mobility values for each method. These results show that the rate at which the percentage of live nodes decreases is independent of average node mobility speed. This is because the number of adjacent nodes for each node changes little in the random direction model, even if the average node velocity increases. As a result, the number of control packets sent/received by each node does not so change. The back-diffusion method again yields a slower fall in the percentage of live nodes than the bio-inspired method.

Figure 16 shows the relationship between the FND time and average node velocity, and Fig. 17 represents the standard deviation of the FND time for different average node velocities. These results show that the FND time and its standard deviation are not so dependent on average node velocity. From these results, we see that the back-diffusion method yields longer FND times than the bio-inspired method, regardless of node velocity.

![Fig. 12](image1.png) Relationship between the amount of received data and the number of nodes.

![Fig. 13](image2.png) Relationship between the standard deviation of the amount of received data and the number of nodes.

![Fig. 14](image3.png) Relationship between the percentage of live nodes and the average node velocity (back-diffusion).

![Fig. 15](image4.png) Relationship between the percentage of live nodes and the average node velocity (bio-inspired).

![Fig. 16](image5.png) Relationship between the FND time and the average node velocity.
Figure 18 shows the amount of data received by the sink node at different node velocities. We see from the figure that the number of data packets collected by the sink node does not change, even if average node velocity increases, because the number of live nodes changes only slightly as a consequence. Figure 19 shows the standard deviation of the amount of data received by the sink node. From Fig. 19, we see that the standard deviation is almost independent of average node velocity. Note that our clustering method can transmit more data regardless of node velocity. These results show that reflecting the network condition for clusters is crucial, even if the node velocity increases.

5. Conclusion

In past research, we proposed an autonomous decentralized clustering technology based on local interaction and used it to realize clustering in MANETs. In this study, we compared the back-diffusion method to a bio-inspired method based on the reaction-diffusion equation in order to evaluate the effect of clustering on network condition in terms of power consumption and data transfer efficiency. We used Hi-TORA as our routing algorithm, which offers one kind of cluster-based routing for ad hoc networks. Our evaluation focused on the temporal change in the percentage of live nodes, the FND time, and the amount of the data received by the sink node. We found that the clusters yielded by the back-diffusion method are superior in all respects to those generated by the bio-inspired method. This means that reflecting the network condition for clusters is effective from the point of view of both power consumption and data transfer efficiency. Therefore, the back-diffusion method can configure clusters that can operate for longer periods of time, and thus can help maintain communication after a disaster for longer periods.

Our future research will involve investigating the compatibility of our method with routing algorithms other than Hi-TORA, and enhancing the flexibility of the back-diffusion algorithm. Moreover, we will evaluate the back-diffusion method with vector processes in real environments.
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