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Concerns about information security and privacy continue to make headlines in the media and pose serious challenges to business. While there are many good practices that an organization can adopt to manage information security and privacy, there are also underlying areas of contention about the protection of personal information in a digital environment. This ICIS panel considered three challenges facing businesses in developing effective strategies for information security and privacy—in innovating with personal information, building robust governance models, and connecting security and privacy with business goals. In the process, the panel brought together a range of research disciplines and senior business representatives to critique current practice and develop a future research agenda.
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I. INTRODUCTION

As the use of IT systems has become ubiquitous in business and government operations, there has been a steady rise in the number of failures to protect personal information. These failures have been accompanied by growing concerns from consumers and citizens about the erosion of privacy, as businesses and governments look to exploit the value of personal information to their organizations. Such failures and concerns can cause significant financial loss to businesses and individuals, both in terms of direct losses and longer term reputational damage. Therefore, they present serious challenges to businesses, especially those which rely extensively on the use of personal information in their business model.

Conventional thinking focuses on steps that individual businesses can take to enhance their performance in these areas. These include well-established good practices and governance processes, such as the adoption of the information security standard ISO 27001 and the audit of information security and privacy controls. However, are incremental improvements to the status quo an appropriate and sufficient approach to continuing failures in information security and concerns about privacy? Or is more radical thinking required? This ICIS panel aimed to critique current approaches to information security and privacy in academia and practice and to develop a future agenda for research and industry solutions.

Background

IT systems and the Internet present businesses and governments with many opportunities to increase the value that they offer customers, citizens, shareholders, and other parties. However, in order to sustain IT-based value, businesses and governments also need to manage significant concerns from customers, citizens, and other stakeholders about IT so that they retain their trust. These concerns are fuelled by:

- Individual experience of identity theft, phishing e-mails, spam, and computer viruses
- Incidents of high profile data breaches and the loss of sensitive information by governments and businesses, such as the UK government loss of personal data concerning 25 million recipients of child benefits or TJX's exposure of the credit card details of 45 million customers
- Controversial use and exploitation of personal information by governments and businesses, for example, the proposed development of a national ID card system in the UK or some of the behavioral advertising practices which have developed over the Internet

These continuing failures around information security and privacy are a matter of grave concern. Businesses can suffer direct losses when data is wrongly exposed, including regulatory fines, remediation costs, and reputational damage [Culnan and Williams, 2009; Ponemon Institute, 2009]. Individual consumers and citizens are put at direct risk from harm by criminals when their personal information is not secured properly. They may also feel that their rights have been infringed when information is used or shared in particular ways. As a result, these failures potentially damage trust in individual businesses and could limit the value that is ultimately realized from their investments in Information Technology.

In addressing this challenge, conventional thinking focuses on the way individual businesses can enhance their performance by improving governance processes around information and implementing good practices. Many of these good practices are well-established and are supported by a wide range of industry solutions, for example, the ISO 27001 information security standard, the COBIT methodology for IT controls, and the ITIL practices for managing IT operations. These practices include technical solutions, as well as processes to change the way things are done within organizations and to manage external relationships effectively.

However, are incremental improvements to the status quo an appropriate and sufficient approach to regular failures in information security and concerns about privacy? Or are there deeper issues which are contributing to the continuing difficulty in this area?
The panel session was underpinned by the contention that there is growing confusion over who should have access to personal information and what they should be able to do with it, especially in evolving areas such as social networking, data mining, and collaboration. This is shown in a range of symptoms, for example:

- Uncertainty over how to manage information about individuals, which in itself is not especially sensitive, such as location, but which has a newly acquired value due to improvements in data capture, aggregation, and analysis techniques
- Heightened tensions between interest groups over the benefits of using and sharing personal information against the benefits of strong privacy rights, for example, in the case of national security
- Changing social attitudes with regard to the voluntary sharing of personal information in return for financial or other benefits

This uncertainty leads to practical problems in businesses as good governance practices require strong foundations based on an accepted framework of rights and obligations. Therefore, the lack of clarity around new uses of personal information may be undermining the application of good practices around information, for example:

- Hindering business innovation
- Limiting the perceived business value of governance processes and turning them into meaningless compliance activities
- Reducing management and organizational commitment to good practices, making it difficult to change behavior and embed practices

On this basis, individual businesses will not be able to resolve many of the issues seen here simply by changing internal practices. Instead, more radical thinking on the nature, scope, and applicability of privacy may be necessary in order to establish firm foundations for governance and other business practices within the digital environment.

Panel Structure
To debate these issues and look at future challenges for information security and privacy, ICAEW1 organized a panel session at ICIS 2010 entitled “Information security and privacy—rethinking governance models.”

The panel was composed of people from a mix of disciplines and backgrounds in order to provide a wide range of views and experience. It was moderated by Robert Hodgkinson, Executive Director, Technical at ICAEW. There were two representatives from the academic community—Professor Mary Culnan and Professor Gurpreet Dhillon. There were also two representatives from the business community—Louis Branz, Chief Privacy Officer at Edward Jones, and Dr Alastair MacWillson from Accenture. Brief background statements about each panelist can be found at the end of this article.

In this article, we outline the broad arguments made by panelists in the session. We then consider some of the implications from the discussion for practice and for research and teaching.

II. INNOVATING WITH PERSONAL INFORMATION
The moderator, Hodgkinson, first challenged panelists with the proposition that current uncertainties around personal information are creating significant issues for businesses that are trying to innovate in this area.

To innovate successfully with any technology, a business needs to develop a product or service which is both technologically competent and also meets a market need [Klein and Rosenberg, 1986]. Regulation provides boundaries for how businesses can operate in particular situations and, therefore, can be an important driver to the development of new markets. As a result, where the regulation of a particular new market or process is unclear, it potentially increases the risks and costs of innovation.

IT is a particularly disruptive form of technology because it radically changes the economics of information [ICAEW, 2008]. It shifts the supply and demand curves of information by reducing its costs and increasing the benefits that can be gained through it. This creates a vast new space of economically efficient information, making new activities

---

1 Institute of Chartered Accountants in England and Wales
viable and profoundly changing the way that businesses create and deliver value to customers. However, these radical changes also lead to heightened contests over the control of valuable information and create confusion as new activities become possible.

As a result, IT presents businesses with tremendous new dilemmas on how to use information in innovative ways that are also socially acceptable and respect the rights of individuals. What can seem like a fantastic innovation to one person can seem like a violation of privacy to others, for example, Google’s Street View. This is likely to become an even bigger challenge in future years, given the amount of information that businesses across many industry sectors are collecting about individuals, from RFID tags to smart electricity meters. Without greater clarity on the limits of using personal information, Hodgkinson reasoned, businesses will find it increasingly hard to innovate successfully.

The panelists largely disagreed with this argument. Culnan argued that the Fair Information Principles (FIPs) provide sufficient clarity to enable businesses to operate and innovate successfully. The FIPs were developed in the 1970s and are reflected in many regulatory frameworks and codes of conduct, from the European Union’s data protection directive to the Federal Trade Commission’s (FTC’s) code in the U.S. Culnan contended that these principles provide substantial guidance to businesses on the protection of personal information, while also giving them flexibility on how to deliver the appropriate protection. She went on to assert that if all businesses were to implement governance programs based on FIPs, there may be less security and privacy failures.

This view was supported by Branz, who confirmed that Edward Jones followed FIPs in its treatment of clients’ personal information. It took the approach that personal information belongs to the individual, and Edward Jones is merely a custodian of the information for a particular purpose. In Branz’s view, the use of these principles had not hindered Edward Jones’s innovation, and they continued to find new ways to use personal information while adhering to the principles. However, he recognized that there was inevitably some uncertainty at the leading edge which pioneering businesses would simply have to manage.

MacWillson did accept, though, that in many cases privacy is a secondary concern for businesses. Regulators often struggle to keep up with business innovation and businesses are focused on rolling out new products or services. Therefore, privacy is simply not a prime consideration in many cases of innovation. Data mining was cited by panelists as an area with potentially many concerns about the use of personal information, and as yet without a serious debate about privacy. As a result, while concerns about privacy are not hindering innovation today, they may still arise at some point in the future.

Providing some support for the initial argument, Dhillon outlined a concrete example in the area of Electronic Health Records outsourcing study, which highlighted the lack of principles in this area for innovating companies. It took the U.S. regulators a full year to decide on a definition for the “reasonable use” of healthcare information, making businesses stand by and wait during this period. In response, MacWillson suggested that the digitization of health information provides an opportunity to improve an area of privacy that has traditionally been very poor. Therefore, although digitization may delay implementation, it can also improve the protection provided to individuals as well as resulting in business benefits.

However, while there was general consensus that substantial innovation was happening in privacy-sensitive areas, it could nonetheless be argued that the presence of innovation does not in itself disprove the original statement. Uncertainty could still be acting as a barrier and stopping innovation in other areas. However, we simply cannot see what innovation is potentially being hindered and what ideas would be pursued if there were greater certainty over the use of personal information.

III. BUILDING ROBUST GOVERNANCE MODELS

Second, Hodgkinson challenged panelists about the suitability of current governance models. He argued that the concept of governance is concerned with balancing the conflicting claims of different stakeholders, such as the rights of shareholders against the rights of managers. Governance practices, therefore, are predicated on a clear framework of stakeholder rights to which a business can align its practices. Without that clarity, governance
processes, such as decision rights, accountability, risk processes, and verification activities, such as audits, have little meaning for a business. Instead, they become compliance measures or tick-box exercises which are a burden and without value.

As a result, incremental improvements to governance practices will have only limited effectiveness in improving business performance. Instead, governance practices in information security need to be linked more explicitly to rights to control access to personal information to provide the necessary foundations. And while there continues to be uncertainty over the limits and application of rights in this area, businesses will struggle to implement effective governance processes.

The panel presented a range of views in response to this argument. Some of the panel took the view that there were sufficiently clear frameworks in place to provide good foundations for governance. Branz, for example, maintained that the law provides this clarity. Even where the law is not clear, he believed that businesses are still able to develop fully-functioning governance models.

Culnan went on to highlight the role of culture and the leadership of a business in setting the right tone. She also focused on the role of ethics in this area, arguing that businesses should follow the ethical principle of “do no harm” with regard to personal information and think carefully before they use it [Culnan and Williams, 2009]. Culnan drew a parallel between shareholders’ cash and a data subject’s personal information. While both are valuable assets to a business, the business is ultimately just a custodian in both cases, looking after the assets on behalf of the shareholder or data subject. Furthermore, there are significant information asymmetries in both cases, with managers at a major advantage against the shareholder or data subject. As a result, Culnan reasoned, a business should have a fiduciary duty regarding personal information in the same way that they do with regard to shareholders’ investments.

However, there was some skepticism about how governance really worked in most businesses. MacWillson asserted that unless an industry is highly regulated, for example, financial services or healthcare, most businesses struggled with governance concepts in practice. He described three sets of competing interests, which create inherent tension:

- Regulators, who typically lag behind what is happening in business
- Businesses, who are focused on maximizing profits and minimizing constraints
- Consumers, who display a wide variety of views and behavior in practice

Therefore, where regulators are behind the curve and consumers are divided, governance models often fail to work effectively.

Dhillon suggested that the success of governance measures and laws depended on the specific context and contrasted two scenarios which had seen very different results due to the solidity of underlying principles. On the one hand, there were state-level security and privacy policies that were based on ill-conceived standards, leading to weak foundations and inability of the agencies to comply. On the other hand there were instances of well grounded policies, particularly in the Las Vegas Casino industry, thus making positive strides in anti-money laundering efforts. Dhillon noted that it really boils down to how well conceived a given set of governance measures is and how well the measures reflect the ground realities.

A final point came from the audience regarding the difficulty in linking governance policies with specific practices. Even where the policies are clear, businesses can still fail to implement them effectively in the business, leading to major failures. Google’s Wi-Fi incident was cited as an example of the challenge here. In this case, Google collected all kinds of personal information from unsecured Wi-Fi connections as it was building its Street View application. While this had not been intended, the code had nonetheless found its way into Google’s operations. If one of the world’s leading technology companies cannot effectively marry its privacy policies with its business practices, it was argued, it raises significant questions for less technologically-sophisticated businesses.

**IV. CONNECTING SECURITY AND PRIVACY WITH BUSINESS OBJECTIVES**

In the final part of the panel, Hodgkinson challenged panelists with the assertion that although many businesses have invested substantially in information security and privacy practices in recent years, in many cases, good practices have not become embedded in the way that people do things. Most failures still stem from human error,
carelessness, or malevolence. Unless businesses can fundamentally change the way that employees approach security and privacy, and make it a higher priority for them, failures are likely to continue.

This problem can be traced to a more general failure to link good security and privacy practices to broader business objectives. Many practices seem to be implemented simply because they are “good practices” and without any particular consideration for the costs and benefits of measures. As a result, employees may circumvent them or apply them inconsistently. An analogy is often made by information security specialists with health and safety practices, comparing the way that these practices have become embedded into organizations. However, there is a clear business objective with health and safety, and the benefits are obvious. This is often not the case with information security and privacy practices, where the benefits of applying practices may not be at all clear.

MacWillson first contended that it is possible for businesses to put success around information management at the heart of business success, when the drive is from the top of the organization and it is central to the brand. Where a business manages to do this, it becomes a very powerful proposition, with policies embedded and practices aligned to business objectives [Accenture, 2009]. However, few organizations have reached this stage of maturity, and, where they have, it is largely in the regulated industries of healthcare and financial services.

In practice, most businesses do not manage to make this link effectively, and they continue to make information security or privacy a much lower priority than other business activities or drivers. As a result, they continue to find it hard to embed good practices across the organization.

Dhillon agreed that security practices should be aligned to underlying security objectives and values. These go far beyond the established security objectives of confidentiality, integrity, and availability. He highlighted nine categories of fundamental objectives—enhancing management development practices, providing adequate human resource management practices, developing and sustaining an ethical environment, maximizing access control, promoting individual work ethic, maximizing data integrity, enhancing integrity of business processes, maximizing privacy, and maximizing organizational integrity [Dhillon and Torkzadeh, 2006].

Culnan and Branz agreed that in most businesses, protecting personal information is unlikely to be a major business objective. However, it will matter in some businesses more than others. Culnan compared the case of security failures by Choicepoint and TJX, two very different businesses [Culnan and Williams, 2009]. Choicepoint is an information-based business and was, therefore, substantially damaged by their information security breach, both in terms of regulatory fines and reputational damage. By contrast, TJX is an off-price retailer and, therefore, even though they exposed the credit card details of 45 million customers and suffered financial damages, the failure had less direct and long-term impact.

These differences are reflected in the application of market incentives around personal information and security. The panel agreed that the market should provide discipline and encourage good behavior in the long term. However, market incentives are limited in practice and vary across industry sectors, depending on the way in which personal information is used in a particular industry and the weight that consumers put against the protection of personal information versus price and service quality.

V. IMPLICATIONS FOR PRACTICE

The discussion with the audience, as well as between panelists after the panel had ended, raised a number of implications for businesses and regulators, which we outline in more detail in this section.

Regulatory Challenges

One result of continuing security and privacy failures in practice has been the growth in regulation around personal information and the pressure for further regulation. Many of these changes are in response to new business practices, such as behavioral advertising, and a range of recent or proposed laws were mentioned throughout the panel, for example:

- The spread of breach notification laws from the U.S. to Europe
- Proposals to allow individuals not to be tracked online by third party advertising networks
- The information security law in Massachusetts which requires compliance with specific security processes for personal data relating to Massachusetts residents, independent of where the data are housed
- The intention of the European Commission to update and strengthen European data protection laws
• A new report from the Federal Trade Commission in the U.S., suggesting that, where uses of personal information are not part of a well-understood and routine business practice, consent of the data subject should be required.

However, regulators in this area are faced with significant challenges. First, the pace of change in technology means that regulators are usually well behind the curve of business innovation. This is compounded by the fact that good regulation takes time to develop, as it requires effective stakeholder consultation and should be based on robust evidence as far as possible. The principle of technology-neutrality can reduce the risk of regulation becoming outdated or tied to specific platforms. However, regulators are likely to find ongoing engagement and discussion with leading-edge businesses increasingly important, as formal regulatory activities take time to catch up with business innovation.

The increasingly global nature of business today also leads to regulatory challenges. Many organizations have developed global operations and service markets around the world. In contrast, the protection of personal information is governed by diverse legal regimes which reflect very different approaches. The U.S. takes a targeted regulatory approach, for example, with laws regulating specific pieces of sensitive information, such as health, and voluntary codes of conduct elsewhere. Beyond that, reliance is placed on the market for driving good business conduct. By contrast, the European Union has a comprehensive data protection regulatory regime which imposes a wide range of duties on businesses regarding the protection and use of personal information. Even here, though, approaches are diverse. The UK, for example, takes a more flexible and market-driven approach than countries such as Germany. This makes compliance complex and expensive for many businesses.

Developing a more global approach is likely to be difficult, and we have yet to see global institutions mature to provide oversight or governance in this area. While a degree of global convergence has happened in areas such as intellectual property, and there is some international cooperation on Internet governance in areas such as child pornography, this has not yet happened with privacy.

One of the barriers to such global cooperation is deep cultural differences regarding personal information. Legal approaches taken to protecting personal information are rooted in diverse cultures and political philosophies [Whitman, 2004]. In the U.S., for example, the notion of privacy is strongly linked to notions of liberty and freedom from state interference. However, it is often in conflict with competing cultural values, such as the freedom of the press or the operation of free markets, which may ultimately trump it. By contrast, the notion of privacy in Germany supports human dignity and draws from the Kantian concept of rights. Furthermore, in many parts of Asia or Africa, there may be limited cultural support for privacy. As a result, developing a common approach will remain particularly challenging in this area and businesses are likely to find international compliance complex and costly.

**Personal Data and Intellectual Property**

One particularly topical question concerned Wikileaks and the impact that their public postings of confidential government information may have on information assurance practices within business and government bodies.

This question raised an interesting connection between personal information and intellectual property. Wikileaks is not posting personal information. It is posting information more akin to intellectual property. However, in the process, it is breaching a notion of corporate or government privacy, drawing parallels with personal information.

It could be observed more broadly that digital technology has led to growing links and overlaps between personal information and intellectual property. As all pieces of information become digitized into bits and bytes, an address, a photograph, and a music file all start to look very similar. Furthermore, as businesses are capturing ever larger amounts of data about individuals or potential customers, personal information is becoming an increasingly important asset of many businesses. As a result, there are growing tensions in this area as businesses increasingly look to exploit personal information as part of their business model.

However, rights over personal information and rights over intellectual property are reflected in two distinct and separate areas of analysis and debate. There are good historical reasons why these debates have been conducted largely in isolation from each other. Privacy was originally based on notions of physical protection regarding the home or person. It became focused on information only in the second half of the twentieth century. Intellectual property, by contrast, focused on information content such as books, or inventions. They are also underpinned by very different philosophical arguments. Privacy is underpinned by political ideals or notions of human rights. By contrast, intellectual property is largely an economic debate about incentives for content creators.
This division is reflected today in distinct areas of legal practice. Responsibility within businesses for these areas may be split between different functions or different parts of the legal department. Responsibility for information security may also sit in the IT function.

It may be that, as these links become stronger, businesses need to develop a more holistic view of information governance, which links the protection of personal data and intellectual property with information security. This could be reflected in:

- Risk management processes, bringing together a wide range of information risks that a business may face
- Organizational structures, connecting different areas of expertise and responsibility

One suggestion from the panel was that the role of the Chief Privacy Officer (CPO) could evolve into something broader, with responsibility for a wider range of information. Often held by a lawyer, the CPO role is currently seen largely in major U.S. businesses. This may reflect a more commercial and high profile approach to privacy, rather than the European approach, which may see privacy protection as a more administrative task primarily focused on compliance with data protection requirements. The CPO role is likely to evolve as many businesses place increasing importance on the exploitation of personal information in their business model and thereby raise the risks attached to personal information. There may be an opportunity to expand the role to support a more coherent approach to information risks.

VI. IMPLICATIONS FOR TEACHING AND RESEARCH

The final topic discussed by the panel concerned future research questions and implications for IS curricula. Research can play an important role in support of two key areas of decision-making:

- To provide robust evidence around the benefits of particular practices and thereby help business decide on which good practices to adopt and how to implement them effectively
- To provide robust evidence around policy options for regulators, looking at benefits and costs, as well as long-term implications of change

However, to date information security and privacy have not been mainstream areas of Information Systems teaching and academic research. The current trend in both Europe and the U.S. to focus on accountability and privacy by design in organizational governance means that privacy and security deserve more attention in IS curricula at all levels.

Possible Research Areas

Panelists made the point that there is a particular dearth of research around organizational practices in information security and privacy. Generally, prior research found organizational practices were largely reactive and driven by external pressures with senior management not involved until the organization faced a crisis. See Culnan and Williams [2009] for a brief review of this prior research. Therefore, most of the research areas mentioned here focus on building greater understanding of best practices and how businesses currently manage issues given the contemporary risk landscape.

It was suggested that case studies which look at individual business practices could be useful to highlight what drives success (see Dhillon [2007] for a sampling of security and privacy case studies), for example:

- Organizational structures and accountability
- Cultural, leadership, and ethical dimensions
- Risk management and return on security investments
- Security objectives and values
- Identity management and authentication
- Skills and knowledge of specialists and across the business more generally
The link with the law was raised as an area of potentially rich research. How do laws shape consumer or client expectations, for example, and what is the interplay between changing attitudes and changing laws? What is the impact of new regulations on organizations?

Economics is another area of rich analysis and the field of information security economics has developed in recent years to consider the misalignment of economic incentives around security [e.g., Anderson, 2004]. Although there is a long history of economics of privacy, behavioral economics is also starting to develop new insights into the trade-offs that individuals make with regard to their personal information [e.g., Acquisti, 2004]. Both of these areas can potentially provide useful insights into security and privacy which could support policy-making as well as individual business practices.

VII. CONCLUSIONS

We took a straw poll of the audience on each of the questions to get a broad understanding of where opinions generally lay. The audience was fairly split on the first contention that innovation was being hindered by uncertainty around the use of personal information. On the other two contentions, that governance models were based on weak foundations and that businesses did not connect information security with business objectives, the audience was weighted toward agreeing with Hodgkinson.

Therefore, while the audience was generally optimistic about the ability of individual businesses to improve their performance through greater focus and alignment with business objectives, it did seem to recognize that there were potentially deeper issues which also needed to be addressed.

Looking to the future, it is likely that information security and privacy will become increasingly important topics for teaching and research as technology becomes more ubiquitous, risks around information grow and more and more businesses build value propositions around the exploitation of personal information.

Given this context, there is a real need for more investment and research around these areas which draws on a range of disciplines and aims to balance the different interests which we see. Research should support further pushes for new laws and regulation in this area, which are based on media and public concerns and continuing business failures. It should also aim to improve understanding of how businesses currently manage information security and privacy issues, as well as identifying key practices which are used by leading businesses.
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