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A far-field drag prediction and decompositionmethod has been applied to the results of the AIAADrag Prediction

Workshop 5 held in Louisiana during the summer of 2012. The method has two principal advantages: it allows the

removal of spurious drag inherent to computational fluid dynamics solutions, and it allows the decomposition of drag

into viscous, wave, and induced physical drag components. This research shows that accurate drag coefficients can be

predicted on coarse grids when the spurious drag is extracted with the far-field method and that these results are

closer to experimental values than drag coefficients computed on finer meshes when spurious drag is not extracted.

The research also investigated the reasons behind the lift and drag losses found by some participants in theworkshop.

It is shown that the lift loss is causedby the boundary-layer separation at thewing root, inducing a reduction of 20%of

the shock wave drag and a significant change in the wing loading. The initiation of buffet is also analyzed. The study

shows thatmesh refinement is critical to capture the physical effects of the flow, such as its separation, andprovides an

explanation of the discrepancies in results observed at the Drag Prediction Workshop 5.

Nomenclature

a = speed of sound, m∕s
Cd = drag coefficient
Cl = lift coefficient
Cm = moment coefficient
Cp = pressure coefficient
D = drag, N
H = total enthalpy, J∕kg
h = scale parameter
M = Mach number
n = unit normal vector (nx, ny, nz)
P = pressure, kPa
R = gas constant, J�kg · K�
S = relative to a surface, m2

s = entropy, J∕K
ST = Trefftz plane
T = temperature, K or °C
v = velocity vector (u, v, w), m∕s
γ = specific heat ratio
ΔH = variation of total enthalpy relative to freestream, J∕kg
Δs = variation of entropy relative to freestream, J∕K
μ = viscosity, N · s∕m2

ρ = density, kg∕m3

τ = deviatoric stress tensor (τx,τy, τz), N∕m2

Ω = volume, m3

Subscripts

cut = symmetrical plane
ff = relative to far-field approach
i = relative to induced drag
irr = relative to irreversible drag
l = relative to laminar flow
nf = relative to near-field approach
sp = relative to spurious drag
t = relative to turbulent flow
v = relative to viscous drag
vw = relative to viscous and wave drag
w = relative to wave drag
∞ = relative to freestream

I. Introduction

I N THE current economic environment, in which the price of oil
skyrocketed to a historic high of more than $100 per barrel¶ and

the cost of fuel for an aircraft represents more than 20% of the
operational cost of an airliner,** the aeronautical industry is trying to
ensure that novel aircraft designs are fuel efficient. The identification
and quantification of drag is of paramount importance in this
endeavor, with the industry increasingly relying on computational
fluid dynamics (CFD) analysis to perform drag analysis. According
to industry criteria [1], accuracy in the computational fluid dynamics
process should allow the prediction of drag coefficients within one
drag count, which is equivalent to one ten-thousandth of the drag
coefficient.Many studies have shown the impact of one drag count on
the efficiency and performance of an aircraft. For example, Meredith
[2] showed that one drag count is equivalent to a payload of 91 kg for
a long-haul aircraft. It is for these reasons that NASA, sponsored by
theAppliedAerodynamics Technical Committee, has set up theDrag
Prediction Workshop (DPW) series, the primary objective of which
is to assess the state of the art in numerical methods as tools for
predicting aerodynamic coefficients.††

Based on converged CFD results, the traditional approach
computes drag by integrating the pressure and friction forces acting
on the aircraft configuration. This method is commonly called the
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near-fieldmethod. Another technique, based on the linearmomentum
relation, has been developed by Van der Vooren and Destarac [3]
based on the pioneering work of Van der Vooren and Slooff [4]. This
technique, commonly called the far-field method, is a valuable and
powerful tool for the aerodynamics engineer because it allows the
physical decomposition of drag intowave drag, viscous drag, induced
drag, and spurious drag, the latter being caused by numerical and
truncation errors inherent to CFD computations. The far-field method
allows engineers to physically and visually identify the sources of
drag and, perhaps more importantly, to significantly increase drag
coefficient accuracy by identifying and removing spurious drag. It is
shown here that the computed drag coefficient obtained after removal
of the spurious drag is much more mesh insensitive than it is without
removal. The added benefit is the decrease in CPU time required to
achieve mesh-independent accuracy [5].
In this article, the far-field drag prediction and decomposition

method is applied to the test cases of the Drag PredictionWorkshop 5
(DPW-5)†† held in Louisiana during the summer of 2012. First, the
far-field method is used to extract the spurious drag from the grid
convergence study test case. Also, the far-field method is used to
explain the physical reason for the lift and drag losses captured during
the buffet study. It is shown that this lift loss is caused by boundary-
layer separation at the wing root, which causes the loss of 20% of the
shock wave. This loss results in a significant change in wing loading,
which initiates buffet. A grid study shows that mesh refinement is
critical to capture the boundary-layer separation and the corresponding
lift and drag losses. It is also shown that themeshprovided by theDPW
committee is not refined enough to capture the boundary-layer
separation. This realization provides insights for the discrepancies in
the team results. Finally, it is shown that the use of the far-fieldmethod
to extract spurious drag leads to accurate drag prediction, along with
increased agreement with the experimental results.

II. Theoretical Development

The far-field method is based on the linear momentum relation for
a fixed control volume. The following résumé is mainly based on the
theory of Van der Vooren and Destarac [3], who developed the
original method, and on the works of Laurendeau and Boudreau [6],
Gariépy et al. [5], and Gariépy and Trépanier [7], who proposed
modifications to the original method.
Based on the linear momentum equation for an immersed body in a

flow stream, as sketched inFig. 1, the drag canbe computed as follows:

D �
Z
ST�S∞

−��p − p∞�nx � ρ�u − u∞��v · n� − �τx · n�� dS

(1)

This drag can be called far-field drag, as it involves integration over
control surfaces within the flowfield and not only at the fluid/solid
boundary. However, in this form, the far-field drag cannot be broken
down into simpler forms without some manipulations being per-
formed first. Note that the physical breakdown of drag is based on
thermodynamic processes, and itsmain goal [3] is to separate the drag
generated by irreversible processes (shockwaves and viscous effects)
from the drag generated by reversible processes (wake vortices). The
first step is to decompose the axial velocity defect, i.e., u − u∞, into
two parts: one caused by reversible processes, Δu�, and the other
caused by irreversible processes,Δ �u. Using thermodynamic relations
and some assumptions, Gariépy and Trépanier [7] showed that the
axial velocity defect caused by irreversible processes can be
computed as follows:

Δ �u � u

− u∞

������������������������������������������������������������������������������������������������������������
1� 2ΔH

u2∞
−

2

M2
∞�γ − 1�

��
p

p∞

�
γ−1∕γ

− 1

�
−
v2 �w2

u2∞

s

(2)

The latter equation is a variant of the original equation ofMéheut and
Bailly [8,9], which assumes negligible enthalpy variation. It can be
shown [8] that the radical of the square root in the latter equation is
always greater than or equal to zero, which allows the axial velocity
defect to be a continuous function within the computational domain.
This formulation is themajor difference between the original far-field
method of Van der Vooren and Destarac [3] and the version
presented here.
It is useful to introduce the notation of Van der Vooren and

Destarac [3]:

f � −�p − p∞�nx − ρu�u − u∞� � τx (3)

Assuming a flowwithout induced drag,‡‡ the irreversible drag can be
computed as follows:

Dirr �
Z
ST∪S∞∪Sa

�fvw · n� dS (4)

where the vector fvw is defined as follows:

fvw � −�ρΔ �u�u (5)

Fig. 1 Fixed control volume.

‡‡I.e., a two-dimensional flow or a flow with no lift.
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Equation (4) can now be transformed into a volume integral using the
Ostrogradsky theorem:

Dirr �
Z
ST∪S∞∪Sa

�fvw · n� dS �
Z
Ω
�∇ · fvw� dV (6)

Note that, even if there is the presence of a shock wave, the
Ostrogradsky theorem can be numerically applied because the shock
wave can be excluded from the integration volume, hence leading
fvw to be a continuous over the computational domain.
A simple analysis of Eq. (2) shows that the axial velocity defect

caused by irreversible processes is zero when the flow is isentropic.
This makes it possible to restrict the integration of Eq. (6) to the
nonisentropic zones of the flow. In the case of aerodynamic con-
figurations such as an airfoil or a complete aircraft, the nonisentropic
zones are the boundary layer, the viscous wake, and the near field
zone of a shock wave in the case of transonic flows. The viscous and
wave drag can then be defined by integrating Eq. (6) in these zones as
follows:

Dv �
Z
Ωv
�∇ · fvw� dV (7)

Dw �
Z
Ωw
�∇ · fvw� dV (8)

The spurious drag is caused by spurious entropy, which in turn is
caused by numerical and truncation errors, and by the addition of
artificial dissipation [10]. The spurious drag is associated with
irreversible drag, owing its contribution to entropy. Typically, strong
pressure gradients are located at the nose of the fuselage and at the
leading edge of the wings and stabilizers. An example of spurious
drag is shown in Fig. 2. Ideally, these zones can be assumed to be
isentropic, and the integration of Eq. (6) over them should be zero.
Hence, spurious drag can be computed as follows:

Dsp �
Z
Ωsp

�∇ · fvw� dV (9)

where the spurious volume is given by Ωsp � Ω \ �Ωv ∪ Ωw�. By
definition, the vector fvw, i.e., Eq. (5), represents the forces acting on
the control surface caused by the irreversible processes. The vector
f� � f − fvw must then represent the force acting on the control
surface caused by a reversible process. Van der Vooren and Destarac
[3] showed that induced drag, which is caused by the difference in
pressure between intrados and extrados (reversible process), can then
be computed as follows:

Di �
Z
Ωi
�∇ · f�� dV �Dnf (10)

To detect the various integration volumes, a number of different
sensors can be used. The shock volume Ωv can be detected by the
Lovely and Haimes sensor [11]:

Fshock �
v · ∇p
aj∇pj (11)

This sensor flags a cell whenever its numerical value is greater than or
equal to one. Numerically, this volume must be expanded owing to
nonphysical phenomena (such as entropy creation/destruction)
occurring in the vicinity of the shock. The algorithm used in thiswork
automatically selects the three closest neighbors of each initially
flagged cell. An example of such a volume is shown in Fig. 3.
For a fully turbulent flow, the sensor of Tognaccini [12] is used to

detect the viscous wake and boundary-layer volume Ωv:

Fviscous �
μl � μt

μl
(12)

This sensor is activated whenever its numerical value is greater than
or equal to 1.1 times the freestream value. An example of such a
volume is shown in Fig. 4.
Theoretically, the induced drag volume could be as big as the

computational domain. However, Esquieu [10] showed that induced
drag suffers from nonphysical viscous dissipation in the far field due
to the coarsening of the mesh. Accordingly, the induced drag volume
Ωi, following an original idea of Laurendeau and Boudreau [6], is
constructed by selecting all the cells located at somedistance from the
configuration. An example of such volume is shown in Fig. 5.
Numerically, Tognaccini [12] has proposed reapplying the

Ostrogradsky theorem on Eqs. (7–9) to handle a cell-by-cell surface

Fig. 2 Spurious volume for the DLR F6 atMa � 0.85 and CL � 0.5.

Fig. 3 Shock volume for the DLR F6 atMa � 0.85 and CL � 0.5.

Fig. 4 Viscous volume for the DLR F6 atMa � 0.85 and CL � 0.5.
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flux integral, rather than a volume integral, because the flux values
are a known quantity at the faces of these cells when a finite volume
solver is used. For example, viscous drag can be computed as follows:

Dv �
XN
i�1

�Xk
j�1

Z
Sv�i;j�

�fvw · n� dS
�

(13)

where N represents the number of cells in the viscous zone, k
represents the number of faces of each cell, and Sv�i;j� represents the
jth face of the ith viscous cell.
In summary, the far-field drag Dff can be decomposed and

computed as follows:

Dff � Dv �Dw �Di �Dsp

�
Z
Ωv
�∇ · fvw� dV �

Z
Ωw
�∇ · fvw� dV

�
Z
Ωsp

�∇ · fvw� dV �
Z
Ωi
�∇ · f�� dV �Dnf (14)

The net drag Dϕ is the far-field drag in which the spurious drag has
been removed:

Dϕ � Dff −Dsp �
Z
Ωv�w
�∇ · fvw� dV �

Z
Ωi
�∇ · f�� dV �Dnf

(15)

Note that, in all the results presented from now on, it is the drag
coefficient Cd rather than the drag itself that is computed:

Cd �
D

0.5ρ∞U
2
∞S

(16)

where S represents the reference area.

III. Grids, Algorithms, and Geometry

All CFD computations are performed on the Common Research
Model (CRM), a wing body with no tail.§§ Information about this
geometry can be found in Vassberg et al. [13], and this geometry is
presented in Fig. 6. In this research, two sets of four grids are used.
The first set of gridswas supplied by the organizing committee.¶¶ It

consists of four hybrid unstructured meshes with an O-O topology
converted from multiblock grids, in which each edge has been
divided by two during the refinement sequence. The tiny, coarse,
medium, and fine grids have 1.3, 4.3, 10.2, and 34.5 million cells,
respectively. The y�value oscillates between 1.2 for the tiny grid and
0.3 for the fine one for aMach number of 0.85with a lift coefficient of
0.5. These meshes are referred to in this paper as the DPW grids.

More information about the generation of these meshes can be found
in the article of Vassberg [14].
The second set of gridswas generated by the IDEAResearchChair

at Polytechnique Montréal.*** This set consists of four structured
meshes with an H-O topology, whereby each edge has been divided
sequentially by 1.3∕1.5∕1.3 during the refinement sequence. The
coarse, medium, fine, and extrafine grids have 3.0, 5.9, 22, and
51million cells, respectively. The value of y� oscillates from 0.31 to
0.12 for a Mach number of 0.85 with a lift coefficient of 0.5. A
symmetric cut of the medium mesh is presented in Fig. 7. These
meshes are referred as the IDEA grids.
For the second DPW-5 test case, the buffet study, a supplementary

mesh was used. This mesh was generated by refining the IDEA
medium grid at the wing from the root up to 33% of the wing span to
better resolve flow separation occurring there. This mesh has
7.3 million cells.
All CFD computations have been performed with ANSYS-Fluent

13.0. A density-based solver has been used with a Roe Flux-
Difference Splitting (Roe-FDS) scheme, implicit formulation, and
with a second-order spatial discretization. Convergence has been
accelerated by usingmultigrid algorithmwith anF cycle. For the first
test case, a refinement study, only the Spalart–Allmaras turbulence
model (S–A) has been selected. For the second test case, which is the
buffet study, both the Spalart–Allmaras and the k-ω shear stress
transport (SST) turbulence model have been used. Turbulence
boundary conditions have been imposed following guideline of the
NASA turbulence modeling group.††† For each computation, the
converged residuals were in the range of 10−5 to 10−9, usually
achieved within 1000 iterations. Typical convergence curves are
showed in Fig. 8. Each run was started from freestream conditions to
avoid the occurrence of hysteresis phenomena.

IV. Refinement Study

The first test case of DPW-5 is a refinement study for a fixed lift
coefficient of 0.500� 0.001 with a Mach number of 0.85. The
Reynolds number is 5 × 106, based on a reference chord of 275.80 in.
The reference temperature is 100°F. For this study, both theDPWand
IDEA sets of grids were used. Figure 9 presents theCP curves at eight
different stations and η ranging from 10 to 97% of thewing span. The
black and red curves are the results computed on the medium DPW
mesh and on the fine IDEA mesh, respectively. At station 1, the
results computed on the DPWmesh indicate a small flow separation
at the trailing edge. This separation, visible on Fig. 10, is not visible
on the results computed on the IDEA mesh. Station 8 shows that the
successive shock waves exhibit minor differences. The results agree
well overall.

Fig. 5 Induced drag volume.

Fig. 6 Common Research Model.

§§There are many configurations with a tail, but none of these was used at
DPW-5.

¶¶Data available online at ftp://cmb24.larc.nasa.gov/outgoing/DPW5/
unstructured_grids.REV01/ [retrieved 20 February 2012].

***Data available online at ftp://cmb24.larc.nasa.gov/outgoing/DPW5/
contrib/POLY_IDEA_GRIDS/ [retrieved 15 May 2013].

†††Data available online at http://turbmodels.larc.nasa.gov/.
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Fig. 7 Symmetric cut of the medium IDEA mesh (5.9 million cells).

Fig. 8 Typical convergence curves.

Fig. 9 Pressure coefficient curves on DPW and IDEA medium grids.

Fig. 10 Bubble separation on the DPWmesh at station 1.

Fig. 11 Grid convergence study of far-field drag (case No. 1).
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Figure 11 presents the grid convergence study of the far-field drag,
computed with Eq. (14). The parameter h is computed as follows:

h �
�
1

N

XN
i�1
�ΔVi�

�1∕3
(17)

whereN represents the number of cells of the computational domain
andΔVi is the volume of the ith cell. The black and red curves are the
results computed on the DPW and IDEA grids. The dashed line
indicates extrapolated values computed following the guidelines of
Celik et al. [15]. The blue line represents the experimental drag
coefficient value of Rivers and Dittberner [16].
The apparent order computed [15], p, is 3.5 for the IDEA set of

grids and 4.2 for the DPWone. The extrapolated values are identical
for both sets of grids, giving a value of 250.9 drag counts. This agrees
with the experimental value of 248.9 within two counts. The two
curves exhibit the same behavior and are almost superimposed,
showing that the flow solution is nearly mesh independent, con-
sidering the major differences in mesh topologies.
Figure 12 shows the drag convergence curves, again for the far-

field drag, i.e., Eq. (14), but also for the net drag, i.e., Eq. (15). Recall
that the net drag is the far-field drag in which the spurious drag has
been removed. The solid and dashed red curves represent the far-field
and net drag computed on the IDEA meshes, respectively, whereas
the solid and dashed black curves represent the far-field and net drag

computed on the DPW meshes, respectively. The dashed blue line
represents the experimental value of Rivers and Dittberner [16].
The two net drag curves show the same behavior and are almost
superimposed. Also, the two curves exhibit almost no variation (less
than 0.1 drag count) for an h value smaller than or equal to four.
Figures 11 and 12 show that, even when h tends toward zero, there is
some residual spurious drag that cannot be removed by refining the
mesh. Indeed, the extrapolated value of the far-field drag is 250.9
drag counts, whereas the converged value of the net drag is 248.8 for
the DPWmeshes and 249.1 for the IDEAmeshes. This figure shows
the strength of the far-field drag decomposition method: it allows
increased accuracy on coarser meshes when spurious drag is
extracted, in many cases achieving better results than computations
on finer meshes without spurious drag removal.
Figure 13 shows the convergence curves of the viscous, wave,

induced, and spurious drag computed on the IDEA meshes with
Eqs. (7), (8), (10), and (9), respectively. The red dashed curve
represents the theoretical value of the induced drag computed with
the theoretical formulaCdi � C2

L∕πλ. This valuewas computedwith
an Oswald factor of 1, which is not representative of the actual
Oswald factor of the CRM wing, that factor being estimated at
between 0.92 and 0.97. The figure shows that induced drag is slightly
affected by grid refinement. This is explained by the fact that induced
drag is generated by a reversible phenomenon. The same behavior
can be observed for the wave drag, which is also nearly independent

Fig. 12 Grid convergence study of net and far-field drag (case No. 1).
Fig. 13 Grid convergence study of the physical components of drag
(case No. 1).

Fig. 14 Physical drag decomposition (case No. 1).
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of the mesh refinement. However, viscous drag displays strong
dependence onmesh refinement. Finally, there is agreement between
the theoretical and computed values of induced drag.
Figure 14 shows the physical drag decomposition for the results

computed on the IDEA medium mesh (5.9 million cells). Viscous
drag accounts for 61% of the total drag, induced drag for 34%, and
wave drag for 2%, which is less than the spurious drag. This drag
decomposition shows the advantage of the far-field method for an
aerodynamics engineer running an optimization process aimed at
reducing the net drag. In fact, the decomposition indicates that

induced drag reduction is a more likely candidate for redesign than
wave drag reduction because the latter is already near optimal.

V. Buffet Study

The second test case is a buffet study with a fixedMach number of
0.85, in which the angle of attack varies from 2.5 to 4.0 deg. The
objective of this study is to predict the buffet conditions. Buffet onset
starts when the slope of the curve CL vs CM changes sign. In
accordance with the general guidelines of DPW-5, this analysis

Fig. 15 CL vs α, CL vs CD, and CL vs CM curves.

Fig. 16 Cp curves at eight different stations for three different angles of attack.
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should be performed on a medium mesh, either custom or provided
by the DPW-5 committee. For the first part of this study, both the
DPWand IDEA meshes were used.
Figure 15 shows theCL vs α,CL vsCD, andCL vsCM curves using

results computed with the S–A turbulence model on the DPW
medium mesh (black curves) and on the IDEA medium mesh (red
curves). Analysis of this figure shows that the CL vs CM curve
changes slope atCL � 0.63 for bothmeshes, corresponding to angles
of attack of 3.12 and 3.25 deg for the IDEA and DPW meshes,
respectively. According to the lift coefficient-moment coefficient
(CL-CM) slope buffet criterion, this would signal buffet onset. On the
IDEA curves, a CL break can be observed at the buffet onset
associated with a loss of drag. This CL break is not visible on the
DPW curve. According to Roskam and Lan [17], this behavior is
evidence of buffet onset. Figure 16 shows the Cp curves for 3.08,
3.10, and 3.12 deg angles of attack computed on the IDEA mesh at
eight different wing stations. The figure indicates major flow
separation at the wing root for an angle of attack of 3.12 deg. This
separation starts from the root and extends to around 17% of thewing
span. A separation bubble is visible in the streamline patterns shown
in Fig. 17, which also shows the shock wave detected with Eq. (11).
The picture on the right-hand side of Fig. 17 shows a loss of around
17%of the shockwave for an angle of attack of 3.12 deg, according to
the Cp curves presented in Fig. 16.
To understand the physical consequences of the drag loss

associated with the lift loss, far-field drag visualization has been
done. Results are shown in Fig. 18. The red, blue, and black solid
lines represent total, wave, and viscous drag, respectively. The
dashed red and black lines represent the induced and spurious drag.
Finally, the black circle represents the theoretical induced drag
predicted by the lifting line theory. Globally, lift decreases by 3.2%
(this loss can be observed in Fig. 15) and total drag by 2.8%. The flow
separation induces a major change in the spanwise loading of the
wing between 3.10 and 3.12 deg, which decreases the wave drag by
23.1% and the induced drag by 6.5%, whereas increasing the viscous
drag by 4.1%. According to the theory of Roskam and Lan [17], this
sudden change in the load of the wing can be considered as an
indication of buffet onset.
The flow separation analyzed in the preceding section does not

appear in results computed on the DPW mesh. Furthermore, the
DPW-5 summary [18] records that some participants found this CL
break, whereas others did not. To analyze the possible causes of the
presence or absence of the CL break, two aspects are analyzed here:
the turbulence model and the level of mesh refinement.

A. Turbulence Model Analysis

Because turbulence models have different response levels in the
presence of adverse pressure gradient flow separation, additional
CFD simulations were conducted on the DPW and IDEA medium
meshes with the Spalart–Allmaras and the k-ω SST turbulence
models. Figure 19 shows the resulting CL vs α andCL vs CD curves.

The black and red lines represent the results computed with the DPW
and IDEA meshes, respectively. Solid and dashed lines indicate the
results computed with the Spalart–Allmaras and k-ω SST model,
respectively. For all the results, the lift computed with the k-ω SST
model at a given angle of attack is less than the lift computed with the
S–Amodel. The results computed on the IDEAmesh show a lift and
drag break for both turbulence models, the break occurring at CL �
0.62 for the S–A turbulence model and at CL � 0.605 for the k-ω
SST model. No lift break is visible for either turbulence model when
results are computed on the DPW mesh.
From these results, it is possible to infer that the turbulence model

played no role in the observed CL break.

B. Refinement Analysis

Mesh refinement plays an important role in capturing boundary-
layer separation. The objective is to demonstrate that the absence of a
CL break on the results computed on the DPW mesh is caused by
insufficient refinement at thewing root. Oneway to do sowould be to
perform buffet studies on the DPW fine mesh and determine whether
or not boundary-layer separation occurs at the wing root. However,
convergence could not be achieved on the fine mesh at critical angles
of attack, and this mesh could not be modified because it had been
supplied by the DPW committee. Instead, a mesh refinement study
was performed with the IDEA coarse and medium meshes. A third
mesh was generated from the mediummesh, containing a refinement

Fig. 17 Streamlines and shock wave detected with Eq. (11) for an angle of attack of 3.12 deg.

Fig. 18 Far-field drag decomposition method applied to the results
computed on the IDEA mesh.
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at thewing root, where flow separation occurs. This refinement at the
root was accomplished by dividing each edge in the vicinity of the
flow separation by a factor of 2. The new mesh has 7.3 million cells,
compared to 5.9 million for the original medium IDEA mesh.
Figure 20 shows the CL vs α, CL vs CD, and CL vs CM curves
computed with these three meshes: the solid red line for the medium
mesh, the black dashed line for the refined medium mesh, and the
blue solid line for the coarse mesh. The analysis of this figure clearly
shows that there is no lift loss on the coarse mesh, but there is one on
both themedium and refinedmediummeshes. Further analysis of the
CFD solutions also shows that there is no flow separation on the
coarse mesh, whereas there is one on both the medium and refined
medium meshes. Finally, there is neither drag loss nor shock wave
separation on the coarse mesh. Analysis of the CL vs CM curve
indicates the change in slope on both the IDEA coarse and medium
mesh occurring at aroundCL � 0.62. According to theCL-CMslope
criterion, this change coincides with buffet onset. Finally, a
comparison of the curves in Figs. 15 and 20 shows that the curves
computed on the IDEAcoarsemesh have the same properties as those
computed on the DPW medium mesh.

C. Far-Field Analysis

The far-field drag decomposition method was used to extract the
spurious drag from the results of the buffet study. Figure 21 shows the

Fig. 20 Investigation of the mesh refinement.

Fig. 21 Far-field method applied to the buffet study.

Fig. 19 Investigation of the turbulence model effect.
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CL vs CD curves generated from the results computed on the IDEA
medium mesh. The red solid line represents the CL vs CD, in which
the far-field drag is computed with Eq. (14), whereas the red dashed
line represents the net drag computed with Eq. (15). The blue circles
represent the experimental data of Rivers and Dittberner [16]. The
dashed black line represents the linear regression of the experimental
data. The net drag agrees with the available experimental results,
showing that accurate results can be obtained on coarse and medium
meshes by the far-field method.

VI. Conclusions

Two test cases of the Drag Prediction Workshop (DPW) 5 series
have been analyzed with the previously developed and modified far-
field drag decomposition method. This method has two principal
advantages. First, it allows extraction of the spurious drag that is
caused by numerical and truncation errors. Second, it allows
decomposition of the drag into its physical components: viscous
drag, induced drag, and wave drag. The Drag Prediction Workshop
series is dedicated to assessing the state of the art in numerical
methods used as tools to predict aerodynamic coefficients. The two
test cases studied here involved grid convergence and buffet onset
prediction.
The grid convergence study was conducted at a fixed Mach

number of 0.85 and a lift coefficient of 0.5, which correspond to the
design cruise conditions. Two sets of grids were used. The first was
supplied by theDPWcommittee and the secondwas generated by the
IDEA Research Chair team. The two sets of grids are based on
different topologies. The DPW grids have an O-O topology, and the
IDEA grids have an H-O topology. The results show comparable
accuracy on the two grids. Furthermore, they show that net drag,
which is the total drag after spurious drag removal, computed on a
coarse mesh is closer to the experimental value than total drag
computed on finer meshes.
The buffet studywas conducted at a fixedMach number of 0.85, in

which the angle of attack ranged between 2.5 and 4.0 deg. The results
computed on the DPW and IDEA medium meshes showed a major
difference between theCL vs α curves for these grids: the IDEA grids
showed a lift loss at a 3.12 deg of angle of attack, whereas the DPW
grid results did not. An investigation was carried out using the far-
field method to understand the reason for this difference. It was
shown that the lift loss obtained on the IDEA grid is caused by flow
separation occurring at the root of the wing at buffet onset. The
associated drag loss is mainly caused by the decrease in wave drag
stemming from the loss of 25% of the shock wave strength on the
wing as well as by the reduction of induced drag via lift reduction.
This loss causes a change in the spanwisewing loading. Investigation
was also conducted to understandwhy theDPWgrid does not exhibit
this lift and drag loss. It concludes that mesh refinement plays a
critical role in capturing wing root flow separation. Furthermore,
buffet onset can be detected by the departure of the lift coefficient
from linearity when analyzing aCL vs α curve or by a sudden change
in the axial force. The computational fluid dynamics solution
obtained on the IDEA grid had these properties. Finally, the far-field
drag decomposition method was applied to the CL vs CD curve, in
order to extract the spurious drag. Again, the results show strong
agreement with the available experimental results for low angles of
attack, even on relatively coarse meshes.
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